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Large Eddy Simulations of high amplitude self-sustained acoustic oscillations in a rocket
engine coaxial injector in the transcritical regime
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Abstract

Understanding the flame dynamics in combustion chambers is still an important field of research. Under certain conditions large
amplitude instabilities can occur, leading to degraded operating conditions or even fatal damage to the system. When considering
liquid rocket engines (LRE), the power density inside the thrust chamber is so high that when these oscillations take place, they
usually lead to the rapid destruction of the engine. In order to avoid this, extensive experimental testing is employed, due to the
lack of reliable predictive simulation tools. However, numerical tools represent a promising, faster and cheaper alternative, but
further modeling efforts and validations are required to exploit their potential. Stable, steady transcritical flames and transcritical
flames modulated by external transverse acoustic waves were successfully simulated recently. However, the ability of computer
codes to predict naturally unstable cases, where oscillations are self-sustained must be verified, using well controlled experiments.
In this context, JAXA has developed a test bench with a single injector exhibiting large amplitude self-sustained pressure oscillations
under certain operating conditions. Depending on the injection parameters and injector geometry, the transcritical flame was found
to be stable or unstable. This provides a potentially rich configuration for numerical tools validation. In the present study two
cases have been simulated using the AVBP-RG solver jointly developed by CERFACS and EM2C. The first case corresponds to
experimentally stable injection conditions, while the second features large pressure oscillations in the chamber. Simulation results
feature a higher unsteadiness, with larger fluctuations in the unstable case compared to the stable one, in good qualitative agreement
with experimental data. Simulations also indicate that strong interactions take place between the exit nozzle and large-scale entropy
fluctuations produced at the end of the flame. This may explain the generation of acoustic waves at this downstream boundary and
this process may be at the origin of the coupling loop. In the current state of our simulations, a possible scenario for the triggering of
the instability and the associated analysis are described.
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1. Introduction of a perfect gas [6], surface tension vanishes and mass transfer
from the dense oxygen stream to the lighter surrounding stream is
essentially governed by turbulent production of surface area and
mixing. Combustion thus takes place in a complex flow featur-
ing large density gradients and its simulation raises considerable
physical and mathematical difficulties.

The flame structure under transcritical conditions is now well
documented, for example in [7-13]. In the past decade, efforts
have been made to establish computational methodologies for
transcritical injection and combustion including real gas thermo-
dynamics, transport models and modified algorithms for numeri-

Combustion instabilities have often hindered developments of
Liquid Rocket Engines (LRE). Such extreme dynamical phenom-
ena were experienced in many high performance engines. It took
a considerable amount of testing to eliminate high frequency in-
stabilities arising in the F-1 engine of the Saturn V rocket [1].
Such instabilities were also encountered during the Ariane devel-
opment program leading to the in-flight destruction of the second
launcher on November 23, 1980. Much of the theoretical under-
standing and experimental data acquired during the early period

are synthesized in [2] while more recent advances are reviewed cal integration. LES of turbulent transcritical jets and jet flames

in [3-5]. . . . have been carried out in the transcritical range by different re-
The present research project aims at advancing the state of the .. .. groups ([14-251])

art in this field by exploring the possibilities of Large-Eddy Sim-
ulations (LES) to predict the flame / acoustic dynamics and the
resulting combustion instabilities. Simulations reported in what
follows correspond to operating conditions prevailing in LREs.
The mean chamber pressure exceeds the critical pressure of the
liquid oxygen (p.(O;) = 5.04 MPa) which is injected at a temper-
ature well below its critical value T.(0,) = 154 K. Under these
transcritical conditions, the working fluid state departs from that

The experimental configuration simulated in the present study,
developed by JAXA [26, 27], consists in a single coaxial oxygen
/ hydrogen injector where large amplitude self-sustained pressure
oscillations were observed. Depending on the injection condi-
tions and the geometry of the injector, the flame can be made
unstable or not. It is therefore a potentially rich configuration for
validation of simulation tools. The experimental setup is briefly
described in Sec. 2. The LES solver and the numerical config-
uration used in the present investigation are reported in Sec. 3.
“Corresponding author Results obtained on g coarse mesh fo? thé two studied cases are
Email address: thomas.schmitt@centralesupelec.fr (T. Schmitt) first briefly presented in Sec. 4. Attention is focused on the unsta-
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ble case in Sec. 5, where simulations on a finer grid are presented
together with an analysis of the flow dynamics.

2. Brief description of the experimental setup

2.1. JAXA’s test bench

The experimental setup, operated by JAXA, is presented in
detail in [26, 27]. It consists in a coaxial LOx / H; injector.
Transcritical oxygen is injected through the inner injector, sur-
rounded by gaseous hydrogen. A sketch of the chamber is shown
in Fig. 1. The cylindrical chamber is equipped with dynamic and
static pressure transducers to measure mean pressure and time re-
solved pressure fluctuations. The chamber walls are water-cooled
and heat flux measurements are available. The injector is char-
acterized by its thin lip and annular channel characteristic size
(0(1 mm)) compared with the chamber length (0(100 mm)). The
chamber ends with a choked nozzle.

0(100 mm)

O(10 mm)

e

Y2d

diop = O(1 mm)
ay, = hy, = 0(0.1 mm)

Figure 1: Schematic representation of the experimental setup. dr o, stands for the
oxygen injector diameter, ay, is the annular injector width and /;, is the injector
lip thickness.

2.2. Chosen operating points

Injection conditions for the two selected cases are given in
Tab. 1. All the values are normalized by those from case 1. The
two cases correspond to the same mass flow rates of oxygen and
hydrogen and the oxygen injection temperature is kept constant.
The final pressure in the chamber is also close for the two cases.
The hydrogen temperature significantly changes between the two
cases. The reduced injection temperature for case 2 leads to a
lower injection velocity compared with case 1, decreasing the
momentum flux ratio between the two fluids. In both cases opera-
tion takes place in the transcritical regime : pressure is higher than
the critical pressure of both fluids while injection temperature for
oxygen is lower than its critical value. Under such conditions,
oxygen density and thermodynamic state at injection are close to
those of a liquid while hydrogen is gaseous.

Power spectral densities (PSDs) of the experimental dynamic
pressure measurements are shown on Fig. 2 for cases 1 and 2
on the datasets provided by JAXA. The spectral analysis is per-
formed using Welch’s periodogram method by averaging PSDs
over an ensemble of 50 blocks with a final frequency resolution
of 250 Hz. While both cases feature two frequency peaks be-
tween 2.0 and 2.5 kHz and 4.0 and 4.5 kHz, corresponding to the
first and second longitudinal modes of the chamber, pressure fluc-
tuation amplitude is much larger for case 2. In particular, a peak
at 2.4 kHz clearly dominates the spectrum for case 2 and this case

Case Ty [-1 T [-1 g, [-1 0 ringg [ P[]
1 1 1 1 1 1
2 0.71 0.97 1.05 0.95 0.99

Table 1: Operating points chosen for the simulation. All the data are normalized
by the values for case 1. P is the chamber mean pressure, i1 0, and iy, are
the mass flow rates of oxygen and hydrogen respectively. The injection tempera-
tures for oxygen and hydrogen are T, and Ty, respectively. All the operating
parameters are kept nearly constant between both cases, only the hydrogen in-
jection temperature is changed while maintaining the mass flow rate r'nl*qz. The
pressure in the chamber is higher than the critical pressure of oxygen and hydro-
gen. Oxygen is injected in transcritical conditions (temperature lower than the
critical temperature).

is considered as being unstable while case 1 is stable. Both cases
feature a low frequency content around 350 Hz.
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Figure 2: Experimental measurements Power spectral density of experimental
pressure (the sensor is located at the injection plan). (a) Case 1 (b) Case 2.
Adapted from [27].

3. Numerical setup

3.1. Large-Eddy Simulation solver

The unstructured AVBP compressible flow solver (see among
others [28, 29]) is used in what follows to integrate the three-
dimensional compressible Navier-Stokes equations for a multi-
component mixture of reactive fluids. The numerical method
uses a low-dissipation centered scheme, third-order in space and
time [30]. Boundary conditions are treated with the character-
istic wave decomposition method NSCBC [31]. A real-gas ver-
sion of the AVBP flow solver, called AVBP-RG, was recently de-
veloped [32, 33] with appropriate models to account for real-gas



non-idealities. The Soave-Redlich-Kwong equation of state [34]
was included in the solver:

_prT  p*au(T)
T 1- pb, 1+ pb,

p (1
with T the temperature and » = R/W, where R designates the
universal gas constant and W is the molar mass. The coeffi-
cients a,(T) and b,, are calculated according to [35]. Equa-
tion (1) is used for a consistent derivation of the pressure de-
pendence of thermodynamic properties (internal energy, enthalpy,
specific heats, compressibility), as described in [35, 36]. Chemi-
cal conversion is handled using an infinitely fast chemistry model
presented in [22]. NSCBC boundary conditions are adapted to
real-gas thermodynamics [37]. Because of the steep density and
internal energy gradients, real-gas simulations require a specific
numerical stabilization procedure described in [33]. The WALE
model [38] is used to represent the sub-grid scale (SGS) shear
stress tensor. The SGS energy and species fluxes are modeled
using gradient transport assumptions with sub-grid Prandtl and
Schmidt numbers set to 0.7. Results of calculations in high pres-
sure transcritical cases indicate that the AVBP-RG flow solver in
combination with these models provides solutions which are in
good agreement with experimental data [22-25], giving us confi-
dence in the capability of the solver to examine transcritical com-
bustion dynamics problems.

3.2. Numerical configuration

Calculations are carried out in the exact configuration used in
the experimental investigation on JAXA'’s test-bench. The numer-
ical domain is shown in Fig. 3. The outlet nozzle is included in
the domaine to ensure a representative exit condition, on the aero-
dynamic as well as on the acoustic points of view. Two meshes
are employed in this study (Tab. 2). The coarse grid was used
for first simulations in order to characterize the main features of
each case. Case 2 is then simulated on the finer grid. The cell
distribution for each grid is shown in Fig. 4. For both cases, 7
cells are used to discretize the injector lip. The grid resolution is
improved in the chamber for the finer grid where a constant cell
size is kept from the backplane to the exit section. This meshing
strategy differs from the one used for the coarse grid, where it is
slowly increasing in the axial direction.

Mesh Nb of nodes Nb of tetrahedra
Coarse 2 500 000 12 500 000
Fine 6 000 000 30 000 000

Table 2: Main characteristics of the two meshes used in this study.

Walls are treated with an adiabatic no-slip condition in the in-
jection manifold and an anisotropic turbulence is injected at the
inlet following the methodology described in [39]. Bulk and rms
profiles, resulting from an independent LES of a long tube with
the same Reynolds number and mesh resolution, are used to im-
pose velocity conditions at the injector channels. Heat losses at
the chamber walls are accounted for using isothermal law of the
wall. A wall temperature of 500 K is chosen here, in order to
keep a reasonable agreement with the heat losses measured ex-
perimentally during hot-fire tests.

4. Results on coarse grid

This section is intended to provide a brief description of re-
sults obtained using the coarse grid for the two cases under in-
vestigation. These calculations serve as a first characterization of
the two flows. It is shown in particular that both flames have a
similar behavior, except that the one corresponding to case 2 is
slightly longer. Both cases feature large scale variations at the
end of the chamber, and strong interaction with the outlet nozzle.
The unstable regime (case 2) will be examined on the fine grid.

4.1. Brief description of the flow field

Longitudinal slices of instantaneous oxygen mass fraction and
temperature are shown in Fig. 5. In both cases, the flow produces
a long flame that fills the whole chamber. Despite the limited grid
resolution in the second part of the chamber, strong unsteadiness
is captured. Large scale oxygen pockets are created at the end
of the flame. Oxygen rich zones eventually persist until the end
of the chamber, interacting with the outlet nozzle and leading to
large temperature fluctuations in the nozzle. Average fields (not
shown here) indicate that case 2 produces a slightly longer flame
compared to case 1 (the flame length is about 10 % longer). Dif-
ferences between the two cases in terms of flow structure are nev-
ertheless limited.

4.2. Pressure measurement and discussion

A sample of the temporal evolution of pressure is plotted in
Fig. 7 for cases 1 and 2. Both cases feature bursts of pressure
fluctuations. These pressure events are also observed in the ex-
periment for case 1 (not shown here). While pressure fluctuation
amplitude is larger in case 2 than in case 1, the very large ampli-
tude fluctuations expected from the experimental results are not
retrieved. Instead the pressure fluctuations are rapidly damped.
For both cases, the dominant frequency corresponds to the first
longitudinal mode, in agreement with experimental results. The
pressure noise that is observed in both cases is attributed to the
interaction between the flow and the outlet nozzle accordingly to
[40] and is more likely to occur in case 2 as the flame is longer.

As interaction between the flow and the nozzle play a signifi-
cant role in the occurrence of the instability, case 2 is now studied
on a finer grid with an improved grid resolution in the chamber.

5. Unstable case on fine grid

The detailed analysis of the unstable case is now carried out on
the fine grid.

5.1. Flame geometry

Longitudinal slices of instantaneous oxygen mass fraction and
density are shown in Fig. 8. The inner high density oxygen jet
shows a limited initial spreading angle and extends to the middle
of the domain. The jet eventually destabilizes forming large scale
pockets of oxygen. These high density pockets are wrinkled by
the surrounding turbulence and finally “dissolved” in the last part
of the chamber. As observed in the coarse grid simulations, some
unreacted oxygen pockets reach the exhaust nozzle. Strong shear
is generated close to the injector by the annular high velocity hy-
drogen flow (Fig. 9)a. This region is characterized by intense



Figure 3: Full 3D geometry used in the simulations. As an illustration, a temperature iso-surface is added.

Wall-law with imposed temperature (500 K)

Figure 4: Coarse and fine meshes used in this study.

Figure 5: LES results on coarse grid. Longitudinal slice of instantaneous oxygen mass fraction (red: 1 ; blue: 0).

Figure 6: LES results on coarse grid. Longitudinal slice of instantaneous temperature (red: 3 600 K ; blue: 100 K).



Figure 8: LES results on fine grid. Longitudinal slice of instantaneous (a) oxygen mass fraction and (b) density (in logarithmic scale). Blue: minimum, red: maximum.

Figure 9: LES results on fine grid. Longitudinal slice of instantaneous (a) axial, (b) radial and (c) azimuthal velocity. Blue: minimum (O(-100 m/s)), red: maximum

(O(100 mys)).

Figure 10: LES results on fine grid. Longitudinal slice of instantaneous (a) temperature and (b) OH mass fraction. Blue: minimum, red: maximum.
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Figure 7: LES results on coarse grid. Temporal evolution of pressure fluctuations
(located at the injection plan). (a) Case 1, (b) Case 2.

small size vortices. As the flow approaches the chamber walls,
larger scale vortices are generated around the inner oxygen jet
(Fig. 8)b. This phenomenon is promoted by the confinement of
the flame by the lateral walls, also creating a large scale recircula-
tion zone between the inner high density jet and the annular flow
(Fig. 9)a. Further downstream, a highly turbulent flow is visible
in the wake of the inner jet (Fig. 9). This flow mixes oxygen
with surrounding gases and combustion is enhanced (Fig. 10). A
flame geometry similar to the one observed on the coarse grid is
retrieved. As expected, the second part of the jet features much
more resolved turbulence scales with the fine grid.

5.2. Pressure evolution

Figure 11 displays the pressure signal in the near injector re-
gion. Fluctuation amplitudes are limited and still lower than those
measured experimentally. Events of pressure peaks that can reach
3 % of the mean pressure are nevertheless noticeable. These fluc-
tuations are generally rapidly damped, but may last for several
periods (see for example pressure fluctuations around 0.035 s on
Fig. 11). Figure 11b shows the temporal evolution of pressure
both in the near injector region and close to the nozzle exit. The
signals are clearly in phase opposition for the full simulation se-
quence, indicating that these oscillations correspond to the first
longitudinal mode of the chamber. This is in agreement with the
experimental observations.

In the power spectral density of the pressure detected by the
two probes (Fig. 12) a dominant frequency appears around 2.4
kHz, and two other peaks are found at 4.9 kHz and 7.25 kHz.
These frequencies are also in good agreement with experimental
measurements. From these LES results, it seems that the acoustic

Figure 11: LES results on fine grid (a) Temporal evolution of pressure in the near
injector region. (b) Temporal evolution of pressure in the near injector region
(black) and close to the nozzle (red).

fluctuations observed experimentally for case 2 are reproduced
by the calculation even though the final amplitude is lower than
that observed in the experiment.
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Figure 12: LES results on fine grid Power spectral density of pressure in the near
injector region (black) and at the nozzle (red). Welch’s method with an averaging
over 5 blocks and a spectral resolution of 220 Hz.

5.3. Flame dynamics

It is next instructive to examine the flame dynamics during one
period of oscillation. The period chosen corresponds to a max-
imum of pressure fluctuation amplitude measured in the simu-
lation (indicated by 1, 2 and 3 on Fig. 13a). Three successive
instants over one period are shown in Fig. 13b. The large ampli-
tude variations of pressure that corresponds to the first longitudi-
nal mode are clearly observable.
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Figure 13: LES results on fine grid. (a) Temporal evolution of the difference between the pressure in the near injector region and at the nozzle (AP). (b) Three
successive instants over one period of oscillation. Longitudinal slice of instantaneous pressure (top) and O2 mass fraction (bottom). Blue: minimum, red: maximum.



5.4. Acoustic energy balance and heat release rate fluctuations

It is now interesting to consider the acoustic energy balance
in the thrust chamber and to this purpose examine heat release
rate fluctuations. It is known that the unsteady heat release rate
4’ participates in the acoustic source term in the acoustic energy
balance and constitutes the driving source of combustion insta-
bilities. It is instructive to recall this balance equation. As a first
step, the speed of sound will be considered as constant, and the
flow effect negligible:

0E

5tV F=8-D )

In this expression &, ¥, S and D represent the acoustic energy
density, acoustic energy flux, volumetric source term and volu-
metric damping in the domain with:

1Lp?* 1 ,
E = ——+-py 3
2p0C2 + ZPOV ( )
= pV “)
-1 ’ et
s = Ty 5)
PocC

The damping term that appears in the balance equation (2) is less
easy to write explicitly because it covers a variety of processes re-
ducing the acoustic energy. Examining the previous expressions
one observes that the heat release rate appears in the right hand
side in the form of a product with the pressure. The source term
will be positive if the instantaneous product p’q’ is positive. This
corresponds to the Rayleigh criterion [41]. According to this cri-
terion an instability may occur if the pressure and heat release
rate fluctuations are in phase. This is only a necessary condition.
Integrating the local balance of acoustic energy over a period of
oscillation T = 27/w and over the volume of the chamber one
finds

d 1
—fEdV+fF~n= f—Re{p'c']'}dV—fDdV (6)
dt Jy A v?2 v

The acoustic energy will actually grow if the source term is
greater than the damping term plus the integrated outgoing acous-
tic fluxes crossing the boundaries of the domain :

11
Y- f—Re{p’q’}dV>fDdV+fF~n
PoC v?2 v A

To examine the source term one may first look at the time evo-
lution of the fluctuation of heat release rate integrated over the

whole domain
0= [qav

This quantity is plotted in Fig. 14a. Similarly to pressure,
events of heat release rate fluctuations are observed during the
simulation. The amplitude of these oscillations are around 5 %
and reach up to 10 % of the mean value. These fluctuations occur
at the same frequency as the pressure (Fig. 14b) and one may
conclude that pressure oscillations generate heat release rate fluc-
tuations in the system.

It is next interesting to examine the temporal signals of pres-
sure and heat release rate fluctuations plotted in Fig. 15. Atten-
tion is given to the phase between Q’ and the acoustic pressure
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Figure 14: LES results on fine grid (a) Temporal evolution of heat release rate
fluctuations. (b) Power spectral density of heat release rate. Welch’s method with
5 blocks and a spectral resolution of 220 Hz.

p’ at the injector vicinity and at the exhaust section. One finds
that Q' is out of phase with respect to p;, but is nearly in phase
with the pressure at the nozzle exhaust p;,,_. It is now clear that
in the estimation of the Rayleigh source term one has to account
for the axial variation of the pressure field and heat release rate
integrated over the chamber cross section. This requires these
two spatial distributions to be extracted from the corresponding
signals by filtering around the frequency of oscillation of the res-
onant mode involved in the unstable oscillation. This procedure
will be explored in a near future.

1 1
0035 0.036
Time [s]

Figure 15: LES results on fine grid Temporal evolution of pressure at the near-
injector probe (P,;), near-nozzle probe (P,,,) and heat release fluctuations ¢’ for
case 2.





6. Conclusion

This article describes recent advances in the simulation of a
naturally unstable transcritical coaxial injector. The experimental
configuration, operated by JAXA, can be made unstable or not
depending on the injection conditions and the geometry of the
injector. Two cases are considered for which only temperature
varies, one being stable (case 1) and the other one featuring large
amplitude pressure oscillations (case 2).

The two cases are first calculated on a coarse grid, where the main
flow structures and dynamics are identified. They both feature a
long flame, that fills a large part of the chamber, and show regular
release of large scale cold oxygen pockets that may eventually
interact with the exit nozzle. Harmonic pressure fluctuations are
present in both cases. In particular, bursts of higher amplitude
pressure fluctuations are regularly observed, especially for case
2. Nevertheless, the amplitude of pressure fluctuation is much
lower than in the experiment for case 2. The two cases finally
present a similar behavior, with a flame slightly longer for case 2
compared with case 1. It is assumed that this difference promotes
flame / nozzle interaction for case 2, a scenario that could explain
the larger pressure fluctuation measured experimentally in that
situation.

From these results, case 2 is calculated on a finer mesh, where
the characteristic mesh size is strongly refined in the chamber.
While pressure oscillation amplitudes are still lower than those
measured experimentally, the pressure field corresponds to the
first longitudinal mode and the calculated frequencies are in good
agreement with experiments. A first analysis of the heat release
rate fluctuations indicates a limited coupling between combustion
and acoustics in the acoustic energy balance in this simulation. It
is currently believed that flame / nozzle interaction may play a
role in the instability process. Current studies are focused on the
detailed acoustic analysis of the strong unstable event found at
the end of the simulation and illustrated in this document.
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