
HAL Id: hal-01639630
https://hal.science/hal-01639630

Submitted on 20 Nov 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Estimation and Removal of T Wave Component in
Atrial Flutter ECG to Aid Non-Invasive Localization of

Ectopic Source
Muhammad Haziq Azman, Olivier Meste, Kushsairy Kadir, Decebal Gabriel

Latcu

To cite this version:
Muhammad Haziq Azman, Olivier Meste, Kushsairy Kadir, Decebal Gabriel Latcu. Estimation and
Removal of T Wave Component in Atrial Flutter ECG to Aid Non-Invasive Localization of Ectopic
Source. Computing in Cardiology, Sep 2017, Rennes, France. �hal-01639630�

https://hal.science/hal-01639630
https://hal.archives-ouvertes.fr


Estimation and Removal of T Wave Component in Atrial Flutter ECG to Aid
Non-Invasive Localization of Ectopic Source

Muhammad Haziq Kamarul Azman1 2, Olivier Meste1, Kushsairy Kadir2, Decebal Gabriel Latcu3
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Abstract

The use of the ECG as a diagnostic tool for analyzing
supraventricular arrhythmia avoids invasive procedures
prior to clinical intervention. Analysis of atrial activity
may indicate properties of the underlying arrhythmia. In
atrial flutter, there is a high synchroneity between atrial
and ventricular activity. Statistical and classical separa-
tion methods are unlikely to work due to this dependency,
impeding the extraction of the atrial activity. We propose a
method using least square polynomial estimation to model
the T wave component and subtract it from overlapped f-
waves. After pre-processing, an initial f-wave was care-
fully segmented, representing pure atrial activity. Subse-
quent f-waves were detected and corrected by subtract-
ing the T wave, modeled as a sum of weighted polyno-
mials which minimize the least square error. To evaluate
the method, VCG loops were obtained using the inverse
Dower transform. Loop parameters were obtained from
eigenvectors and eigenvalues issued from PCA. Using de-
gree K = 3 polynomials allowed recovery of overlapped
f-waves with significant improvement in 3 of 4 parameters
(p < 0.05). f-waves overlapped by T waves can thus suc-
cessfully be recovered using this method with better per-
formance with the parameters considered.

1. Introduction

Supraventricular arrhythmia (SVA) is a cardiac disorder
whereby the normal activation rhythm of the atria is dis-
rupted. The natural cardiac pacemaker is suppressed by a
rapidly activated ectopic cellular source (in the form of a
focus or a rotating circuit). Two well-known SVA are atrial
fibrillation (AF), affecting 0.5% of the worldwide popula-
tion and atrial tachycardia, often referred to as atrial flutter
(AFL). SVAs can be treated using radiofrequency catheter
ablation: a technique whereby atrial muscles are destroyed
using high-frequency radio waves delivered via an abla-
tion catheter. Upon destruction of pathologic muscles, the

atrial rhythm returns to normal.
Analysis and evaluation of SVA can be performed using

electrocardiographic (ECG) signals. Traditionally, analy-
sis of these ECG traces are done by specialists as a part of
a standard procedure. The non-invasive, standard nature
of the ECG signal presents a strong benefit for practition-
ers as it foregoes the need for pre-interventional operations
and is universally comparable.

In many cases of SVA, the location of the ectopic
source influences the overall difficulty of catheterization.
Traditionally, this may only be known once acquisition
catheters are placed inside the coronary sinus during a pre-
intervention phase. Prior knowledge as to which atrium
the circuit or focus is located will thus aid in the planning
phase, effectively reducing operation time.

Evaluation of the continuous, abnormal atrial activity
(AA) may give information on f-wave variability, which
was shown to be linked to circuit localization [1]. It had
also been shown that careful treatment of these signals and
application of signal processing methods may allow anal-
ysis and evaluation of cardiac pathologies [2]. However,
due to the continuous, rapid nature of atrial depolarisation
and variable block ratio, the ventricular activity (VA; QRS
complex and T waves) overlaps atrial activity.

Techniques for separating these two sources exist, but
relies on particular properties such as independence or
distinction in spectral occupation. In AFL, the continu-
ous and orderly depolarisation of atrial structure results in
synchroneity between VA and AA, creating a dependency
link. This invalidates classic beat-averaging and source
separation methods, which were more suited for atrial fib-
rillation. Furthermore, f-waves occupy the same spectral
band as T waves, making classical filtering approach use-
less.

We present an approach that attempts to model the
VA using a least square polynomial estimation (LSPE)
technique and recover f-waves that are superposed on T
waves. To assess its performance, vectorcardiographic
(VCG) loops derived from these f-waves are evaluated in



terms of loop orientation and geometry.

2. Materials and Method

2.1. Data description and pre-processing

25 recordings of 12-leads standard ECG from the Car-
diology Department at Centre Hospitalier Princesse Grace
in Monaco were acquired from 23 patients in whom AFL
occurred. The signals were acquired during ablation proce-
dures using an acquisition system (Bard, USA). All signals
were sampled at 2000 Hz and ranges from 12.04 seconds
to 1 minute in length. Sustained episodes of AFL were
present during the entire recording.

All signals were filtered between 1 and 100 Hz with an
order 20 and order 3 type II Chebyshev low-pass and high-
pass filter in order to reject physiological motion noise but
to also preserve f-wave onsets. A 50 Hz finite-impulse re-
sponse notch filter was used filter out powerline noise. The
signals were then downsampled to 250 Hz to reduce the
number of points.

2.2. Detection and segmentation of f-wave

An initial f-wave vector f of length N , spanning from
onset to end, was arbitrarily selected from a lead prior to a
QRS complex, during a period of long diastole or high AV
block ratio (3:1 and above) although with careful consid-
eration on the onsets and ends, f-waves in a 2:1 block ratio
setting were also used. It best represents AA free from
any VA. This initial f-wave was used to detect subsequent
f-waves across the signal.

A sliding window on the original signal is defined as

x(τ) =
[
x(0 + τ) x(1 + τ) · · · x(N − 1 + τ)

]T
where x(t) is the original signal at time t ∈ [0;M −1] and
τ is comprised between [0;M − N + 1]. Both the initial
wave and the sliding window were centered by subtracting
their respective means before calculating the least square
error function

I(τ) = ‖f − x(τ)‖2 (1)

The resulting error I presents a zero when x(τ0) = f
and a local minima at x(τ0 + nT ), n ∈ Z, where T in-
dicates the f-wave period, due to beat-to-beat variations.
Elsewhere, the error is expected to be larger than zero (Fig
1). The minima of I allow us to pre-segment the waves
by giving their estimate position in time. The wave on-
sets were taken at these points and later manually synchro-
nized. f-waves are rejected if they are too close to the pre-
ceding end or succeeding onset of a QRS complex.

It was noted during this research that a detection scheme
may be made using a generalized likelihood ratio test,
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Figure 1. The error function I for recording #9 (lead V1).
The minima, marked by crosses clearly marks the onset of
an f-wave on the ECG. The red circle (where I = 0) and
red bolded wave corresponds to the initial reference.

which may improve detection performance. This problem
is the subject of a future research and is not treated in this
paper.

Pure f-waves (ones that are free from VA) were defined
as the f-waves closest to the next QRS complex (indexed
using Pan-Tompkins algorithm). In some cases of ex-
ceptionally large block ratio, the second last f-wave was
also taken. All the isolated f-waves were separated into
two sets: Fp and Fo, representing pure and overlapped f-
waves.

2.3. Recovery of f-waves using LSPE

The superposition of a T wave on top of an f-wave can
be equated to the sum of an f-wave observation fi and a
T wave model approximated as the sum of polynomials of
orders 0 to K weighted by coefficients bi

fo,i = fi +

K∑
k=0

bi(k)m
k = fi +Mbi

mk =
[
0k 1k 2k · · · (N − 1)k

]T
M =

[
m0 m1 m2 · · · mK

]
bi =

[
bi(0) bi(1) bi(2) · · · bi(K)

]T
Thus, we obtain fi = fo,i −Mbi. The expression can

be inserted in (1) in place of x, giving an expression that is
prone to bias, since the approximation would be based on
the initial wave f . Therefore, it is replaced with the mean
f-wave fp from the set of pure waves.

Ji = ‖fp −
(
fo,i −Mbi

)
‖2 (2)



Optimizing the expression means finding the parameter
b that minimizes the error, which in this case would be the
coefficients of the polynomial that estimates the T wave. It
is possible to do this thanks to the use of the `2-norm. The
optimized parameter is given as

b = (MTM)−1MT(fo,i − fp)

The polynomial coefficients were calculated and the re-
sulting curve were subtracted from the observations. The
maximum polynomial degree K plays a role in determin-
ing the quality of estimation. Since no method exists to
determine the optimal degree, it was set arbitrarily. In or-
der to prevent modelization of the fine dynamics that are
attributed to AFL, K was limited to a low degree. In this
paper, K = 3. This results in f-wave estimates free from
their local VA influence but still retaining the fine dynam-
ics of AFL.

The recovered f-waves were split into two sets: pure cor-
rected and overlapped corrected, noted as Fpc and Foc re-
spectively. These waves are defined only in the interval of
their onsets and ends, introducing gaps between two waves
in the reconstructed time series.
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Figure 2. Corrected f-waves from (Fig 1) for lead V1.
The red curves represent corrected f-waves, with their es-
timated local VA in blue dashed lines. Note the edge effect
of the waves preceeding a QRS complex.

There exists an edge effect, as can be seen in (Fig 2).
To correct this, all f-waves were truncated at the onset and
end to discard this effect and to also prevent wave overlap.

2.4. Calculation of loop parameters

Analysis of the post-processed data involves character-
ising the mean waveform from each set. This allows us to
evaluate the steady-state nature of the AA and the changes
that LSPE brings to it. In this paper, the vectorcardio-
graphic (VCG) loop parameters such as orientation and ge-
ometry were analyzed, inspired by the authors of [3] and
[4].

Each f-wave was tranformed into its VCG representa-
tion using the inverse Dower transform [5]. The spatial
orientation of the VCG axes, made up of the 3 Frank leads
(X, Y and Z), is coherent with the axes of the body (X indi-
cating right and left, Y indicating superior and inferior, Z

indicating anterior and posterior). The loop orientation and
form was determined using the eigenvectors and eigenval-
ues issued from principal component analysis (PCA).

Firstly, the mean loop of each set was calculated. Each
loop was then downsampled to 100 Hz to keep only the
pertinent information regarding AFL. To avoid bias be-
tween unevenly distributed points in spatial representation,
each loop was resampled by interpolating points at its min-
imum Euclidean distance. PCA was then applied in order
to obtain the eigenvectors vi = [vix viy viz]

T and eigen-
values λi, i ∈ [1; 3].

Figure 3. VCG loops of patient #9. The black, dashed
blue and dotted red loops correspond to the mean loop for
sets Fp, Foc and Fo respectively. The red (pointing down)
and blue (pointing right) vectors are the first and second
eigenvectors of the mean pure loops.

Loop orientation, given in terms of azimuth φAZ and
elevation φEL was calculated by finding the angle of inter-
section between the plane spanned by the first two eigen-
vectors v1 and v2 with planes XZ and YZ respectively.

φAZ = arctan(
v2z − (v2y/v1y)v1z
v2x − (v2y/v1y)v1x

)

φEL = arctan(
v2z − (v2x/v1x)v1z
v2y − (v2x/v1x)v1y

)

Loop geometry, given in terms of planarity ψPL and
plane geometry (the shape of the loop) ψPG was calcu-
lated using the eigenvalues.

ψPL =
λ3∑3
i=1 λi

ψPG =
λ2
λ1



2.5. Performance analysis of LSPE

Performance quantification was done by evaluating the
effect of LSPE on the parameters described previously. To
do this, the distance error with respect to the pure wave
parameter is calculated

εθ,a,b = |θa − θp| − |θb − θp|

where θ indicates the considered parameter, and a and b
the two sets in comparison.

Table 1. Distance errors ε.

Parameter εo,oc εoc,pc
φAZ 24.792±6.796 3.600±3.464
φEL 32.978±5.555 3.328±4.794
ψPL 0.005±0.004 0.001±0.003
ψPG 0.104±0.037 0.023±0.007

To quantify the corrective performance, the error was
calculated between the mean loop parameters of sets Fo
and Foc. A good corrective performance would give a
larger first term than the second, thus giving a positive er-
ror value.

The corrective effect of LSPE was also evaluated. The
error was calculated between the mean loop parameters of
sets Foc and Fpc. Minimal corrective effect would give a
smaller second term than the first, thus giving a positive
error value.

Due to non-unique PCA eigenvector direction, the ori-
entation may become flipped. Therefore, when calculating
the error for φAZ and φEL, the value that minimizes the
distance (either θ or θ mod (±π)) was taken.

The error parameter ε was evaluated for all 25 records.
Each parameter was tested for Gaussianity. In the negative,
the rank-sum test was used to evaluate the median of the
ensemble. It is expected to be as positive as possible. The
results of both analysis are given in Table 1, presented as
the median and standard deviation. A p-value < 0.05 is
considered statistically significant and is marked in bold.

3. Results and Discussion

There is net positivity in both distance errors for 3 of 4
parameters. It is shown from the first comparison that us-
ing corrected f-waves previously overlapped in T waves,
we obtain significant improvement in parameter estima-
tion. This is also visible in (Fig 3), where the mean loop
from Foc is very similar to the one from Fp. The results
also show that there is similarity between Fpc waves and
Fp waves. This shows that LSPE, although applied onto
pure f-waves, does not significantly affect the loop param-
eters.

The next step is to quantify the improvement in the clas-
sification of AFL non-invasively. As suggested by [3], the
plane orientation may indicate a right typical AFL in the
case of φAZ ≈ −45 deg.

There are no known rules for determining the degree
of polynomials K. There is a need to define an optimum
value since it determines the quality of correction. In the
case of maintaining a constant K, is to introduce penalis-
ing weights according to the position of the f-wave in an
RR interval.

The detection of f-waves is key in applying LSPE. The
use of the error norm may be supplemented in a general-
ized likelihood ratio test approach. However, the signal
model needs to account for the presence of VA in order to
obtain a good detection threshold.

4. Conclusion

Using LSPE, we can successfully recover f-waves that
were superposed on top of T waves, giving better VCG
loop parameter statistics than using pure f-waves alone.
LSPE allows correction of T-wave component in f-waves
that are superposed, whilst minimally affecting pure f-
waves.
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