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Abstract

In this paper we consider diffusions on the half line (0,∞) such that
the expectation of the arrival time at the origin is uniformly bounded in
the initial point. This implies that there is a well defined diffusion pro-
cess starting from infinity, which takes finite values at positive times.
We study the behaviour of hitting times of large barriers and in a dual
way, the behaviour of the process starting at infinity for small time.
In particular we prove that the process coming down from infinity is
in small time governed by a specific deterministic function. Suitably
normalized fluctuations of the hitting times are asymptotically Gaus-
sian. We also derive the tail of the distribution of the hitting time of
the origin and a Yaglom limit for the diffusion starting from infinity.
We finally prove that the distribution of this process killed at the ori-
gin is absolutely continuous with respect to the speed measure. The
density is expressed in terms of the eigenvalues and eigenfunctions of
the generator of the killed diffusion.

AMS subject classification: 60J60, 60F05
Keywords: Diffusion, descent from infinity, entrance boundary, hitting
times, eigenfunctions, quasi-stationary distributions, Central Limit Theo-
rem.

∗CMAP, Ecole Polytechnique, CNRS, route de Saclay, 91128 Palaiseau Cedex-France;
vincent.bansaye@polytechnique.edu
†CPHT, Ecole Polytechnique, CNRS, route de Saclay, 91128 Palaiseau Cedex-France;

pierre.collet@cpht.polytechnique.fr
‡CMM-DIM; Universidad de Chile; UMI-CNRS 2807; Casilla 170-3 Correo 3 Santiago;

Chile; smartine@dim.uchile.cl
§CMAP, Ecole Polytechnique, CNRS, route de Saclay, 91128 Palaiseau Cedex-France;

sylvie.meleard@polytechnique.edu
¶CMM-DIM; Universidad de Chile; UMI-CNRS 2807; Casilla 170-3 Correo 3 Santiago;

Chile; jsanmart@dim.uchile.cl

1



1 Introduction and main results

In this paper we are interested in the descent from infinity for continuous
diffusion processes without explosion. This article is also a refinement about
the study of quasi-stationary distributions (q.s.d.) when ∞ is an entrance
boundary. Although, there is a large literature of q.s.d. for one dimensional
diffusions killed at 0, there are not many results on the behaviour of these
processes near infinity and the main works we use in this article can be found
in [4], [13], [11] and [9]. On the other hand, this article was inspired by the
results in [2] in the context of birth-and-death processes and is linked to the
approximation by flows coming from infinity in [1].

For convenience, we consider diffusion processes which are stopped at a
regular point chosen to be the origin. More precisely we consider the flow
X of diffusions on R+ stopped at 0 satisfying for any x ∈ R+

dXx
t = dBt − q(Xx

t )dt , Xx
0 = x,

where B is a standard B.M. and q is assumed to be C1([0,∞)). In particular
0 is a regular boundary point, as well as any z ∈ R+, when considering the
diffusion on [z,∞). In our exposition 0 will play no fundamental role and
most of the results only depend on the behaviour of q near infinity. Without
loss of generality we assume that B is the coordinate process in the canonical
space (C([0,∞)),F ,F,P), where P is the Wiener measure. We also denote
by E the associated expectation. Similarly, we denote by Px the distribution
of the process Xx and Ex its associated expectation.

The hitting time of a point z by the process Xx is denoted by T(x)
z =

inf{t ≥ 0 : Xx
t = z}. To avoid overly burdensome notation, when the initial

condition x of the diffusion X is clear, we use Tz = T(x)
z . This will be of

particular use when computing moments of T(x)
z .

The scale function Λ of X is given by

Λ(z) =

∫ z

0
eγ(y) dy, where γ(y) = 2

∫ y

0
q(ξ) dξ.

Throughout the paper we shall assume the following main hypothesis

H1 :

∫ ∞
0

eγ(y)

∫ ∞
y

e−γ(z) dz dy <∞.

We also introduce the associated Lyapunov function

m(z) := 2

∫ ∞
z

eγ(y)

∫ ∞
y

e−γ(ξ)dξ dy , (1.1)

which is positive and decreasing and it will play a major role in what follows.
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The speed measure µ is given by dµ(y) = 2e−γ(y)dy. By H1,
∫∞
y e−γ(z) dz <

∞ for dy-a.e., which implies that
∫∞
y e−γ(z) dz <∞ for all y > 0. Therefore

µ is a finite measure. Moreover, the following inequality

(x− 1)2 =

(∫ x

1
eγ(y)/2e−γ(y)/2 dy

)2

≤
∫ x

1
eγ(y) dy

∫ x

1
e−γ(y) dy

leads immediately to Λ(∞) = ∞. That implies (see [6]) that the process
does not explode and attains 0 almost surely.

The next result gives properties equivalent to H1 and it will be proven in
Section 2.

Proposition 1.1. Assume that q is C1([0,∞)), then the following are equi-
valent
(i) H1 holds,

(ii) sup
x≥0

E(T(x)
0 ) <∞,

(iii) there exists a > 0 such that sup
x≥0

E(eλT
(x)
0 ) <∞, for any λ ≤ a.

(iv) ∞ is an entrance boundary, that is, there exists y ≥ 0, t > 0 such that

lim
x→∞

P(T(x)
y < t) > 0.

In Section 3, we define X∞ by monotonicity of the flow and prove that when
x→∞, the process Xx converges a.s., uniformly on compact sets of (0,∞)

(in time) to X∞ that satisfies: for all 0 < s < t ≤ T(∞)
0 = lim

x→∞
T(x)

0 ,

X∞t = X∞s +Bt −Bs −
∫ t

s
q(X∞u ) du, X∞0 =∞.

We denote by P∞ the distribution of X∞ and E∞ the associated expectation.

Similarly, we define T(∞)
z = lim

x→∞
T(x)
z , which results on the hitting time of z

for the process X∞.
We will quantify the speed of convergence using the Lyapunov function

m. The process X∞ provides a relevant approximation of the diffusion when
the initial state is large. In particular, it yields the large population approx-
imation of diffusion processes where the demographic parameters are fixed
but the initial size of the population is large. As in [1], we consider the
image of the flow under a diffeomorphism which gives a natural distance
to compare the stochastic flow with its limit at infinity and a determin-
istic function. But here we can exploit the Lyapunov function m and its
regularity, which provides a relevant and tractable compactification of the
space.
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The spectral study of the semigroup of X as well as a fine study of the
behavior of this process near ∞ will be done under an extra assumption on
the asymptotic behavior of q.

H2 : lim
x→∞

q(x) =∞ and lim
x→∞

q′(x)

q2(x)
= 0.

An important and interesting remark is that under H2 it holds

2q(y)eγ(y)

∫ ∞
y

e−γ(ξ) dξ −→
y→∞

1,

which is a direct consequence of l’Hôpital’s rule, see Corollary A.2. In par-
ticular, under H1 and H2, we have for large z∫ ∞

z

1

q(x)
dx <∞. (1.2)

Noting that

M(z) =

∫ ∞
z

1

q(y)
dy (1.3)

is the time it takes for the deterministic flow (ẏ = −q(y)) starting at in-

finity to reach the point z, we have that m(z) = E(T(∞)
z ) is asymptotically

equivalent to M(z) (see Corollary A.2 (ii)) and

lim
z→∞

m(z)

M(z)
= 1. (1.4)

We can now state the main results of this article. First, we describe the
behavior of the hitting of large integers and deduce an approximation of the
process starting from infinity for small times. We follow [2] in the gradual
regime and prove a Law of Large Numbers (LLG) and a Central Limit
Theorem (CLT). The main difference is the fact that the state space is
continuous, which makes the study of the moments of hitting times and the
derivation of the position of the process more involved. On the other hand,
we are able here to make all the assumptions explicit in terms of q using
finer estimates.

Theorem 1.2. Assume that H1 and H2 hold, then in probability

lim
z→∞

T(∞)
z

E(T(∞)
z )

= 1.

If we assume further that

∫ ∞
z0

1

q3(y)(
∫∞
y q−1(x) dx)2

dy <∞, (1.5)

then the convergence is almost sure.
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Notation: We use the short hand notation f ≈ g to mean that 0 <
lim inf
z→∞

f(z)
g(z) ≤ lim sup

z→∞

f(z)
g(z) <∞.

Remark 1.1. The hypothesis (1.5) is satisfied in the following cases

• q(x) = ep(x), with p(x) → ∞, p′(x)e−p(x) → 0, p′′(x)/(p′(x))2 → 0 as
x→∞ and

∫∞
z0

[(p′(x))2∨1] e−p(x) dx <∞. Indeed, consider H = e−p,
then

H ′ = −p′H, H ′′ = −p′′H + (p′)2H,

and
HH ′′

(H ′)2
=

(−p′′ + (p′)2)H2

(p′)2H2
→ 1 at ∞.

So, by Lemma A.1, we get∫ ∞
x

1

q(y)
dy ≈ H2(x)

−H ′(x)
=
e−p(x)

p′(x)
,

and (1.5) follows from
∫∞
z0

(p′(x))2e−p(x) dx <∞.

• q(x) ≈ xa for a > 1. It is clear that
∫∞
y

1
q(x) dx ≈

1
a−1y

1−a so∫ ∞
z0

1

q3(y)
(∫∞

y q−1(x) dx
)2dy ≈ (a− 1)2

∫ ∞
z0

1

ya+2
dy <∞

Corollary 1.3. Assume that H1 and H2 hold, then the following limits exist

(i) For all λ < 1, we have

lim
z→∞

E∞
(

exp

(
λ

Tz
E∞(Tz)

))
= eλ

(ii) For all n ≥ 1,

lim
z→∞

E∞(Tnz )

(E∞(Tz))n
= 1.

Theorem 1.4. Assume that H1 and H2 hold. Then, we have the limit in
distribution

T(∞)
z − E(T(∞)

z )√
Var(T(∞)

z )

D−→
z→∞

Z,

where Z has a standard Gaussian distribution.
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We shall see in Appendix B that

lim
z→∞

Var(T(∞)
z )∫∞

z
1

q3(y)
dy

= 1. (1.6)

We can now invert in a sense this result and derive the fluctuations of
the process starting from infinity.

Theorem 1.5. Assume H1, lim
x→∞

q(x) =∞, together with

0 < Σ := lim
z→∞

∫∞
z q(x)−1 dx

q2(z)
∫∞
z q(x)−3dx

<∞ , (1.7)

and

lim
z→∞

q′(z)

q(z)

√∫ ∞
z

1

q(x)
dx = 0 . (1.8)

Then H2 holds and
X∞t − m−1(t)√

Σ t

D−→
t↘0

Z ,

where Z has a standard Gaussian distribution.

Remark 1.2. We shall prove that under H1 if q converges to ∞ at infinity
and (1.8) holds, then H2 holds (see Lemma 6.1). On the other hand under
H1 and H2 the hypothesis

b = lim
z→∞

q′(z)

∫ ∞
z

1

q(x)
dx ∈ R,

implies: b ≥ 0, (1.7) and (1.8), with Σ = 2b+ 1.

The proofs of the theorems will be based on an extensive computation
of the moments of the hitting times. In what follows, we denote by L the

second order differential operator given by

Lu =
1

2
u′′(x)− q(x)u′(x),

for all u ∈ C2([0,∞)). The function m defined in (1.1) satisfies

Lm = 1 ,

and by Corollary A.2 (i) its derivative m′ is bounded on [0,∞].

Until now we have studied the law of T(∞)
z when z tends to ∞. We now

assume z fixed and describe the tail of the law of T(∞)
z . Our objective is
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the study of the domain of attraction of the unique q.s.d. including initial
distributions that put mass at infinity. We complement this result with a
spectral decomposition for the transition densities of the process starting at
infinity and its approximation with the densities starting at a large finite
initial condition.

To understand these results we introduce some notations and facts. It is
recalled in Appendix C (see also [4]) that under H1 and H2, the generator Lz
on L2([z,∞), µz) of the semigroup associated with the process X killed at z,
has a discrete spectrum (−λi(z))i∈N and the bottom of the spectrum of −Lz
is denoted by λ1(z) > 0. The associated eigenfunction ψz,1 is C2([z,∞))
and satisfies Lψz,1(x) = −λ1(z)ψz,1(x), with the normalization∫ ∞

z
ψ2
z,1(x) 2e−(γ(x)−γ(z)) dx = 1 , ψz,1(z) = 0 ,

and ψz,1 is positive on (z,∞). The next result is an extension of Theorem
5.6 in [4] (see also [11] for the case the drift is singular at 0). It allows to
extend the support of the initial distribution to ∞ in Yaglom limit. We
write Pη for the probability associated to an initial condition X0 distributed
as η.

Theorem 1.6. Assume H1 and H2 hold. Let z ≥ 0 and η be any probability
measure on (z,∞].

(i) Then

lim
t→∞

eλ1(z)t Pη(Tz > t) =

∫ ∞
z

ψz,1(x) dη(x)

∫ ∞
z

ψz,1(x) 2e−(γ(x)−γ(z)) dx.

(ii) For every Borel set A ⊂ [z,∞], we have

lim
t→∞

Pη(Xt ∈ A|Tz > t) =

∫
A ψz,1(x)e−γ(x) dx∫∞
z ψz,1(x)e−γ(x) dx

.

We now provide a formula for the density of P(X∞t ∈ dx,T(∞)
0 > t) with

respect to the speed measure dµ(x) = 2e−γ(x)dx.

In [4] Theorem 2.3, it is proved that for any finite z > 0,

P(Xy
t ∈ dx,T

(y)
0 > t) = r(t, y, x) 2e−γ(x)dx

where, writing λk = λk(0) and ψk = ψ0,k for any integer k ≥ 1,

r(t, y, x) =
∑
k≥1

e−λktψk(y)ψk(x).
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In order to control this sum, we require an extra hypothesis on q. This
hypothesis prevents q to have deep valleys when approaching infinity.

H3 : ∃a > 0, x0 ≥ 0 such that ∀x ≥ x0, inf{q(y) : y ≥ x} ≥ a q(x).

Of course we have a ≤ 1. Moreover, a = 1 is equivalent to assume q
is increasing in [x0,∞). We are in position to show the following characte-
rization of r(t,∞, •).

Theorem 1.7. Assume H1,H2 and H3 hold. Then for all t > 0,

(i) as y converges to ∞, the function r(t, y, •) =
∑

k e
−λktψk(y)ψk(•)

converges to r(t,∞, •) =
∑

k e
−λktψk(∞)ψk(•), in all Lp(µ) for p ≥

1. In particular, r(t,∞, •) ∈ Lp(µ) and it is a bounded continuous
function.

(ii) For any bounded measurable function f : R+ → R, we have

E
(
f(X∞t );T(∞)

0 > t
)

=

∫ ∞
0

r(t,∞, x)f(x) 2e−γ(x)dx. (1.9)

Thus, r(t,∞, x) 2e−γ(x)dx is a density for P(X∞t ∈ • ; T(∞)
0 > t).

(iii) For all p ≥ 1 and all f ∈ Lp, we have

lim
z→∞

E(f(Xz
t );T(z)

0 > t) = E(f(X∞t );T(∞)
0 > t) =

∫ ∞
0

r(t,∞, x)f(x) 2e−γ(x)dx.

We also have the following strong ratio limit result.

Theorem 1.8. Assume H1,H2 and H3 hold, then

lim
z→∞

sup
x≥0

∣∣∣∣r(t,∞, x)

r(t, z, x)
− 1

∣∣∣∣ = 0.

2 The moments of Tz

Under H1, we shall derive a recurrence formula for the moments Ex(Tnz ),
for all n ≥ 1 and all x ≥ z. We also develop some useful bounds for the
moments. It is clear that, outside of a global set of P-measure 0, the flow Xx

is well defined and it is increasing in x, by strong uniqueness and continuity.

Then for any z, T(x)
z is also strictly increasing in x, for x ≥ z.
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Theorem 2.1. Assume H1.
(i) We have for all x ≥ z,

Ex(Tz) = 2

∫ x

z
eγ(y) dy

∫ ∞
y

e−γ(ξ)dξ (2.1)

and the recurrence formula: for any n ≥ 1,

Ex(Tnz ) = 2n

∫ x

z
eγ(y)

∫ ∞
y

Eξ(Tn−1
z )e−γ(ξ)dξ. (2.2)

In particular,
E∞(Tz) = m(z).

(ii) For all λ < 1
m(z) , for all x ≥ z,

Ex(eλTz) ≤ 1

1− λm(z)
. (2.3)

Proof. (i) We develop a proof by induction.
Case n=1. Consider for any fixed z ≥ 0 the following function

u1(x) = 2

∫ x

z
eγ(y)

∫ ∞
y

e−γ(ξ)dξ,

which is a C2([0,∞)) positive increasing and bounded function, solution of

Lu = −1, u(z) = 0.

By Itô’s formula we get

u1(x)− Ex(t ∧ Tz) = Ex(u1(Xt∧Tz)) = Ex(u1(Xt)1t<Tz),

because u1(z) = 0. The boundedness of u1 implies that Tz is finite a.s. and
the Monotone Convergence Theorem gives

Ex(Tz) = u1(x) = 2

∫ x

z
eγ(y)

∫ ∞
y

e−γ(ξ)dξ.

Case n=2. Consider now the following function

u2(x) = 2

∫ x

z
eγ(y)

∫ ∞
y

u1(ξ)e−γ(ξ)dξ,

which is a C2([0,∞)), positive, increasing and bounded solution to Lu =
−u1, u(z) = 0. Itô’s formula gives

u2(x)− Ex
(∫ t∧Tz

0
u1(Xs)ds

)
= Ex(u2(Xt), t < Tz),
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which converges to 0 as t→∞ as before. Then, using u1(x) = Ex(Tz),

u2(x) =

∫ ∞
0

Ex (EXs(Tz)1s<Tz) ds = Ex
(∫ Tz

0
(Tz − s) ds

)
=

1

2
Ex(T2

z)

since the strong Markov property implies that Ex(EXs(Tz) 1s<Tz) = Ex((Tz−
s) 1s<Tz). In summary, we get

Ex(T2
z) = 2u2(x) = 4

∫ x

z
eγ(y)

∫ ∞
y

Eξ(Tz)e−γ(ξ)dξ dy.

Case n. Consider un(x) = 2(n − 1)
∫ x
z e

γ(y)
∫∞
y un−1(ξ)e−γ(ξ)dξ dy which is

a C2([0,∞)), positive, increasing and bounded solution of Lun = −(n −
1)un−1, un(z) = 0. The inductive step assumes that (n − 1)un−1(x) =
Ex(Tn−1

z ). Once again, Itô’s formula (and the boundedness assumptions) im-
plies that un(x) =

∫∞
0 Ex(EXs(Tn−1

z )1s<Tz) ds =
∫∞

0 Ex
(
(Tz−s)n−1 1s<Tz

)
ds.

By binomial expansion, we get

un(x) =
n−1∑
k=0

(
n−1
k

)
(−1)n−1−k Ex

(
Tkz
∫ Tz

0 sn−1−k ds
)

=
n−1∑
k=0

(
n−1
k

) (−1)n−1−k

n−k Ex(Tnz ) = − 1
nEx(Tnz )

n−1∑
k=0

(
n
k

)
(−1)n−k = 1

nEx(Tnz ).

We get for n ≥ 1

Ex(Tnz ) = nun(x) = 2n(n− 1)
∫ x
z e

γ(y)
∫∞
y un−1(ξ)e−γ(ξ)dξdy

= 2n
∫ x
z e

γ(y)
∫∞
y Eξ(Tn−1

z )e−γ(ξ)dξdy.

(ii) Notice that Ex(Tz) = u1(x) < m(z), see (1.1). Then, we get that
Ex(T2

z) ≤ 2m(z)2 and inductively we get for n ≥ 1 Ex(Tnz ) ≤ n!m(z)n.
With these bounds we can prove that

Ex(eλTz) = 1 +
∞∑
n=1

λn

n!
Ex(Tnz ) ≤ 1 +

∞∑
n=1

(λm(z))n ≤ 1

1− λm(z)
,

which is finite for all λ < 1
m(z) . Using the Monotone Convergence Theorem

and the previous induction formula, we also conclude that

Ex(eλTz) = 1 + 2λ

∫ x

z
eγ(y)

∫ ∞
y

Eξ(eλTz)e−γ(ξ)dξ dy,

which ends the proof.

Notation: Some of the computations require to prove a chain of implica-
tions about the existence of limits and for that reason we write f  g to
mean that when lim

z→∞
g(z) exists then lim

z→∞
f(z) = lim

z→∞
g(z).
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Corollary 2.2. Assume H1 and H2, then

lim
z→∞

E∞(T2
z)

(E∞(Tz))2
= 1. (2.4)

Proof. Let us introduce m2(z) = E∞(T2
z). By (2.2) and Markov property,

we have

m2(z) = 4

∫ ∞
z

eγ(y)

∫ ∞
y

Eξ(Tz)e−γ(ξ) dξ dy

= 4

∫ ∞
z

eγ(y)

∫ ∞
y

(E∞(Tz)− E∞(Tξ))e−γ(ξ) dξ dy

= 2m(z)2 − 4

∫ ∞
z

eγ(y)

∫ ∞
y

E∞(Tξ)e−γ(ξ) dξ dy.

by recalling that m(z) = E∞(Tz) = 2
∫∞
z eγ(y)

∫∞
y e−γ(ξ) dξ dy. The asymp-

totic behavior of m2(z) = E∞(T2
z) turns out to be the same as m2(z). For

this purpose, it is enough to study the ratio

4
∫∞
z eγ(y)

∫∞
y m(ξ)e−γ(ξ) dξ dy

m2(z)
,

which by l’Hôpital’s rule is equivalent to study the ratio
∫∞
z m(ξ)e−γ(ξ) dξ

m(z)
∫∞
z e−γ(ξ) dξ

. We

iterate this argument to get∫∞
z m(ξ)e−γ(ξ) dξ

m(z)
∫∞
z e−γ(ξ) dξ

 
m(z)e−γ(z)

m(z)e−γ(z) + 2eγ(z)
(∫∞
z e−γ(ξ) dξ

)2 .
Thanks to Corollary A.2 (i) (whose proof uses H2), we have

e2γ(z)
(∫∞
z e−γ(ξ) dξ

)2
m(z)

 1− 2q(z)eγ(z)

∫ ∞
z

e−γ(ξ) dξ,

which converges to 0. Combining these formulas yields (2.4).

We are now able to prove Proposition 1.1.

Proof of Proposition 1.1. The equivalences of (i), (ii) and (iv) are proved
in [4, Proposition 7.6]. Remark that (i) ⇔ (ii) means that m(0) < ∞. We
have shown in Theorem 2.1 (2.3) that if λ < m(0), we have

E∞(eλT0) = sup
x≥0

Ex(eλT0) ≤ 1

1− λm(0)
<∞.

Then (ii)⇒ (iii) and the converse is obvious.
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The next proposition gives a more general recurrence result.

Proposition 2.3. Assume that f : R+ → C is a C1 function such that
|f ′(x)| ≤ A+Beλx, where λ < 1

m(z) , then for all x ≥ z we have

Ex(f(Tz)) = f(0) + 2

∫ x

z
eγ(y)

∫ ∞
y

Eξ(f ′(Tz)) e−γ(ξ) dξdy. (2.5)

Proof. According to what we have proved, this relation holds for any poly-
nomial f . Then, the result is obtained by approximating f ′ by polynomials
and passing to the limit, thanks to the growth condition on f ′ and (2.3).

As a particular case, we have the following relation

Ex(eiθTz) = 1 + 2iθ

∫ ∞
z

eγ(y)

∫ ∞
y

Eξ(eiθTz) e−γ(ξ) dξdy (2.6)

for the characteristic function of Tz.

Remark 2.1. We can reinterpret these formulas using the Green function.
Recall that the Green function gz : [z,∞)2 → R+, for the process (Xt∧Tz :
t ≥ 0) on the domain [z,∞), is given by (see [7] ) g(x, y) = gz(x, y) =∫ x∧y
z eγ(w)−γ(z) dw and satisfies for any measurable function h either positive

or integrable with respect to g(x, ξ)e−γ(ξ) dξ with h(z) = 0, that∫ ∞
0

Ex (h(Xs)1s<Tz) ds =

∫ ∞
z

g(x, ξ)h(ξ) 2e−(γ(ξ)−γ(z)) dξ. (2.7)

Notice that (2.7) can be rewritten as

Ex
(∫ Tz

0
h(Xs)ds

)
= 2

∫ x

z
eγ(y)

∫ ∞
y

h(ξ)e−γ(ξ) dξdy. (2.8)

So, if we take h(ξ) = 1(z,∞)(ξ), we recover (2.1). On the other hand, if we
take h(ξ) = Eξ(f ′(Tz)) with f as in the statement of Proposition 2.3, we
obtain Formula (2.5), using the strong Markov property.

3 The limit process X∞

First, we introduce the process starting from infinity and check that it sat-
isfies the expected properties.

Theorem 3.1. Assume that H1 holds. The following limit exists P-almost-
surely for any t ≥ 0,

X∞t = lim
x→∞

Xx
t∧Tx0 ∈ [0,∞].

12



The process X∞ is continuous, X∞0 = ∞, X∞t < ∞ for all t > 0 and

T(∞)
z = inf{t ≥ 0 : X∞t = z} = lim

x→∞
T(x)
z has some exponential moments

for all z ≥ 0.

For all 0 < s ≤ t ≤ T(∞)
0 , the process X∞ satisfies

X∞t = X∞s +Bt −Bs −
∫ t

s
q(X∞u ) du. (3.1)

Proof. Using that outside a set of P-measure 0, for every t ≥ 0, Xx

t∧T(x)
0

is

increasing in x, the following limit exists P-almost-surely for all t,

X∞t = lim
x→∞

Xx

t∧T(x)
0

∈ [0,∞].

Moreover T(x)
z is increasing in x and we set Tz = lim

x→∞
T(x)
z . Let us first

check that Tz = T(∞)
z for any z ≥ 0. Since T(x)

0 ≤ T0, we have Xx
T0

= 0

for all x and then X∞T0
= 0. Thus, T(∞)

0 ≤ T0. On the other hand, if

t < T0, we have t < T(x)
0 for all large x ≥ x0 = x0(t, ω), which implies

that 0 < Xx0
t ≤ Xx

t ≤ X∞t by monotonicity of the flow. We conclude that

T(∞)
0 = T0 = lim

x→∞
T(x)
z and (2.2)-(2.3) ensure by monotone convergence that

E(T(∞)
0 ) = lim

x→∞
E(T(x)

0 ) = 2
∫∞

0 eγ(y)
∫∞
y e−γ(ξ) dξdy <∞

E((T(∞)
0 )2) = lim

x→∞
E((T(x)

0 )2) = 4
∫∞

0 eγ(y)
∫∞
y E(T(ξ)

0 )e−γ(ξ) dξdy <∞.

Similarly, one can prove that T(∞)
z = lim

x→∞
T(x)
z holds, for all z, outside a

set of P-measure 0. Since T(∞)
z ≥ T(x)

z , we conclude that T(∞)
z are positive

random variables. On the other hand, z → T(∞)
z is non increasing and

bounded by the integrable function T0, which implies

E
(

lim
z→∞

T(∞)
z

)
= lim

z→∞
E(T(∞)

z ) = lim
z→∞

2

∫ ∞
z

eγ(y)

∫ ∞
y

e−γ(ξ) dξdy = 0,

and therefore lim
z→∞

T(∞)
z = 0 a.s..

Now, we shall deduce that almost surely, X∞t < ∞ for all t > 0. In-
deed, for any 0 < t0 < t1, the event {supt∈[t0,t1]X

x
t > A} increases to

{supt∈[t0,t1]X
∞
t > A} as x→∞ and

P

(
sup

t∈[t0,t1]
X∞t > A

)
= lim

x→∞
P

(
sup

t∈[t0,t1]
Xx
t > A

)
.

Let us fix ε > 0 and introduce z = z(ε) such that for any x ≥ z large enough

P(Txz > t0) < ε, using that lim
z→∞

T(∞)
z = 0 and T(x)

z ≤ T(∞)
z a.s. We obtain

P

(
sup

t∈[t0,t1]
X∞t > A

)
≤ ε+ lim

x→∞
P(T(x)

z ≤ t0, sup
t∈[t0,t1]

Xx
t > A).

13



By the strong Markov property at time T(x)
z , we obtain for A > x ≥ z(ε),

P
(
T(x)
z ≤ t0, sup

t∈[t0,t1]
Xx
t > A

)
≤ P

(
sup

0≤t≤t1−t0
Xz
t > A

)
.

We then let A tend to infinity and this term vanishes since Xz does not
explode in finite time, which concludes the proof of X∞t <∞ for all t > 0.

We now prove that X∞ is a continuous process. We first apply the Itô’s
formula to m(Xx

t∧T(x)
0

) and get

m(Xx

t∧T(x)
0

) = m(x) +

∫ t∧T(x)
0

0
m′(Xx

s ) dBs + t ∧ T(x)
0

because Lm = 1. As mentioned in the introduction, the functions m and
m′ are bounded and continuous functions on [0,∞]. Let us now consider
the well defined process on R+:

Mt =

∫ t∧T(∞)
0

0
m′(X∞s ) dBs + t ∧ T(∞)

0 .

Using Doob inequality we get for every t0 > 0 fixed

E(sup
t≤t0
|m(Xx

t∧T(x)
0

)− Mt|2)

≤ 4(m(x))2 + 16E

(∫ t0

0

(
m′(Xx

s∧T(x)
0

)− m′(X∞s )

)2

ds

)
(3.2)

+16E

(∫ t0∧T(∞)
0

t0∧T(x)
0

(
m′(X∞s )

)2
ds

)
+ 4E((T(∞)

0 − T(x)
0 )2).

When x tends to infinity, the first term of the RHS tends to 0 by H1. The
second term tends to 0 by dominated convergence theorem (since m′ is

bounded). The third term is bounded (up to a constant) by E(T(∞)
0 −T(x)

0 ).
It tends to 0 as the forth term by dominated convergence theorem. We have
thus proved that almost-surely, for any t,

Mt = lim
x→∞

m(Xx

t∧T(x)
0

).

By continuity of m, we deduce

m(X∞t ) =

∫ t∧T(∞)
0

0
m′(X∞s ) dBs + t ∧ T(∞)

0 .

This implies that the process t → m(X∞t ) is continuous and since m is a
diffeomorphism, we conclude that the process t→ X∞t is also continuous.

We conclude then easily that for all 0 < s ≤ t ≤ T(∞)
0 , the process X∞

satisfies the SDE (3.1) for any t > s > 0, by letting x → ∞ and using m′

bounded.
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We obtain now the convergence of processes when the initial condi-
tion goes to infinity and provide the speed of this convergence in terms
of the Lyapunov function m. For that purpose, we introduce the distance
dm(x, y) = |m(x) − m(y)| and endow R+ ∪ {∞} with this distance which
makes it a Polish space.

Theorem 3.2. Under H1, for any T > 0, the law of (Xx

t∧T(x)
0

: t ∈ [0, T ])

converges to the law of (X∞t : t ∈ [0, T ]) as x→∞ in the space of probabil-
ities on C([0, T ],R+ ∪ {∞}).
Assuming further

lim
x→∞

q(x) =∞ and lim sup
x→∞

|q′(x)|
q(x)

<∞,

there exist c1, c2 > 0 such that for any x ≥ 0 and T > 0,

E

 sup
t≤T∧T(x)

0

dm(X∞t , X
x
t )2

 ≤ c1 m
2(x)ec2T .

Thus, m(x) = dm(x,∞) provides the speed of the convergence of the
flow when x→∞. Letting T = 0 in this inequality shows that it is sharp.

Proof. We recall that Mt = m(X∞t ) where X∞t = X∞
t∧T(∞)

0

. Then, (3.2) is

given by

E

(
sup
t≤T

dm

(
Xx

t∧T(x)
0

, X∞t

)2
)

≤ 4m2(x) + 16E

(∫ T

0

(
m′(Xx

s∧T(x)
0

)− m′(X∞s )

)2

ds

)
+16 ‖ m′ ‖∞ E

(
T(∞)

0 − T(x)
0

)
+ 4E((T(∞)

0 − T(x)
0 )2),

where each term of the right hand side goes to 0. This ends up the proof
of the first part of the statement. Similarly, as in (3.2) we have (using that

T(x)
0 ≤ T(∞)

0 ),

E

 sup
t≤T∧T(x)

0

dm (Xx
t , X

∞
t )2

 = E

 sup
t≤T∧T(x)

0

|m(Xx
t )− Mt|2


≤ 4m2(x) + 16E

(∫ T∧T(x)
0

0

(
m′(Xx

s )− m′(X∞s )
)2
ds

)
Moreover, our assumptions here ensure that m′′/m′ is bounded, see Lemma
A.5 for the proof. Then there there exists c1 > 0 such that for any y ≥ x ≥ 0,

|m′(x)− m′(y)| ≤
∫ y

x
|m′′(z)|ds ≤ c1

∫ y

x
|m′(z)|dz = c1dm(x, y),
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since m′ has a constant sign. The second part of the statement then follows
from Gronwall inequality.

4 Proofs of Theorem 1.2 and Corollary 1.3

Let us assume in this section that H1 and H2 hold. We have seen in the
previous section that lim

z→∞
T(∞)
z = 0 a.s. and lim

z→∞
E(T(∞)

z ) = 0.

Proof of Theorem 1.2. The first statement follows immediately from the be-
havior of the second moment. Indeed let ε > 0 and use Markov inequality
to get

P

(∣∣∣∣∣ T(∞)
z

E(T(∞)
z )

− 1

∣∣∣∣∣ ≥ ε
)
≤ 1

ε2

(
E((T(∞)

z )2)

(E(T(∞)
z ))2

− 1

)
.

This right hand side converges to zero from (2.4), and the result is proved.

The second statement is more involved. Recall that the function m(w) =

E(T(∞)
w ) is positive and decreasing. Hence, for 0 < ρ < 1, we can define

recursively zn for n ≥ 0 by z0 > 0 and

zn = inf{w > zn−1 : m(w) = (1− ρ)m(zn−1)}.

It is clear that (zn : n ≥ 0) is a strictly increasing sequence. Let us prove
that zn → ∞. Indeed, we have for n ≥ 1, m(zn) = (1 − ρ)nm(z0), which
tends to 0 as n tends to infinity, implying that zn →∞.

We first prove that

lim
n→∞

T(∞)
zn

E(T(∞)
zn )

= 1 (4.1)

holds a.s. using the decomposition

T(∞)
zn =

∑
k≥n+1

τk, with τk = T(∞)
zk−1
− T(∞)

zk
.

Since the process X∞ satisfies the strong Markov property, the random vari-

ables (τk)k≥0 are independent with the same distribution as T(zk)
zk−1 . Recalling

that E(T(∞)
z ) = m(z), we shall prove that

lim
n→∞

1

m(zn)

∑
k≥n+1

(τk − E(τk)) = 0 a.s.

to get (4.1). We will first prove that∑
k≥1

Var(τk)

m2(zk−1)
<∞,
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and using that m(zk) is decreasing, we apply Proposition 1 in Klesov [8].
Note that since the (τk)k≥0 are independent,

Var(τk)

m2(zk−1)
=

Var(T(∞)
zk−1)−Var(T(∞)

zk )

m2(zk−1)
.

Since by (B.2), V (w) = Var(T(∞)
w ) = 8

∫∞
w eγ(y)

∫∞
y eγ(ξ)

(∫∞
ξ e−γ(η) dη

)2
dξ dy

is a decreasing function, we get

∑
k≥1

Var(τk)

m2(zk−1)
=
∑
k≥1

∫ zk
zk−1
−V ′(w) dw

m2(zk−1)
≤
∑
k≥1

∫ zk

zk−1

−V ′(w)

m2(w)
dw =

∫ ∞
z

−V ′(w)

m2(w)
dw.

This last integral is finite (or infinite) if it is finite (or infinite) for an equiv-
alent function (see Corollary A.2 (i),(ii) and (iii))

−V ′(w)

m2(w)
= 8

eγ(w)
∫∞
w eγ(ξ)

(∫∞
ξ e−γ(η) dη

)2
dξ

m2(w)
≈ 1

q3(w)(
∫∞
w q−1(x))2dx

.

Our extra hypothesis ensures that this last function is integrable. This yields
the a.s. convergence for the desired ratio along the subsequence (zn)n.

Now, we prove that this sequence dominates the full path. Indeed, we
consider z > z0 and n ≥ 1 such that z ∈ [zn−1, zn[. Then by the obvious

monotonicity of T(∞)
z and m(z) on z, we get

T(∞)
zn−1

m(zn−1)
≥ T(∞)

z

m(zn−1)
≥ (1− ρ)

T(∞)
z

m(z)
≥ (1− ρ)

T(∞)
zn

m(zn−1)
= (1− ρ)2 T(∞)

zn

m(zn)
.

Therefore almost surely,

1− ρ ≤ lim inf
z→∞

T(∞)
z

m(z)
≤ lim sup

z→∞

T(∞)
z

m(z)
≤ 1

1− ρ
.

Taking ρ→ 0 ends the proof of Theorem 1.2.

Proof of Corollary 1.3. Inequality (2.3) shows that for all λ < 1, we have

E

(
exp

(
λ

T(∞)
z

E(T(∞)
z )

))
≤ 1

1− λ
.

This means that
(

exp
(
λT(∞)

z /E(T(∞)
z )

)
, z ≥ 1

)
is a tight family (consider

λ < λ′ < 1) and the result follows from the convergence in probability of
T(∞)
z

E(T(∞)
z )

to 1. Finally, (ii) is shown similarly.
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5 Proof of Theorem 1.4

We will use Lévy’s Theorem and prove that for all t small enough and all z
large enough,

E

(
exp

(
it
T(∞)
z − E(T(∞)

z )

Var(T(∞)
z )1/2

))
= exp

(
− t

2

2

)
(1 + o(1)) .

As for Theorem 1.2, the proof relies on the fact that T(∞)
z can be seen

as a sum of independent random variables, which are adapted to estimate
the variance. For that purpose, we consider ρ ∈ (0, 1) and define recursively
another sequence zn by z0 = z and for n ≥ 1

zn = inf{x > zn−1 : Var(T(x)
zn−1

) = ρVar(T(∞)
zn−1

)}.

Note that the function x→ Var(T(x)
zn−1) is continuous, vanishing at zn−1 and

positive at infinity. The sequence (zn : n ≥ 0) is well defined and it is strictly
increasing. We denote by z̄ ∈ (z,∞] its limit and first prove that z̄ =∞.

As in the proof of Theorem 1.2, τn = T(∞)
zn−1 − T(∞)

zn are independent and

Var(τn) = ρVar(T(∞)
zn−1

),

by construction, since τn is distributed as Tznzn−1
. This implies Var(T(∞)

zn−1) =

ρVar(T(∞)
zn−1) + Var(T(∞)

zn ) and by induction

Var(T(∞)
zn ) = (1− ρ)n Var(T(∞)

z ).

Letting n→∞ and using that Var(T(∞)
zn )→ Var(T(∞)

z̄ ) from (B.2), we get

lim
n→∞

zn = z̄ =∞.

Moreover, writing σ(z) = Var1/2(T(∞)
z ), we have

Var(τn) = ρ(1− ρ)n−1σ(z)2. (5.1)

Now we turn to the proof of the convergence of characteristic function.

Recalling that T(∞)
z −E(T(∞)

z ) =
∑
k≥1

(τk −E(τk)), we have for a fixed t ∈ R,

E

(
eit

T(∞)
z −E(T(∞)

z )
σz

)
=
∏
k≥1

E
(
eit

τk−E(τk)
σz

)
.
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Using (5.1) and estimate (27-11) in [3], we get∣∣∣∣E(eit τk−E(τk)
σz

)
− e−

t2

2
ρ(1−ρ)k−1

∣∣∣∣ ≤ |t|3

σ(z)3
E
(
|τk − E(τk)|3

)
+ Ct4ρ2(1− ρ)2k,

where C is a positive constant such that |e−x − 1 + x| ≤ Cx2 for any x ≥ 0.
Then,∣∣∣∣∣E

(
eit

T(∞)
z −E(T(∞)

z )
σz

)
− e−

t2

2

∣∣∣∣∣ =

∣∣∣∣∣∣
∏
k≥1

E
(
eit

τk−E(τk)
σz

)
−
∏
k≥1

e−
t2

2
ρ(1−ρ)k−1

∣∣∣∣∣∣
≤ |t|

3

σ3
z

∑
k≥1

E
(
|τk − E(τk)|3

)
+ Ct4

ρ

2− ρ
.

It remains to estimate 1
σ3
z

∑
k≥1 E

(
|τk − E(τk)|3

)
and let ρ go to 0 to check

that the right hand side vanishes. We notice that using twice Cauchy-
Schwartz inequality

1

σ(z)3

∑
k≥1

E
(
|τk − E(τk)|3

)
≤
∑
k≥1

(
1

σ4
z

E
(
|τk − E(τk)|4

))1/2( 1

σ(z)2
E
(
|τk − E(τk)|2

))1/2

≤

 1

σ(z)4

∑
k≥1

E
(
|τk − E(τk)|4

)1/2 1

σ(z)2

∑
k≥1

E
(
|τk − E(τk)|2

)1/2

=

 1

σ(z)4

∑
k≥1

E
(
|τk − E(τk)|4

)1/2

,

where the last equality comes from σ(z)2 = Var(T(∞)
z ) =

∑
k≥1 Var(τk) or

(5.1). Theorem 1.4 follows now from the next lemma by letting ρ tend to 0.

Lemma 5.1. We have for any ρ ∈ (0, 1),

lim
z→∞

1

σ4
z

∑
k≥1

E
(
[τk − E(τk)]

4
)

=
3ρ

2− ρ
.

Proof. Since the random variables (τk−E(τk)) are independent and centered,

and since T(∞)
z =

∑
k≥1 τk has finite moments, we can write

E
(

[T(∞)
z − E(T(∞)

z )]4
)

=
∑
k≥1

E
(
[τk − E(τk)]

4
)
+3
∑
k 6=j

E
(
[τk − E(τk)]

2
)
E
(
[τj − E(τj)]

2
)
.
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Then, using (5.1),

E
(

[T(∞)
z − E(T(∞)

z )]4
)

=
∑
k≥1

E
(
[τk − E(τk)]

4
)

+ 3
∑
k,j

Var(τk)Var(τj)− 3
∑
k≥1

(Var(τk))
2

=
∑
k≥1

E
(
[τk − E(τk)]

4
)

+ 3
(

Var(T(∞)
z )

)2
− 3ρ2

(
Var(T(∞)

z )
)2∑

k≥1

(1− ρ)2(k−1)

=
∑
k≥1

E
(
[τk − E(τk)]

4
)

+ 3
(

Var(T(∞)
z )

)2
− 3

(
Var(T(∞)

z )
)2 ρ2

1− (1− ρ)2

=
∑
k≥1

E
(
[τk − E(τk)]

4
)

+ 3
(

Var(T(∞)
z )

)2
(

1− ρ

2− ρ

)
.

It is proved in Lemma B.2 that

lim
z→∞

E
(

[T(∞)
z − E(T(∞)

z )]4
)

(Var(T(∞)
z ))2

= 3

and we conclude by dividing the last identity by σ4
z = (Var(T(∞)

z ))2.

6 Proofs of Theorem 1.5 and Remark 1.2

We first derive some consequences of the assumptions of Theorem 1.5 and
recall from (1.3) the notation M(z) =

∫∞
z

1
q(x) dx.

Lemma 6.1. Assume H1, lim
x→∞

q(x) =∞ and (1.8). Then

(i) lim
z→∞

q(z)
√
M(z) =∞.

(ii) H2 holds.

(iii) lim
z→∞

m′(z)√
m(z)

= 0.

Proof. Condition (1.8) can be reformulated as

lim
z→∞

M ′′(z)

M ′(z)

√
M(z) = 0. (6.1)

In other words, for any ε > 0 there exists z(ε) > 0 such that for any z > z(ε)
we have M ′(z) < 0 and M ′′(z) < −εM ′(z)/

√
M(z). Integrating between

z > z(ε) and infinity we get 0 ≤ −M ′(z) ≤ 2 ε
√
M(z). This implies

lim
z→∞

M ′(z)√
M(z)

= 0 , (6.2)
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which is assertion (i).
We observe that

q′(z)

q(z)2
=

(
M ′′(z)

M ′(z)

√
M(z)

) (
− M ′(z)√

M(z)

)

and therefore H2 holds and (ii) is proved. Furthermore, using Corollary A.2

(i),(ii) and (6.2) we deduce lim
z→∞

m′(z)√
m(z)

= 0 and (iii) is proven.

We can now prove Theorem 1.5. According to Lemma 6.1, see Remark
1.2, we can assume that H2 holds. For y ∈ R fixed, we define the function

ry(t) = m−1(t) + y
√
t for t ∈ R+.

Recall that m(z) = E(T(∞)
z ) and σ(z) = Var1/2(T(∞)

z ).
First, we observe that{

X∞t − m−1(t)√
t

< y

}
⊂ {Try(t) < t} (6.3)

and the derivation of the upperbound of the CLT comes from the CLT for
T. Indeed ry(t) → ∞ as t → 0 since by H1, m(z) → 0 as z → ∞ and by
Lemma A.4 (i),

lim
t↘0

t− m(ry(t))

σ(ry(t))
=
√

Σ y. (6.4)

Then Theorem 1.4 ensures that

lim
t↘0

P
(
T(∞)
ry(t) < t

)
= lim

t↘0
P
(T(∞)

ry(t) − m(ry(t))

σ(ry(t))
<
t− m(ry(t))

σ(ry(t))

)
= Φ(

√
Σ y), (6.5)

where Φ is the cumulative distribution function of the standard normal
distribution. From (6.3), we then obtain

lim sup
t↘0

P
(
X∞t − m−1(t)√

t
< y

)
≤ Φ

(√
Σ y
)

and we now prove a reverse estimate. Let ε > 0, we have{
T(∞)
ry(t) ≤ t

}
⊂ At

⋃{
X∞t ≤ ry,ε(t)

}
, (6.6)

where ry,ε(t) = ry(t) + ε
√
t and the event At is defined by

At =
{
T(∞)
ry(t) ≤ t ; ∃u ∈

[
T(∞)
ry(t), t

]
, X∞u > ry,ε(t).

}
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By the strong Markov property we have

P(At) ≤ P
(
T(∞)
ry(t) ≤ t

)
Pry(t)

(
∃ s ∈

[
0, t
]
, Xs > ry,ε(t)

)
and using Pry(t)

(
∃ s ∈

[
0, t
]
, Xs > ry,ε(t)

)
≤ Pry(t)

(
Try,ε(t) ≤ T0

)
since 0 is

absorbing, we get from (6.6)

P
(
X∞t ≤ ry,ε(t)

)
≥ P

(
T(∞)
ry(t) ≤ t

)(
1− Pry(t)

(
Try,ε(t) ≤ T0

))
.

As {X∞t < ry,ε(t)} =
{

(X∞t − m−1(t))/
√
t < y + ε

}
, we now need to check

that for any ε > 0,

lim
t↘0

Pry(t)

(
Try,ε(t) ≤ T0

)
= 0 (6.7)

and using (6.5), we will get

lim inf
t↘0

P
(
X∞t − m−1(t)√

t
< y + ε

)
≥ Φ

(√
Σ y
)

and complete the proof of Theorem 1.5 (replace y by y − ε).
To prove (6.7), we recall that the scale function Λ(x) =

∫ x
0 e

γ(ξ)dξ satisfies
LΛ = 0,Λ(0) = 0. By Itô’s formula, we have for any x > z > 0, Ez

(
Λ
(
Tx ∧

T0

))
= Λ(z) . Therefore Pz

(
Tx < T0

)
= Λ(z)

Λ(x) and

Pry(t)

(
Try,ε(t) ≤ T0

)
=

Λ
(
ry(t)

)
Λ
(
ry(t) + ε

√
t
) .

Combing Lemma A.4 (ii− iv), the left hand side goes to 0, which ends the
proof of Theorem 1.5.

We finish this section with a proof of the fact given in Remark 1.2 about
the hypotheses of Theorem 1.5.

Proposition 6.2. Assume that H1 and H2 hold. We also assume that

b = lim
z→∞

q′(z)

∫ ∞
z

1

q(x)
dx ∈ R. (6.8)

Then, b ≥ 0 and (1.7) and (1.8) hold with Σ = 2b+ 1.

Proof. Notice first that since q(z) → ∞, when z → ∞, we conclude there
exists a sequence zn → ∞ for which q′(zn) > 0, which together with the
existence of the limit in (6.8) imply that b ≥ 0.

Let us prove (1.8), that is, lim
z→∞

q′(z)
q(z)

√∫∞
z

1
q(x) dx = 0. Notice that(

q′(z)

q(z)

)2 ∫ ∞
z

1

q(x)
dx =

q′(z)

q2(z)
q′(z)

∫ ∞
z

1

q(x)
dx,
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which converges to 0 by H2 and (6.8).

Let us now show (1.7). By l’Hôpital’s rule, we get that

Σ = lim
z→∞

∫∞
z q(x)−1 dx

q2(z)
∫∞
z q(x)−3dx

= lim
z→∞

q−2(z)
∫∞
z q(x)−1 dx∫∞

z q(x)−3dx

= lim
z→∞

−2q−3(z)q′(z)
∫∞
z q(x)−1 dx−q−3(z)

−q−3(z)
= lim

z→∞
2 q′(z)

∫∞
z q(x)−1 dx+ 1 = 2b+ 1.

The result is shown.

7 Proof of Theorem 1.6

We refer to Appendix C and to [4] for all results recalled in this section and
the next one.

We assume that H1 and H2 hold. We begin by noticing that

λ1(z) >
1

2
∫∞
z eγ(y)

∫∞
y e−γ(ξ)dξ dy

.

Indeed, let ν = νz be the unique q.s.d. on [z,∞). This q.s.d. has a density
proportional to ψz,1 with respect to µz. We know that Tz is exponentially
distributed if the initial law is ν, and the mean of Tz is 1/λ1(z), that is

λ1(z) =
1

Eν(Tz)
>

1

E∞(Tz)
=

1

2
∫∞
z eγ(y)

∫∞
y e−γ(ξ)dξ dy

.

We shall prove that the tail of the distribution of Tz, under P∞, has an
exponential tail with decay rate λ1(z). This is a consequence of Theorem
1.6 that we prove now.

An important result for our proof is the following lemma.

Lemma 7.1. For every z ≥ 0, the process (eλ1(z)(t∧Tz)ψz,1(Xt∧Tz) : t ≥ 0)
is a nonnegative martingale and for any z < x < w ≤ ∞

ψz,1(x)Ew
(
eλ1(z)Tx

)
= ψz,1(w).

Proof. Recall that Lψz,1 = −λ1(z)ψz,1 and then the process is a local mar-
tingale for any initial condition. In Appendix Theorem C.1 and Proposition
C.2 (ii), it is proved that ψz,1 is positive and bounded. We recall that λ1(•)
is strictly increasing, so λ1(z) < λ1(x). On the other hand under H1,H2 for
any λ′ < λ1(x) (see [4] Corollary 7.9)

sup
y≥x

Ey(eλ
′Tx) <∞.
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In particular, E∞(eλ
′Tx) = supy≥x Ey(eλ

′Tx) < ∞, which gives the needed
uniform integrability. In what follows we consider λ1(z) < λ′ < λ1(x).

For a largeM > x, the Itô’s formula shows that (eλ1(z)(t∧Tz∧TM )ψz,1(Xt∧Tz∧TM ) :
t ≥ 0) is a martingale and therefore for every x < w < M we get (by Doob’s
sampling Theorem)

ψz,1(w) = Ew
(
eλ1(z)(Tx∧TM )ψz,1(XTx∧TM )

)
= ψz,1(M)Ew

(
eλ1(z)TM ,TM < Tx

)
+ ψz,1Ew

(
eλ1(z)Tx ,Tx < TM

)
.

The first term tends to zero, asM →∞, because: ψz,1 is a bounded function;

Ew
(
eλ1(z)TM ,TM < Tx

)
≤ Ew

(
eλ
′Tx ,TM < Tx

)
and Pw (TM < Tx) → 0 (notice that eλ

′Tx is integrable). The second term
converges to ψz,1(x)Ew

(
eλ1(z)Tx

)
by the Monotone Convergence Theorem

and the result is shown for finite w. Using again that ψz,1(•) is increasing
and bounded, we can pass to the limit w →∞ to include this case as well

ψz,1(∞) = ψz,1(x)E∞
(
eλ1(z)Tx

)
.

Proof of Theorem 1.6. We shall give a proof of (i) for the extreme measure
η = δ∞. For the sake of simplicity we take z = 0 and we denote by λ =
λ1(0), ψ = ψ0,1. For any x > 0 we have that λ1(x) > λ. As we have seen,
H1 and H2 imply that for any λ′ < λ1(x)

C(λ′) = E∞(eλ
′Tx) = sup

w≥x
Ew(eλ

′Tx) <∞,

and we conclude that

lim sup
t→∞

eλ
′t P∞(Tx > t) ≤ C(λ′).

Now, we fix λ′ such that λ < λ′ < λ1(x) and we use the strong Markov
property to get

P∞(T0 > t) = P∞(Tx > t) +

∫ t

0
Px(T0 > u)P∞(Tx ∈ d(t− u)).

On the other hand, for every ε > 0, we have the bound∫ εt

0
Px(T0 > u)P∞(Tx ∈ d(t− u)) ≤ P∞(Tx > (1− ε)t) = O(e−λ

′(1−ε)t).

So, if we take ε = ε(x) > 0 small enough such that λ < λ′(1− ε), we get∫ εt

0
Px(T0 > u)P∞(Tx ∈ d(t− u)) = o(e−λt).
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We also have that P∞(Tx > t) = o(e−λt).
Now, we use Theorem 5.2 in [4] that gives

lim
s→∞

eλs Px(T0 > s) = ψ(x)

∫ ∞
0

ψ(y) 2e−γ(y) dy.

Thus, for every δ > 0 there exists t0 = t0(x), such that for all s > t0∣∣∣∣∣ Px(T0 > s)

e−λsψ(x)
∫∞

0 ψ(y) 2e−γ(y) dy
− 1

∣∣∣∣∣ ≤ δ.
Hence, if εt > t0 we have∫ t

εt Px(T0 > u)P∞(Tx ∈ d(t− u))

≤ (1 + δ)
(
ψ(x)

∫∞
0 ψ(y) 2e−γ(y) dy

) ∫ t
εt e
−λu P∞(Tx ∈ d(t− u))

= 2e−λt(1 + δ)
∫∞

0 ψ(y)e−γ(y) dy
(
ψ(x)

∫ (1−ε)t
0 eλu P∞(Tx ∈ du)

)
.

The conclusion is

lim sup
t→∞

eλ t P∞(T0 > t) ≤ 2(1 + δ)

∫ ∞
0

ψ(y)e−γ(y) dy
(
ψ(x)E∞(eλTx)

)
.

We can take δ ↓ 0 and use ψ(x)E∞(eλTx) = ψ(∞) (see Lemma 7.1) to get

lim sup
t→∞

eλ t P∞(T0 > t) ≤ 2ψ(∞)
∫∞

0 ψ(y)e−γ(y) dy

=
∫∞

0 ψ(x) δ∞(dx)
∫∞

0 ψ(y)e−γ(y) dy.

The same lower bound is obtained for the lim inf and (i) is shown.

Part (ii) of Theorem 1.6 is shown in the same way, using again Theorem
5.2 in [4].

Remark 7.1. Obviously we have Pρ(Tz > t) ≤ P∞(Tz > t) and we can
show that both tail distributions are equivalent, namely

Pρ(Tz > t) ≤ P∞(Tz > t) ≤ m(z)Pρ(Tz > t− 1).

For this purpose we use formula (2.5), with the function f(T ) = (T − t)+,
we obtain

E∞((Tz − t)+) = 2

∫ ∞
z

eγ(y)

∫ ∞
y

Eξ(Tz > t) e−γ(ξ) dξdy.

This relation can be written as E∞((Tz − t)+) = m(z)Pρ(Tz > t), where
ρ is the probability measure whose density is 1

m(z)

∫ x
z e

γ(y)−γ(z)dy 1x≥z, with

respect to the speed measure 2e−(γ(x)−γ(z)) dx. In this way we get

P∞(Tz > t+ 1) ≤ E∞((Tz − t)+) = m(z)Pρ(Tz > t).
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8 Proofs of Theorems 8.1 and 1.8

Recall that (see [4]) for finite z > 0, we have

Pz(Xt ∈ dx,T0 > t) = Γ(t, z, x)dx = r(t, z, x) 2e−γ(x)dx (8.1)

with
r(t, z, x) =

∑
k≥1

e−λktψk(z)ψk(x),

where λk = λ0,k and ψk = ψ0,k. This series is convergent in L2(dµ) for all
t > 0 and

‖r(t, z, •)‖2L2 =

∫ ∞
0

r(t, z, x)2 2e−γ(x) dx =
∑
k≥1

e−2λktψk(z)
2 <∞.

So, a natural candidate for a density of P∞ is the series

r(t,∞, x) =
∑
k≥1

e−λktψk(∞)ψk(x).

The quantities ψk(∞) are well defined, see Proposition C.2(ii). The first
thing to show is that this series converges in L2, that is,∑

k≥1

e−2λktψk(∞)2 <∞.

Then, we shall show that r(t,∞, •) is in fact the desired density.
It is clear that we require a control on the growth of (ψk(∞))k and more

generally we need a control on (‖ψk‖∞)k. Theorem 8.1 provides this control
using the extra hypothesis H3 on q.

Proof of Theorem 8.1. Part (i) is an immediate consequence of the bounds
provided by Proposition C.3 and Corollary C.4. The fact, that r(t, z, •)
and r(t,∞, •) are bounded continuous functions follows from the uniform
convergence (in the x variable) of the partial sums

n∑
k=1

e−λktψk(z)ψk(x) and

n∑
k=1

e−λktψk(∞)ψk(x).

On the other hand

sup
y≥z;x≥0

|r(t,∞, x)− r(t, y, x)| ≤
∑
k

e−λkt‖ψk‖∞ sup
y≥z
|ψk(∞)− ψk(y)| → 0

as z → ∞. Hence r(t,∞, •) is a bounded continuous function and the
convergence of r(t, z, •) to r(t,∞, •) holds in all Lp.
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(ii) Recalling the monotone convergence of Xz to X∞, we have

E∞(f(Xt),T0 > t) = lim
z→∞

Ez(f(Xt),T0 > t)

= lim
z→∞

∫ ∞
0

f(x)r(t, z, x) 2e−γ(x)dx =

∫ ∞
0

f(x)r(t,∞, x) 2e−γ(x)dx

for any non-decreasing function and then for any bounded and continuous
function f . This shows that r(t,∞, x) 2e−γ(x)dx is a density for the measure
P∞(Xt ∈ • ; T0 > t). The rest follows directly.

Remark 8.1. Notice that ‖r(t,∞, •)‖2L2 =
∑

k e
−2λktψ2

k(∞).

As consequence of Corollary C.4, the function r(t, •, •) is uniformly con-

tinuous in R2
+. Indeed, we have

|r(t, x, y)− r(t, x′, y′)| ≤
∑

k e
−λkt‖ψk‖∞(|ψk(x)− ψk(x′)|+ |ψk(y)− ψk(y′)|)

≤ A
∑

k e
−λkt‖ψk‖2∞λk (|

∫ x′
x

1
q(u)+Bdu|+ |

∫ y′
y

1
q(u)+Bdu|).

An important conclusion is that

H (z, y) := inf
[z,∞]×[y,∞]

r(t, •, •) > 0,

for z > 0, y > 0. Indeed, by continuity we have H (z, y) = r(t, x∗, u∗)
for some (x∗, u∗) ∈ [z,∞] × [y,∞]. If x∗ and u∗ are finite, the positivity of
r(t, x∗, u∗) is a consequence of Maximum Principle. Indeed Γ(•, •, x) defined
in (8.1) is a non-negative solution of the heat equation Lv = ∂

∂tv. If x∗ =∞
but u∗ finite, the function r(•,∞, •) also satisfies a heat equation and we
conclude similarly. The symmetry of r yields then the result in the case x∗

finite and u∗ = ∞. Finally, the last case x∗ = u∗ = ∞ is obtained from
r(t,∞,∞) =

∑
k e
−λktψ2

k(∞) > 0.

Now, we control the behavior of r(t, z, x) for x near 0. Of course we have
r(t, z, 0) = 0. Let us prove that ∂

∂xr(t, z, 0) > 0 for all t > 0, z > 0. Indeed,

∂

∂x
r(t, z, 0) =

∑
k e
−λktψk(z)ψ

′
k(0) = 2

∫∞
0

∑
k λke

−λktψk(z)ψk(ξ)e
−γ(ξ) dξ

= − ∂
∂t

∫∞
0

∑
k e
−λktψk(z)ψk(ξ)2e

−γ(ξ) dξ = − ∂
∂tPz(T0 > t) ≥ 0.

The last inequality holds, because Pz(T0 > t) is decreasing. Actually,
we have proved that ∂

∂xr(t, z, 0) is the density of T0 starting from z (a
relation that holds under quite general conditions). On the other hand,
v(t, z) = ∂

∂xr(t, z, 0) ≥ 0 satisfies the heat equation Lv = ∂
∂tv, with bound-

ary condition v(t, 0) = 0, for all t > 0. Therefore, Maximum Principle proves
that ∂

∂xr(t, z, 0) > 0 on (0,∞)2.
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Similarly, ∂
∂xr(t,∞, 0) is the density of T0 under P∞. So, we conclude

it is not negative and we prove now it is strictly positive. For that purpose
consider 0 < s < t and recall (1.9), so

P∞(T0 > t) = E∞(PXs(T0 > t−s);T0 > s) =

∫ ∞
0

r(s,∞, z)2e−γ(z)Pz(T0 > t−s) dz.

The conclusion is ∂
∂xr(t,∞, 0) =

∫∞
0 r(s,∞, z)2e−γ(z) ∂

∂xr(t− s, z, 0) dz > 0.

Proof of Theorem 1.8. We notice that for z ≥ z0, y0 > 0 and some finite
constants A,B (see Corollary C.4)

sup
x≥y0;w≥z

∣∣∣∣r(t,∞, x)

r(t, w, x)
− 1

∣∣∣∣ ≤ 1

H (z0, y0)
sup

x≥y0,w≥z
|r(t,∞, x)− r(t, w, x)|

≤ A

H (z0, y0)

∑
k

e−λkt‖ψk‖2∞λk
∫ ∞
z

1

q(u) +B
du,

which converges to 0 as z converges to ∞, recalling (1.2).
To finish the proof we need to bound, for some y0 > 0 and large z, the

ratio

sup
x≤y0;w≥z

∣∣∣∣r(t,∞, x)

r(t, w, x)
− 1

∣∣∣∣ .
Let us estimate, for w ∧ w′ ≥ z, 0 ≤ x ∧ x′ ≤ x ∨ x′ ≤ y0,

|
∑

k e
−λktψk(w)ψ′k(x)−

∑
k e
−λktψk(w

′)ψ′k(x
′)| ≤∑

k e
−λkt|ψk(w)− ψk(w′)| max

0≤y≤y0
|ψ′k(y)|+

∑
k e
−λkt|ψk|∞|ψ′k(x)− ψ′k(x′)|.

Letting 0 ≤ x ≤ x′ ≤ y0 and using the expression of ψk given in (C.2),

|ψ′k(x)− ψ′k(x′)| = 2λke
γ(x)

∣∣∣∫∞x e−γ(ξ)ψk(ξ) dξ − eγ(x′)−γ(x)
∫∞
x′ e

−γ(ξ)ψk(ξ) dξ
∣∣∣

≤ λkeγ(x)|eγ(x′)−γ(x) − 1|
∫∞

0 2e−γ(ξ)|ψk(ξ)| dξ + λke
γ(x)

∫ x′
x 2e−γ(ξ)|ψk(ξ)| dξ

≤ Cλk|x− x′|,

where C = C(y0). Similarly, |ψ′k(y)| ≤ Dλk, for 0 ≤ y ≤ y0 and some
finite constant D = D(y0). We use Proposition C.3 and Corollary C.4 with
ε = t/4 to get, for w ∧ w′ ≥ z, 0 ≤ x ∧ x′ ≤ x ∨ x′ ≤ y0∣∣∣∣ ∂∂xr(t, w, x)− ∂

∂x
r(t, w′, x′)

∣∣∣∣ ≤ F (∫ ∞
w

1

q(u) +B
du+ |x− x′|

)
,

for some finite constant F = F (t, y0) (notice that F gets larger as t gets
smaller). We use this bound for w′ =∞, x′ = 0, y0 ≤ 1 to get∣∣∣∣ ∂∂xr(t, w, x)− ∂

∂x
r(t,∞, 0)

∣∣∣∣ ≤ F (∫ ∞
w

1

q(u) +B
du+ y0

)
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and F = F (t, 1). Hence, if z0 is large enough and y0 is small enough (de-

pending on t), we get F
(∫∞

z0
1

q(u)+Bdu+ y0

)
≤ 1

2
∂
∂xr(t,∞, 0) and then for

all w ≥ z ≥ z0, 0 ≤ ξ ≤ y0

∂

∂x
r(t, w, ξ) ≥ 1

2

∂

∂x
r(t,∞, 0) > 0.

This bound gives the inequality

sup
w≥z;0≤x≤y0

∣∣∣∣r(t,∞, x)

r(t, w, x)
− 1

∣∣∣∣ ≤ sup
w≥z;0≤ξ≤y0

∣∣∣∣∣ ∂∂xr(t,∞, ξ)∂
∂xr(t, w, ξ)

− 1

∣∣∣∣∣
≤

sup
w≥z;0≤ξ≤y0

| ∂∂xr(t,∞, ξ)−
∂
∂xr(t, w, ξ)|

inf
w≥z0;0≤ξ≤y0

∂
∂xr(t, w, ξ)

≤ 2F
∂
∂xr(t,∞, 0)

∫ ∞
z

1

q(u) +B
du.

The result is shown.

Remark 8.2. We have proved: For all t > 0 there exist z0 = z0(t) > 0, G =
G(t) <∞ such that for all z ≥ z0,

sup
x≥0

∣∣∣∣r(t,∞, x)

r(t, z, x)
− 1

∣∣∣∣ ≤ G∫ ∞
z

1

q(u)
du.

A First basic estimations

In this section we shall get some basic asymptotic relations among different
quantities that we use in the rest of the article. The first tool is a consequence
of L’Hôpital’s rule.

Lemma A.1. Assume that H is an integrable (eventually) strictly decreas-
ing positive function that satisfies

lim
z→∞

H2(z)

H ′(z)
= 0 and lim

z→∞

H(z)H ′′(z)

(H ′(z))2
= a ∈ R \ {2},

then

lim
z→∞

∫∞
z H(y) dy

H2(z)
−H′(z)

=
1

2− a
.

For a = 2, the result holds assuming also H(z)H′′(z)
(H′(z))2 6= 2 for z large enough.

Proof. Using L’Hôpital’s rule, we get∫∞
z H(y) dy
−H2(z)
H′(z)

 
−H

−2H(H′)2+H2H′′

(H′)2

=
1

2− HH′′

(H′)2

and the lemma is shown.
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The following result is an application of this Lemma

Corollary A.2. Assume that q satisfies H1 and H2. Then, the following
limits hold

(i) lim
z→∞

q(z)m′(z) = lim
z→∞

2q(z)eγ(z)

∫ ∞
z

e−γ(ξ) dξ = 1, (A.1)

(ii) lim
z→∞

m(z)

M(z)
= lim

z→∞

∫∞
z 2eγ(y)

∫∞
y e−γ(ξ) dξ dy∫∞

z
1
q(y) dy

= 1, (A.2)

(iii) lim
z→∞

∫∞
z eγ(y)

(∫∞
y e−γ(ξ) dξ

)2
dy

e2γ(z)
(∫∞
z e−γ(ξ) dξ

)3 = 1, (A.3)

(iv) lim
z→∞

8
∫∞
z eγ(y)

∫∞
y eγ(η)

(∫∞
η e−γ(ξ) dξ

)2
dη dy∫∞

z
1

q3(y)
dy

= 1. (A.4)

Proof. (i) Notice that H(z) = e−γ(z) is positive and strictly decreasing.

Also, it satisfies lim
z→∞

H2(z)
H′(z) = 0. On the other hand

H ′′(z)H(z)

(H ′(z))2
=

(4q2(z)− 2q′(z))e−2γ(z)

4q2(z)e−2γ(z)
−→
z→∞

1,

because H2. Hence, Lemma A.1 implies that

lim
z→∞

∫∞
z e−γ(ξ) dξ

e−2γ(z)

2q(z)e−γ(z)

= 1. (A.5)

(ii) is a consequence of (i) by L’Hôpital’s rule.

(iii) Consider H(z) = eγ(z)
(∫∞
z e−γ(ξ) dξ

)2
, whose derivative is

H ′(z) = 2q(z)eγ(z)
(∫∞
z e−γ(ξ) dξ

)2 − 2
∫∞
z e−γ(ξ) dξ

=
(
2q(z)eγ(z)

∫∞
z e−γ(ξ) dξ − 2

) ∫∞
z e−γ(ξ).

Therefore, H is eventually strictly decreasing. On the other hand

H(z)H ′′(z)

(H ′(z))2
=

[
(4q2(z) + 2q′(z))e2γ(z)

(∫∞
z
e−γ(ξ)

)2 − 4q(z)eγ(z)
∫∞
z
e−γ(ξ) dξ + 2

]
(
2q(z)eγ(z)

∫∞
z
e−γ(ξ) dξ − 2

)2 → 1.

Hence, we need to compute

H2(z)

H ′(z)
=

e2γ(z)
(∫∞
z e−γ(ξ) dξ

)4(
2q(z)eγ(z)

∫∞
z e−γ(ξ) dξ − 2

) ∫∞
z e−γ(ξ) dξ

 −e2γ(z)

(∫ ∞
z

e−γ(ξ) dξ

)3

,

which by (i) converges to 0 and (iii) is shown.

(iv) is a consequence of (i) and (iii).

30



Lemma A.3. Assume H1, lim
x→∞

q(x) =∞ and (1.8). Then

(i) For any y ∈ R+,

lim
z→∞

sup
|x−z|≤y

√
m(z)

∣∣ log
(
q(z)/q(x)

)∣∣ = 0.

(ii) For any y ∈ R,

lim
z→∞

q(z)

∫ z+y√m(z)
z dx/q(x)√

m(z)
= y.

Proof. We first give an upper and a lower bound for q(z)/q(x) for large z
and |x − z| < ym(z). Note that if y is fixed and z tends to infinity, any
point ξ ∈ [z − ym(z), z + ym(z)] also tends to infinity.

We have

log
(
q(z)/q(x)

)
=

∫ z

x

q′(u)

q(u)
du .

Therefore by the mean value Theorem there exists ξ ∈ [x, z] (if x < z,
ξ ∈ [z, x] if x > z) such that

log
(
q(z)/q(x)

)
= (z − x)

q′(ξ)

q(ξ)
=

(
z − x√
M(ξ)

) (
q′(ξ)

q(ξ)

√
M(ξ)

)
.

By condition (1.8) the second term tends to zero when z (and hence x and
ξ) tends to infinity and we now prove that the first factor is of bounded
modulus. We have for any x ∈ [z − y

√
m(z), z + y

√
m(z)],∣∣∣∣∣ z − x√

M(ξ)

∣∣∣∣∣ ≤ y
√

m(z)

M(ξ)
≤ y
√

m(z)

M(z − y
√

m(z))

since M is decreasing. Recalling that H1 and H2 hold, by Corollary A.2 (ii)
it is enough to prove that

lim
z→∞

M(z)

M(z − y
√

m(z))
= 1.

For that purpose, we observe that∣∣∣∣M(z − y
√

m(z))

M(z)
− 1

∣∣∣∣ =

∫ z
z−y
√

m(z)
du/q(u)

M(z)
≤ y

√
m(z)

M(z)
sup

[z−y
√

m(z),z]

1

q
.

Using again Corollary A.2 (ii) and the monotonicity of M , there exists C > 0
such that∣∣∣∣M(z − y

√
m(z))

M(z)
− 1

∣∣∣∣ ≤ C√
M(z)

sup
[z−y
√

m(z),z]

1

q
≤ C sup

[z−y
√

m(z),z]

1√
Mq

31



and the last term goes to 0 as z → ∞ by Lemma 6.1(i). We obtain (i),
which immediately implies (ii).

Recall notation σ(z) =

√
Var(T(∞)

z ), ry(t) = m−1(t) + y
√
t and ry,ε(t) =

ry(t) + ε
√
t for t ∈ R+.

Lemma A.4. Assume H1, lim
x→∞

q(x) =∞, (1.7) and (1.8).

(i) lim
t↘0

t−m(ry(t))
σ(ry(t)) =

√
Σ y.

(ii) 1
4 ≤ lim inf

x→∞
Λ(x)

eγ(x)/q(x)
≤ lim sup

x→∞

Λ(x)

eγ(x)/q(x)
≤ 1.

(iii) lim
t→∞

q
(
ry,ε(t)

)
q
(
ry(t)

) = 1.

(iv) lim
t↘0

eγ(ry(t))

eγ(ry,ε(t))
= 0.

Proof. From (1.1) and Theorem 2.1 (i), we have

m(ry(t)) = E
(
T(∞)
ry(t)

)
= t− 2

∫ m−1(t)+y
√
t

m−1(t)
eγ(u)du

∫ ∞
u

e−γ(ξ)dξ

and we have to compute

lim
t↘0

∫ m−1(t)+y
√
t

m−1(t)
eγ(u)du

∫∞
u e−γ(ξ)dξ

σ(ry(t))
= lim

z→∞

∫ z+y√m(z)
z eγ(u)du

∫∞
u e−γ(ξ)dξ

σ(z + y
√

m(z)))
.

Let us prove now that

lim
z→∞

σ(z + y
√

m(z))

σ(z)
= 1. (A.6)

Using (1.6) it is equivalent to prove

lim
z→∞

∫∞
z+y
√

m(z)
q−3(x) dx∫∞

z q−3(x) dx
= 1.

Using l’Hôpital’s rule we need to study the ratio(
1 + y

m′(z)

2
√

m(z)

)(
q(z)

q(z + y
√

m(z))

)3

.

Using respectively Lemma 6.1 (iii) and Lemma A.3 (i), both factors converge
to 1, when z →∞. This shows (A.6) and therefore

lim
t↘0

∫ m−1(t)+y
√
t

m−1(t)
eγ(u)du

∫∞
u e−γ(ξ)dξ

σ(ry(t))
= lim

z→∞

∫ z+y√m(z)
z eγ(u)du

∫∞
u e−γ(ξ)dξ

σ(z)
.
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Using again Corollary A.2 (i) and relation 1.5 this last limit is equal to

lim
z→∞

∫ z+y√m(z)
z q(x)−1 dx

2
√∫∞

z q(x)−3 dx
= lim

z→∞
q(z)

∫ z+y√m(z)
z q(x)−1 dx

2
√

m(z)

√
m(z)

q(z)
√∫∞

z q(x)−3 dx
=
√

Σ y
2 .

The first factor in the above expression, converges to y by Lemma A.3 (ii).
On the other hand, the second factor converges to

√
Σ by hypothesis (1.7)

and the fact that m(z)/M(z)→ 1 (Corollary A.2 (ii)).

Let us now prove (ii). From H1,H2, we can choose A ∈ (0,∞), such
that

inf
x≥A

q(x) > 1 , sup
x≥A

∣∣∣∣ q′(x)

q2(x)

∣∣∣∣ < 1

2
.

Using integration by parts, we have

Λ(x)−Λ(A) =

∫ x

A

1

2 q(ξ)
2 q(ξ) eγ(ξ)dξ =

eγ(x)

2 q(x)
− eγ(A)

2 q(A)
+

∫ x

A

q′(ξ)

q(ξ)2
eγ(ξ)dξ .

Therefore from our choice of A we have for x > A

1

2

(
eγ(x)

2 q(x)
− eγ(A)

2 q(A)

)
≤ Λ(x)− Λ(A) ≤ 2

(
eγ(x)

2 q(x)
− eγ(A)

2 q(A)

)
.

Since Λ(x) diverges with x (by H1), we obtain (ii).

Using Lemma A.3 (i) and replacing y by y + ε and taking z = m−1(t),
we get (iii).

We have from the definition of the function γ

log

(
eγ(ry(t))

eγ(ry,ε(t))

)
= −2

∫ ry,ε(t)

ry(t)
q(ξ) dξ .

Using again Lemma 6.1 (iii), for small t, this quantity is equivalent to

−2 ε
√
t q
(
ry(t)

)
= −2 ε

√
m(z) q

(
z + y

√
m(z)

)
,

by setting t = m(z). Finally,

√
m(z) q

(
z + y

√
m(z)

)
=

√
m(z)√∫∞

z dξ/q(ξ)

q
(
z+y
√

m(z)
)

q(z) q(z)
√∫∞

z dξ/q(ξ) ,

tends to ∞, when z → ∞, for any ε > 0 by Corollary A.2 (ii), Lemma 6.1
(iii) and Lemma 6.1 (i). It proves (iv).
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Lemma A.5. Assume H1, lim
x→∞

q(x) = ∞ and lim sup
x→∞

|q′(x)|
q(x) < ∞. Then

there exists a constant G > 0 such that

sup
x∈[0,∞)

∣∣m′′(x)
∣∣

m′(x)
≤ G .

Proof. From Lm = 1 we derive 1
2 m′′ = q m′ + 1. Moreover

m′(x) = −2 eγ(x)

∫ ∞
x

e−γ(ξ)dξ = eγ(x)

∫ ∞
x

1

q(ξ)
d
(
e−γ(ξ)

)
= − 1

q(x)
+ eγ(x)

∫ ∞
x

q′(ξ)

q(ξ)2
e−γ(ξ)dξ .

by integration by parts. Therefore

1

2
m′′(x) = q(x) eγ(x)

∫ ∞
x

q′(ξ)

q(ξ)2
e−γ(ξ)dξ

and writing g(x) = eγ(x)
∫∞
x

e−γ(ξ)

q(ξ) dξ, there exists A > 0 such that∣∣m′′(x)
∣∣ ≤ A q(x) g(x).

Moreover, by integration by parts,

g(x) =
1

2 q2(x)
− eγ(x)

∫ ∞
x

q′(ξ)

q(ξ)3
e−γ(ξ)dξ =

1

2 q2(x)
− g(x)o(1)

as x→∞, using that |q′(x)|/q(x)2 = |q′(x)|/q(x).1/q(x)→ 0. Then g(x) ∼
1/(2q2(x)) and we get

lim sup
x→∞

|m′′(x)
∣∣

m′(x)
≤ A

2
lim sup
x→∞

1

q(x)m′(x)
<∞

by Corollary A.2(i). The Lemma follows by observing that in any compact
set |m′′| is bounded and m′ does not vanish.

B Central moments estimations.

In this section we study the asymptotic behavior for the moments of the
random variable Tz, under P∞, assuming that H1,H2 holds. We will derive
results stronger that those of Corollary 1.3 (ii).

The following limits exist, for all n ≥ 1 and all z ≥ 0,

E∞(Tnz ) = lim
x→∞

Ex(Tnz ) = 2n

∫ ∞
z

eγ(y)

∫
y
Eξ(Tn−1

z )e−γ(ξ) dξ dy.

The main difficulty to get the asymptotic behavior, on z, for these moments
is that the dependence on z in both the limits of integration and the in-
tegrand. To simplify the dependence on the integrand we shall prove the
following equality.
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Proposition B.1. For all n ≥ 1 and all z < ξ, we have

Eξ(Tnz ) =

n∑
k=0

(−1)k
∑
~̀∈∆n

k

[
k∏
i=1

(
`i−1

`i

)
E∞(T`i−1−`i

ξ )

]
(E∞(T`kz )− E∞(T`kξ )),

(B.1)
where ∆n

k = {~̀ = (`0, `1, · · · , `k) ∈ Nk+1 : 0 ≤ `k < `k−1 < · · · < `1 < n =
`0} ( an empty product is taken to be 1).

Proof. Let us consider z < ξ < x. During the proof we will denote for
convenience (when it is necessary) by Tx→z the time for the process to go
from x to z for any x > z.

The strong Markov property ensures that Eξ((Tz)n) = Ex((Tz − Tξ)n)
and therefore

Eξ(Tnz )− Ex(Tnz ) =
n−1∑
j=0

(−1)n−j
(
n
j

)
Ex(Tn−jξ Tjz)

=
n−1∑
j=0

(−1)n−j
(
n
j

)
Ex
(
Tn−jξ (Tx→ξ + Tξ→z)j

)
=

n−1∑
j=0

(−1)n−j
(
n
j

) j∑
r=0

(
j
r

)
Ex
(
Tn−(j−r)
ξ Eξ(T

(j−r)
z )

)
=

n−1∑
j=0

(−1)n−j
(
n
j

) j∑
r=0

(
j
r

)
Ex(Tn−rξ )Eξ(Trz) =

n−1∑
r=0

Ex(Tn−rξ )Eξ(Trz)
n−1∑
j=r

(−1)n−j
(
n
j

)(
j
r

)
=

n−1∑
r=0

(
n
r

)
Ex(Tn−rξ )Eξ(Trz)

n−r−1∑
j′=0

(−1)n−r−j
′(n−r

j′

)
= −

n−1∑
r=0

(
n
r

)
Ex(Tn−rξ )Eξ(Trz).

Therefore, we have proven that

Eξ(Tnz ) =
(
Ex(Tnz )− Ex(Tnξ )

)
−
n−1∑
r=1

(
n

r

)
Ex(Tn−rξ )Eξ(Trz).

Taking the limit as x → ∞ yields a similar recurrence formula with E∞
instead Ex. This recurrence relation can be solved by considering the formal

power series
∑

n≥1
Eξ(Tnz )
n! un (in the variable u).

We are now interested in the moments of the normalized ratio under P∞

Tz − E∞(Tz)√
Var∞(Tz)

,

where Var∞(Tz) = E∞(T2
z)− (E∞(Tz))2. We start by estimating this quan-

tity

Var∞(Tz) = 4
∫∞
z eγ(y)

∫∞
y Eξ(Tz)e−γ(ξ) dξ dy − (E∞(Tz))2

= (E∞(Tz))2 − 4
∫∞
z eγ(y)

∫∞
y E∞(Tξ)e−γ(ξ) dξ dy.
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In particular, we have

(e−γ(z)Var∞(Tz)′)′ = 8eγ(z)

(∫ ∞
z

e−γ(ξ) dξ

)2

.

Integrating this equality yields

Var∞(Tz)′ = 8eγ(z)

∫ ∞
z

eγ(ξ)

(∫ ∞
y

e−γ(η) dη

)2

dξ,

and finally
Var∞(Tz) = 8 Ψ(z) (B.2)

with

Ψ(z) =

∫ ∞
z

eγ(y)

∫ ∞
y

eγ(ξ)

(∫ ∞
ξ

e−γ(η) dη

)2

dξ dy .

The formula (1.6) follows from (B.2) and from Corollary A.2 (iv).

Lemma B.2 (Fourth moment estimation).

lim
z→∞

E∞
(
[Tz − E∞(Tz)]4

)
(Var∞(Tz))2

= 3.

Proof. We write T = T(∞)
z , S = T(∞)

ξ , m = E(T) Var = Var(T). We also
introduce the notation

eγ = eγ(z),

∫
e−γ =

∫ ∞
z

e−γ(ξ)dξ, eγ
∫
e−γ = eγ(z)

∫ ∞
z

e−γ(ξ)dξ,

and ∫∫
[•] =

∫ ∞
z

eγ(y)

∫ ∞
y
•e−γ(ξ) dξ dy,

∫
[•] =

∫ ∞
z
• e−γ(ξ) dξ.

We start by noticing that from (2.2) and (B.1)

E(T4) = 8
∫∫

[Eξ(T3)]

= 8
∫∫

[E(T3)− E(S3)− 3E(S)(E(T2)− E(S2))− 3E(S2)(E(T)− E(S))
+6E(S)2(E(T)− E(S))]

= 4E(T3)m− 24m
∫∫

[E(S2)− 2E(S)2]− 24E(T2)
∫∫

[E(S)] + 8
∫∫

[−E(S3)
+6E(S2)E(S)− 6E(S)3]

= 4E(T3)m− 24m
∫∫

[E(S2)− 2E(S)2] + 6 Var2 − 6m4

+8
∫∫

[−E(S3) + 6E(S2)E(S)− 6E(S)3].
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Here, we have used that 4
∫∫

[E(S)] = 4
∫∫

[E(T) − Eξ(T)] = 2m2 − E(T2).
With these relations we can compute the fourth central moment

E((T− m)4) = E(T4)− 4E(T3)m + 6E(T2)m2 − 3m4

= 6 Var2 − 24m
∫∫

[E(S2)− 2E(S)2] + 8
∫∫

[−E(S3) + 6E(S2)E(S)− 6E(S)3]− 6m4

+6 (2m2 − 4
∫∫

[E(S)])m2 − 3m4

= 6 Var2 − 24m
∫∫

[E(S2)− 2E(S)2]− 24m2
∫∫

[E(S)] + 3m4+
8
∫∫

[−E(S3) + 6E(S2)E(S)− 6E(S)3].

We define Q = Q(z) = E∞((Tz − m)4)− 6 (Var∞(Tz))2. Hence,

Q′ = 48 eγ
∫
e−γ

∫∫
[E(S2)− 2E(S)2] + 24 eγ m

∫
[E(S2)− 2E(S)2]

+96m eγ
∫
e−γ

∫∫
[E(S)] + 24 eγ m2

∫
[E(S)]− 24m3 eγ

∫
e−γ

−8 eγ
∫

[−E(S3) + 6E(S2)E(S)− 6E(S)3].

Once more we compute

(e−γQ′)′ = −48 e−γ
∫∫

[E(S2)− 2E(S)2]− 96 eγ
∫
e−γ

∫
[E(S2)− 2E(S)2]

−24me−γ(E(T2)− 2E(T)2)− 192 eγ(
∫
e−γ)2

∫∫
[E(S)]− 96m e−γ

∫∫
[E(S)]

−192m eγ
∫
e−γ

∫
[E(S)] + 144m2 eγ(

∫
e−γ)2 + 8 e−γ(−E(T3) + 6E(T2)m− 6m3).

Let us compute the last term in this expression

8 e−γ
(
−3E(T2)m + 12m

∫∫
[E(S)] + 6

∫∫
[E(S2)− 2E(S)2] + 6E(T2)m− 6m3

)
= 8 e−γ

(
− 3E(T2)m + 3m(2m2 − E(T2)) + 6

∫∫
[E(S2)− 2E(S)2] + 6E(T2)m− 6m3

)
= 48 e−γ

∫∫
[E(S2)− 2E(S)2].

Then, we conclude

Z = (e−γQ′)′

eγ
∫
e−γ

= −96
∫

[E(S2)− 2E(S)2]− 192
∫
e−γ

∫∫
[E(S)]− 192m

∫
[E(S)] + 144m2

∫
e−γ .

The derivative of Z is given by

Z ′ = 96e−γ(E(T2)− 2E(T)2) + 192 e−γ
∫∫

[E(S)]
+576 eγ

∫
e−γ

∫
[E(S)] + 48m2e−γ − 576m eγ(

∫
e−γ)2

= 48E(T2) e−γ − 48m2 e−γ + 576 eγ
∫
e−γ

∫
[E(S)]− 576m eγ(

∫
e−γ)2

= 48 e−γVar + 576 eγ
∫
e−γ

(∫
[E(S)]− m

∫
e−γ
)
.

Notice that∫
[E(S)]− m

∫
e−γ∫

eγ(
∫
e−γ)2

 
−me−γ + me−γ + 2eγ(

∫
e−γ)2

−eγ(
∫
e−γ)2

→ −2.

Therefore, we get from Corollary A.2 (iii),

Z ′  48 e−γVar − 1152

(
eγ
∫
e−γ
)∫

eγ
(∫

e−γ
)2

 48 e−γVar − 1152 e3γ

(∫
e−γ
)4

.
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On the other hand, we know that (Var)2  64Ψ2. So to study the asymp-
totic behavior of the central fourth moment, it is enough to follow the same
steps for 64Ψ2. We get 64(Ψ2)′ = −128Ψ eγ

∫
eγ(
∫
e−γ)2, which gives further

that

64 (e−γ(Ψ2)′)′ = 128 eγ(
∫
eγ(
∫
e−γ)2)2 + 128Ψeγ(

∫
e−γ)2  128Ψeγ(

∫
e−γ)2.

Call now G this last quantity divided by eγ
∫
e−γ and take a further derivative

to obtain

G′ = −128Ψ e−γ − 128 eγ
∫
e−γ

∫
eγ(
∫
e−γ)2  −128Ψ e−γ  −16 Var e−γ .

Putting all these estimations together yield to

E∞((Tz − m)4)

(Var∞(Tz))2
 3+9

e4γ
(∫
e−γ
)4

Ψ
 3+9

(
16q4

∫
q−3

)−1

 3+9
q′

4q2
→ 3,

which is the fourth moment of a N(0,1) distribution.

C Some basic spectral properties

In this section we present the basic spectral properties of the semigroup
associated to X in the interval [z,∞), where z ≥ 0.

When the process is restricted to [z,∞), the speed measure is

µz(dx) = 2e−(γ(x)−γ(z)) dx, x ∈ [z,∞).

The scale function is given by Λz(x) =
∫ x
z e

γ(y)−γ(z) dy = e−γ(z)(Λ(x)−Λ(z)).

In what follows, we denote by L the second order differential operator given
by

Lu =
1

2
u′′(x)− q(x)u′(x),

for all u ∈ C2([z,∞)). On C2
0([z,∞)) this operator is symmetric with respect

to µz and it has a minimal closed symmetric extension on L2(µz), which
we shall denote by Lz. This operator is the infinitesimal generator of the
semigroup associated to the process (Xt : t ≥ 0) killed when it attains z
(see [4]).

The main result about the spectral decomposition of Lz is Theorem 3.2
in [4], which we summarize here.

Theorem C.1. Assume H1 and H2 holds. Then, −Lz has purely discrete
spectrum {λi(z) : i ≥ 1} that satisfies

38



(i) 0 < λ1(z) < λ2(z) < .... is an increasing sequence of simple eigenvalues
of −Lz;

(ii) For every λi(z) there exists an eigenfunction ψz,i ∈ C2(z,∞), unique
up to a multiplicative constant, which also satisfies

Lψz,i(•) = −λi(z)ψz,i(•), ψz,i(z) = 0∫∞
z ψ2

z,i(x) 2e−(γ(x)−γ(z)) dx = 1.

The set {ψz,i : i ≥ 1} forms an orthonormal basis of L2(µz). Moreover, we
can choose ψz,1 to be positive in (z,∞).

The process (Xt∧Tz : t ≥ 0) has a unique q.s.d. in [z,∞) (see [4]
Theorems 5.2 and 7.2), which is given by

νz(dx) =
ψz,1(x)e−γ(x) dx∫∞
z ψz,1(y)e−γ(y) dy

1[z,∞)(x).

The fact there is a gap in the spectrum of Lz implies that (Xt∧Tz : t ≥ 0) is
R-positive, which means that the associated Q-process is positive recurrent.

For this article we need extra properties of the principal eigenvalue and
eigenfunctions.

Proposition C.2. Under H1 and H2 we have

(i) if 0 ≤ z < x then λ1(z) < λ1(x), that is the principal eigenvalue is a
strictly increasing function. Moreover, for all x ≥ 0

λ1(x) ≥ (inf{q(y) : y ≥ x} ∨ 0)2

2
.

In particular, lim
x→∞

λ1(x) =∞.

(ii) For all z ≥ 0 the functions ψz,i, ψ
′
z,i are bounded, for every i ≥ 1.

The functions ψz,i, ψ
′
z,i have exactly i, i − 1 zeros respectively. ψz,i is

eventually monotone and the following limits exist

lim
x→∞

ψz,i(x) = ψz,i(∞) 6= 0 and lim
x→∞

ψ′z,i(x) = 0.

(iii) For all z ≥ 0, there exists a constant A = A(z) > 0 such that λi(z) ≥
Ai holds for all i ≥ 1.
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Proof. (i) It is clear that λ1(z) ≤ λ1(x) because for every y > x we have

λ1(z) = lim
t→∞

− logPy(Tz > t)

t
≤ lim

t→∞

− logPy(Tx > t)

t
= λ1(x).

The first equality in the above expression is well known (see for example
Theorem 1.6 or [4] Theorem 5.1). Let us assume that λ1(z) = λ1(x) and we
will arrive to a contradiction. We denote by λ = λ1(z) and by g = ψz,1, f =
ψx,1. Notice that, even if the eigenvalues are equal, these two functions are
not because 0 < g(x), f(x) = 0.

Consider W the Wronskian of these two functions W = g′f − gf ′. The
derivative of W on (x,∞) is

W ′(y) = g′′f − gf ′′ = 2(q(y)g′(y)− λg(y))f(y)− 2(q(y)f ′(y)− λf(y))g(y)

= 2q(y)W (y).

In particular we have W (y) = W (x)eγ(y)−γ(x) = −g(x)f ′(x)eγ(y)−γ(x). Since
f is increasing we must have f ′(x) > 0 (otherwise f ≡ 0 since it is solution of
a second order linear differential equation) and therefore W (x) < 0. Using
that (g/f)′ = W/f2, we get for y > y0 > x

0 <
g(y)

f(y)
=

g(y0)

f(y0)
+W (x)

∫ y

y0

eγ(w)−γ(x)

f2(w)
dw

=
g(y0)

f(y0)
− g(x)f ′(x)

∫ y

y0

eγ(w)−γ(x)

f2(w)
dw. (C.1)

The Cauchy-Schwarz inequality shows that

(y − y0)2 =

(∫ y

y0

f(w)e−
1
2

(γ(w)−γ(x))

f(w)e−
1
2

(γ(w)−γ(x))
dw

)2

≤
∫ y

y0

f(w)2e−(γ(w)−γ(x)) dw

∫ y

y0

e(γ(w)−γ(x))

f2(w)
dw.

Since
∫∞
x f(w)2e−(γ(w)−γ(x)) dw <∞, we conclude that∫ ∞

y0

e(γ(w)−γ(x))

f2(w)
dw =∞.

This is a contradiction with (C.1) and therefore λ1(z) < λ1(x).
We now prove the lower bound for λ1(x). Here we use a comparison

with a diffusion with constant drift and idea developed for example in [12].
We consider M = inf{q(y) : y ≥ x}. If M ≤ 0 the result is obvious. So
assume that M > 0. We compare the process X with the process Y which
has constant drift −M , that is,

Yt = Y0 +Bt −Mt.
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If Y0 = X0 > x then we have Xt ≤ Yt for all 0 ≤ t ≤ Tx(X), showing that
Px(Tx(X) > t) ≤ Px(Tx(Y ) > t). In particular the exponential rates of
absorption at zero are comparable

λ1(x) ≥ λY1 (x) =
M2

2
,

showing the desired property and also that lim
x→∞

λ1(x) =∞.

(ii) We first prove that L is of limit point type at ∞, that is, for some
λ ∈ C (equivalently for all λ ∈ C) the equation Lf = −λf has a solution
which is not in L2(µz) near ∞, which means for all x > z∫ ∞

x
f2(y)e−γ(y) dy =∞.

To show this property, it is enough to consider λ = 0 and f(y) = Λ(y). Here
we use an argument taken from [11]. For M > 0 and x > z we consider

M =

∫ M+x

x
1e−γ(y)Λ2(y)>1 + 1e−γ(y)Λ2(y)≤1 dy

≤
∫ M+x

x
Λ2(y)e−γ(y) dy +

∫ M+x

x

eγ(y)

Λ2(y)
dy

=

∫ M+x

x
Λ2(y)e−γ(y) dy − 1

Λ(y)

∣∣M+x

x
≤
∫ M+x

x
Λ2(y)e−γ(y) dy +

1

Λ(x)
.

This implies that
∫∞
x Λ2(y)e−γ(y) dy =∞, showing the claim.

We use this fact for λ = λi(z). In what follows we shall prove the
existence of a nonzero bounded solution to the equation Lu = −λu on
[z,∞). Notice that this equation has two linearly independent solutions and
one of them is chosen to be ψz,i. The other one can be chosen to be the
solution of Lv = −λv, v(z) = 1, v′(z) = 0. Since ψz,i is in L2(µz) near ∞
then necessarily v cannot be in L2(µz) near ∞.

On the other hand, u = aψz,i + bv for some a, b ∈ R, but the fact that
u is bounded implies u is in L2(µz) near ∞. The conclusion is that b = 0
and therefore u = aψz,i for some a 6= 0, which implies that ψz,i is bounded,
showing the result.

So, let us construct this bounded solution u. Here we follow the ideas of
[10]. Consider a large x0 > z such that for all x ≥ x0 the following properties
hold (these are consequences of our hypotheses H1,H2)

(1) λ+λ2

q2(x)
< 1

4 ;

(2) (λ+ 1)
∣∣∣ q′(x)
q2(x)

∣∣∣ ≤ 1
4 ;
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(3)
∫∞
x

1
q(y) dy <

1
8 .

The function S(x) = −λ
∫∞
x

1
q(y) dy is well defined and satisfies S′(x) =

λ
q(x) , S

′′(x) = −λq′(x)
q2(x)

and a fortiori we obtain

|S′′(x) + S′(x)2| ≤ 1

2
.

Now, consider the integral I(x) =
∫∞
x eγ(y)−2S(y)

∫∞
y e−γ(ξ)+2S(ξ) dξ dy. The

fact that S is bounded near ∞ and H1 holds, show that I(x) is finite. We
have

I(x) =

∫ ∞
x

eγ(y)−2S(y)

∫ ∞
y

−1

2q(ξ)− 2λ/q(ξ)
d(e−γ(ξ)+2S(ξ)) dy.

Integrating by parts the second integral we get

I(x) =
∫∞
x

1
2q(y)−2λ/q(y) dy + 1

2

∫∞
x eγ(y)−2S(y)

∫∞
y

q′(ξ)+λq′(ξ)/q2(ξ)
(q(ξ)−λ/q(ξ))2 e−γ(ξ)+2S(ξ) dξ dy

≤
∫∞
x

1
q(y) dy + 1

2

∫∞
x eγ(y)−2S(y)

∫∞
y

∣∣∣ q′(ξ)q2(ξ)

∣∣∣ 1+λ/q2(ξ)
(1−λ/q2(ξ))2

e−γ(ξ)+2S(ξ) dξ dy

≤ 1
8 + 1

2

∫∞
x eγ(y)−2S(y)

∫∞
y e−γ(ξ)+2S(ξ) dξ dy.

Thus, I(x) ≤ 1/4. In the space B = {u ∈ C([x0,∞)) : lim
x→∞

u(x) = 0}, we

define the affine operator

A h(x) = −
∫ ∞
x

eγ(y)−2S(y)

∫ ∞
y

[S′′(ξ) + S′(ξ)2][1 + h(ξ)]e−γ(ξ)+2S(ξ) dξ dy.

This operator is a contraction on the unit ball of B. Thus, there exists a
unique fixed point A h = h in the unit ball. It is straightforward to show
that the function u(x) = eS(x)(1 + h(x)), for x ≥ x0, satisfies the equation
Lu = −λu on [x0,∞) and it is bounded there. Now, extend this solution to
the interval [z, x0 + 1] by solving the equation

Lũ = −λũ, ũ(x0 + 1) = u(x0 + 1), ũ′(x0 + 1) = u′(x0 + 1).

Gluing these functions together provides a C2 bounded solution of Lu = −λu
on [z,∞) as desired.

The fact that each ψz,i has exactly i zeros is a consequence of the in-
terlacing Cauchy Theorem. Recall that ψz,1 vanishes only at x = z. Now,
we show that each ψz,i has a limit at infinity. We denote by λ = λi(z)
and ψ = ψz,i. We also take z = 0 to keep notation simple. Notice that
(ψ′e−γ)′ = −2λψ, which implies that

ψ(x) =

∫ x

0
eγ(y)

(
ψ′(0)− 2λ

∫ y

0
e−γ(ξ)ψ(ξ) dξ

)
dy.
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If ψ′(0) 6= 2λ
∫∞

0 e−γ(ξ)ψ(ξ) dξ then |ψ| grows like Λ at infinity and therefore
ψ is not in L2(dµ), which is a contradiction. Therefore, we conclude

ψ(x) = 2λ
∫ x

0 e
γ(y)

∫∞
y e−γ(ξ)ψ(ξ) dξ dy,

ψ′(x) = 2λ eγ(x)
∫∞
x e−γ(ξ)ψ(ξ) dξ, ψ′(0) = 2λ

∫∞
0 e−γ(ξ)ψ(ξ) dξ.

(C.2)
For large values of ξ the function ψ has constant sign (recall that ψ has
a finite number of zeros). Then, changing ψ to −ψ, if necessary, we can
assume that ψ is eventually positive. Hence, ψ′ is eventually positive and
ψ is eventually increasing. Since it is bounded, we conclude that ψ(∞) > 0
exists.

That ψ′ converges to 0 at infinity follows from Corollary A.2 (i) and
the fact that ψ is bounded. On the other hand, if ψ′(x) = 0 then either
ψ′′(x) = −2λψ(x) < 0 and x is a local maximum for ψ and ψ(x) > 0 or
ψ′′(x) = −2λψ(x) > 0 and x is a local minimum for ψ and ψ(x) < 0. The
case ψ(x) = 0 is ruled out because in this case we would have ψ ≡ 0. The
conclusion is that between two consecutive zeros of ψ′ there exists a unique
zero of ψ. This together with the fact that ψ has i zeros and it is eventually
monotone, show that ψ′ has exactly i− 1 zeros.

(iii) The lower bound for the eigenvalues is taken from [11], where it is
shown that

λi(z) ≥
i− 1

Cz
,

with Cz = 2
∫∞
z Λ(x)e−(γ(x)−γ(z)) dz = 2

∫∞
z Λ(x)e−γ(x) dx. Using that

λ1(z) > 0 and replacing i− 1 by i for i ≥ 2, we conclude

λi(z) ≥ Ai,

for some positive constant A = A(z).

Recall that λk = λk(0) and ψk = ψ0,k for any integer k ≥ 1. The
estimation we need is given in the next result.

Proposition C.3. Assume that q satisfies H1,H2,H3. Then, for every ε > 0
there exists a finite constant A = A(ε) such that, for all k ≥ 1

‖ψk‖∞ ≤ Aeελk .

Proof. We recall that (ψk)k and (λk) satisfy the following basic properties:
Each ψk is a bounded continuous function with k zeros, ψk is eventually
increasing with a finite positive limit at infinity ψk(∞) > 0, ψ′k is a bounded
function, eventually positive with zero limit at infinity and

ψ′′k − 2qψ′k = −2λkψk, ψk(0) = 0, ‖ψk‖L2 = 1,

ψ′k(x) = 2λke
γ(x)

∫∞
x e−γ(ξ)ψk(ξ) dξ, ψk(x) = 2λk

∫ x
0 e

γ(y)
∫∞
y e−γ(ξ)ψk(ξ) dξ dy.
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Also for some finite constant B > 0 it holds λk ≥ Bk. We also recall the
function m(z) = E∞(Tz) = 2

∫∞
0 eγ(y)

∫∞
y e−γ(ξ)dξ dy, which is a continuous

decreasing function that satisfies m(∞) = 0 and

λ1(z)m(z) > 1.

The first important thing to introduce is ζk, the largest zero of ψk. Notice
that ζ1 = 0. The function ψk is positive in (ζk,∞) and satisfies Lψ =
−λkψ, ψ(ζk) = 0 and∫ ∞

ζk

2e−(γ(x)−γ(ζk))ψ2
k(x) dx ≤ eγ(ζk)

∫ ∞
0

2e−γ(x)ψ2
k(x) dx <∞.

The conclusion is that ψk is proportional to ψζk,1 and λk = λ1(ζk), that
is λk is the exponential absorption rate for X in [ζk,∞). One important
conclusion is

λk m(ζk) > 1. (C.3)

One can see that (ζk)k is an increasing sequence. Let us show it converges
to infinity. Indeed, if this sequence is bounded, let us say by z > 0, then we
will obtain that λk ≤ λ1(z) <∞. This is not possible, because (λk)k is the
spectrum of the unbounded operator L.

Now, we produce our first crude estimation on ψk. Notice that q is
eventually positive, so γ is eventually increasing. This gives, for some finite
constant C independent of k, x

|ψk(x)| ≤ Cλke
γ(x)

∫ x

0

∫ ∞
y

e−γ(ξ)|ψk(ξ)| dξdy

≤ Cλke
γ(x)

∫ x

0

(∫ ∞
y

e−γ(ξ)ψ2
k(ξ) dξ

)1/2(∫ ∞
y

e−γ(ξ) dξ

)1/2

dy

≤ Cλke
γ(x)

∫ x

0

(∫ ∞
y

e−γ(ξ) dξ

)1/2

dy

= Cλke
γ(x)

∫ x

0
e−γ(y)/2

(
eγ(y)

∫ ∞
y

e−γ(ξ) dξ

)1/2

dy.

Corollary A.2 gives the asymptotic eγ(y)
∫∞
y e−γ(ξ) dξ ≈ 1

2q(y) . Therefore for
some finite constants D,E we have, for all y ≥ 0

eγ(y)

∫ ∞
y

e−γ(ξ) dξ ≤ D 1

q(y) + E
. (C.4)

Back to our bound for ψk, we obtain

|ψk(x)| ≤ CD1/2λke
γ(x)

∫ x

0

e−γ(y)/2√
q(y) + E

dy

≤ CD1/2λke
γ(x)

(∫ ∞
0

e−γ(y)dy

∫ ∞
0

1

q(y) + E
dy

)1/2

.
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So far, we have for some finite F the following bound holds

|ψk(x)| ≤ Fλkeγ(x). (C.5)

The next step is to use hypothesis H3 to get the result. For that purpose
we take a large constant H (for the moment larger than 1), that will depend
on a given in hypothesis H3 and that we will make explicit later. We now
choose x1 = x1(a) ≥ x0 such that the following conditions hold

q(x1) ≥ max{q(z) : z ≤ x1} ∨ 1; (C.6)

S(x1) :=

(
2H

a2
+
√
H

)∫ ∞
x1

1

q(y)
dy ≤ ε

3
. (C.7)

For example x1 = inf{x ≥ x0 : q(x) ≥ max{q(z) : z ≤ x0}∨1+1, S(x) ≤ ε
3}

will work. The next step is to find χk such that ζk < χk and

q(χk) =
√
Hλk .

For that purpose, we notice that for x ≥ x1 we have

λ(x) ≥ 1

2
(inf{q(z) : z ≥ x})2 ≥ a2

2
q2(x).

In particular,
√
λk ≥ a√

2
q(ζk). So, if H > 2

a2
we deduce that

χk := inf{x > ζk : q(x) ≥
√
Hλk} > ζk.

Now, we estimate ψk(y) for 0 ≤ y ≤ χk. This will done under the
assumption that x1 < χk. Notice that since ζk < χk, we have x1 < χk for
all large k ≥ k0. According to our basic estimation we need to bound γ in
this interval. For x1 ≤ y ≤ χk, we have

γ(y) = γ(x1) +

∫ y

x1

2q(z)dz ≤ γ(x1) +

∫ χk

x1

2q(z)dz = γ(x1) +

∫ χk

x1

2
q2(z)

q(z)
dz.

Using H3 if x1 ≤ z ≤ χk, we have q(χk) ≥ inf{q(x); x ≥ z} ≥ aq(z) and
therefore

γ(y) ≤ γ(x1) +
2

a2
q2(χk)

∫ ∞
x1

1

q(y)
dy = γ(x1) +

2

a2
Hλk

∫ ∞
x1

1

q(y)
dy.

This gives the desired bound for all k ≥ k0 and 0 ≤ y ≤ χk

|ψk(y)| ≤ Femax{γ(z): z≤x1}λk exp
( ε

3
λk

)
.

The final step is to estimate ψk(y) on the interval [χk,∞). This is done
by estimating the ratio R = ψ′k/ψk. Assume there exists y in this interval

45



one has R(y) >
√
Hλk/q(y). Since R(z) converges to 0 as z → ∞, we can

find a first value y < z such that

R(z) =

√
H λk
q(y)

.

Obviously, we have R′(z) ≤ 0. On the other hand

0 ≥ R′(z)ψ2
k(z) = ψ′′k(z)ψk(z)− (ψ′k(z))

2

= (2q(z)ψ′k(z)− 2λkψk(z))ψk(z)− (ψ′k(z))
2

= 2q(z)

√
H λk
q(y)

ψ2
k(z)− 2λkψ

2
k(z)− (

√
H λk
q(y)

)2ψ2
k(z).

Since ψk(z) > 0, we get

2q(z)

√
H λk
q(y)

≤ 2λk +

(√
H λk
q(y)

)2

.

Recall that q(y) ≥ aq(χk) and therefore
(√

H λk
q(y)

)2
≤ 1

a2
λk. In other words,

we get the inequality

aq(y) ≤ q(z) ≤ (2 + 1/a2)

2
√
H

q(y)

which is not possible if H > H0 =:
(

2+1/a2

2a

)2
> 2

a2
. Hence,

ψ′k(y)

ψk(y)
≤
√
H λk
q(y)

,

for all y ≥ χk and a fortiori

ψk(y) = ψk(χk) exp

(∫ y

χk

R(z)dz

)
≤ ψk(χk) exp

(√
H λk

∫ ∞
x1

1

q(z)
dz

)
≤ ψk(χk) exp

( ε
3
λk

)
.

Putting these pieces together, we get for all k ≥ k0 and all y ∈ [0,∞],

|ψk(y)| ≤ Femax{γ(z): z≤x1}λk exp

(
2ε

3
λk

)
.

Since x ≤ ex, we may change this inequality to

|ψk(y)| ≤ 3

ε
Femax{γ(z): z≤x1} exp (ελk) .

To include the finite number of functions ψk : k ≤ k0 we define

A = max{‖ψk‖∞ : k ≤ k0} ∨
3

ε
Femax{γ(z): z≤x1},

to get the desired bound, for all k ≥ 1, ‖ψk‖∞ ≤ A exp (ελk) .
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Corollary C.4. Assume that q satisfies H1,H2,H3. There are finite finite
constants A,B such that for all k ≥ 1, x ≥ 0

|ψ′k(x)| ≤ A‖ψk‖∞λk
1

q(x) +B
.

In particular, for all w ≥ z ≥ 0 (including w =∞)

sup
w≥x∨y≥x∧y≥z

|ψk(x)− ψk(y)| ≤ A‖ψk‖∞λk
∫ w

z

1

q(u) +B
du.

Finally, for all ε > 0 there exist C = C(ε), z0 = z0(ε) such that, for all
z ≥ z0, k ≥ 1

sup
x∧y≥z

|ψk(x)− ψk(y)| ≤ C eελk .

Proof. The result follows from the fact

|ψ′k(x)| ≤ 2‖ψk‖∞eγ(x)

∫ ∞
x

e−γ(y) dy ≤ A‖ψk‖∞λk
1

q(x) +B
,

for some finite constants A,B. The rest of the proof is a consequence of the
previous proposition and the integrability of 1/q near infinity.
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Mart́ın, J. Quasi-stationary distributions and diffusions models in pop-
ulation dynamics. Annals of Probability 37, (2009), 1926–1969.

47



[5] Feller, W.. An introduction to Probability Theory and its Applications.
Vol. II. Second edition John Wiley & Sons, Inc., New York-London-
Sydney 1971.

[6] Ikeda, N.; Watanabe, S. Stochastic differential equations and diffusion
processes. North-Holland, Amsterdam, 2nd edition (1988).

[7] Karatzas, I.; Shreve, S.E. Brownian Motion and Stochastic Calculus.
Springer Verlag, New York (1988).

[8] Klesov, O. I. (1983). The rate of convergence of series of random vari-
ables. Ukrain. Mat. Zh. 35, 309314.

[9] Kolb, M.; Steinsaltz, D. Quasilimiting behavior of one-dimensional dif-
fusions with killing. Ann. of Probab. 40 No. 1, (2012), 162–212,

[10] Levinson N. The asymptotic nature of solutions of linear systems of
differential equations. Duke Mathematical Journal 15 (1948), 111–126.

[11] Littin J. Uniqueness of quasistationary distributions and discrete spec-
tra when ∞ is an entrance boundary and 0 is singular. Journal of Ap-
plied Probability 49, 3 (2012), 719–730.

[12] Mart́ınez, S.; San Mart́ın, J. Rates of Decay and h-Processes for One Di-
mensional Diffusions Conditioned on Non-Absorption. Journal of The-
oretical Probability 14, 1 (2001), 199–212.

[13] Steinsaltz, D.; Evans, S. Quasistationary distributions for one-
dimensional diffusions with killing. Trans. Amer. Math. Soc. 359
(2007), 1285-1324.

48


	Introduction and main results
	The moments of Tz
	The limit process X
	 Proofs of Theorem 1.2 and Corollary 1.3
	Proof of Theorem 1.4
	Proofs of Theorem 1.5 and Remark 1.2
	Proof of Theorem 1.6
	Proofs of Theorems 8.1 and 1.8
	First basic estimations
	Central moments estimations.
	Some basic spectral properties

