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# WELL-POSED STOKES/BRINKMAN AND STOKES/DARCY COUPLING REVISITED WITH NEW JUMP INTERFACE CONDITIONS 

Philippe Angot ${ }^{1}$


#### Abstract

The global well-posedness in time is proved, with no restriction on the size of the data, for the Stokes/Brinkman and Stokes/Darcy coupled flow problems with new jump interface conditions recently derived in [11] by asymptotic modelling and shown to be physically relevant. These original conditions include jumps of both stress and tangential velocity vectors at the fluid-porous interface. They can be viewed as generalizations for the multi-dimensional flow of Beavers \& Joseph's jump condition of tangential velocity and Ochoa-Tapia \& Whitaker's jump condition of shear stress. Therefore, they are different from those most commonly used in the literature. The case of Saffman's approximation is also studied, but with a force balance for the cross-flow including the Darcy drag and inducing a law of pressure jump different from the usual one. The proof of these results follows the general framework briefly introduced in $[7,8]$ for the steady flow.


1991 Mathematics Subject Classification. 35Q30, 35Q35, 65M85, 76D03, 76D05, 76D07, 76S05.
Revised version, November 14, 2017.

## Introduction

This paper is devoted to the well-posedness analysis of three macroscopic models for the computation of the unsteady and incompressible viscous flow in a domain composed of a pure fluid region and a fluid-saturated porous medium covering the whole range of porosity (volume fraction of fluid) $0<\phi<1$. Such problems have been the subject of numerous published articles during the past decades, e.g. studying natural convection in fluid-porous systems with different boundary conditions at the fluid-porous interface. This justifies the interest of this problem for both theoretical studies and/or applications to environmental, biological, engineering sciences or industrial configurations. More precisely, the present study considers the Stokes equation in the fluid domain and either Brinkman's law (for large porosity) or Darcy's law (for lower porosity) in the porous medium coupled with interface conditions including jumps of both the stress and tangential velocity vectors.

In the pioneering work [16] fifty years ago, Beavers \& Joseph (1967) introduced semi-empirically the jump condition of the tangential velocity for the Stokes/Darcy 1-D channel flow, which was recently shown in [22] by multi-scale homogenization. Later in [56,57], Ochoa-Tapia \& Whitaker (1995) have shown by upscaling the shear stress jump condition for the Stokes/Brinkman 1-D channel flow using the method of volume averaging [68]. Still using this method for the same 1-D channel flow, Valdés-Parada et al. (2013) have shown in [65] jump

[^0]interface conditions for both the shear stress and tangential velocity. Very recently, Angot et al. (2017) derived by a physically relevant asymptotic modelling in [11] new jump interface conditions which generalize all these conditions for the two- or three-dimensional flow.

Concerning the mathematical or numerical analysis of such coupled flows, many papers have been published in the last fifteen years and it is not possible to cite all of them; see e.g. [12, 18, 32, 33, 36, 37, 46, 58, 59] and the references therein. However, almost all of them only study the Stokes/Darcy problem with Saffman's approximation (1971) [63] of the Beavers-Joseph condition and no stress jump. Then, the tangential velocity jump is not explicitly included in the interface conditions and the Darcy drag is in fact neglected in the balance of forces by assuming the continuity of the stress vector. Indeed, one major difficulty is to propose a variational problem giving a sense to the velocity jump since the Darcy filtration velocity does not generally belong to the space $\boldsymbol{H}_{\text {rot }}$ and is not better than in the space $\boldsymbol{H}_{\text {div }}$ and thus, has no tangential trace on the interface. In $[26,27]$, the velocity jump was considered but the solvability analysis is made owing to the hypothesis of smallness of the slip coefficient $\alpha_{b j} \geq 0$ of Beavers-Joseph. Using the general framework introduced in [7], the well-posedness is proved in [8] for the steady Stokes/Darcy problem with the complete Beavers-Joseph jump condition whatever $\alpha_{b j} \geq 0$.

Hence, the main highlights of the present work is to deal with the original interface conditions derived in [11] which include jumps of both the stress and tangential velocity vectors. Then, the complete analysis of well-posedness globally in time is carried out for three fluid-porous unsteady flow problems with no smallness hypothesis on the size of data and no extra regularity assumptions than the natural ones.
The paper is organized as follows. Section 1 describes the flow models and details the different set of new jump interface conditions issued from [11] and studied further. In Section 2, the well-posedness of the unsteady Stokes/Brinkman problem is stated. The solvability analysis of the unsteady Stokes/Darcy system is carried out in Section 3, whereas a simplified case is studied in Section 4.

## 1. Fluid-porous incompressible viscous flow models

In this section, we describe the models of the incompressible viscous flow at a fluid-porous interface and we discuss the jump interface conditions used further for the analysis of the corresponding coupled problems.

## Notations and definitions

Let $\Omega \subset \mathbb{R}^{d}$ ( $d=2$ or 3 in practice) be an open bounded and connected set with Lipschitz continuous boundary $\Gamma:=\partial \Omega$ and $\nu$ be the outward unit normal vector on $\Gamma$. The domain $\Omega$ is composed of two disjoint connected subdomains, the fluid domain $\Omega_{f}$ and the porous domain $\Omega_{p}$ separated by a Lipschitz continuous interface $\Sigma \subset \mathbb{R}^{d-1}$ such that $\Omega=\Omega_{f} \cup \Sigma \cup \Omega_{p}$, as shown in Figure 1. For the sake of simplicity to avoid some technicalities to define the traces on $\Sigma$, we restrict to the case where the porous domain $\Omega_{p}$ is entirely bordered by the closed surface $\Sigma$ and we have $\partial \Omega_{p}=\Sigma$ whereas $\partial \Omega_{f}=\Gamma \cup \Sigma$. The extension to several closed interfaces is straightforward. The case of more general situations when $\Sigma$ cuts $\Gamma$ can be treated as well but it is more technical and we refer to [40] for the trace theory and also to [36] where a suitable functional setting is clearly described. Let $\boldsymbol{n}$ be the unit normal vector on the interface $\Sigma$ arbitrarily oriented from $\Omega_{p}$ to $\Omega_{f}$, and let $\left\{\boldsymbol{\tau}_{j}\right\}$ for $1 \leq j \leq d-1$, be an orthonormal set of unit vectors on the tangent plane to $\Sigma$.

We use the standard notations for the Lebesgue and Sobolev spaces, e.g. [20,54]. In particular, $\|\cdot\|_{0, \Omega}$ denotes the $L^{2}(\Omega)$-norm, $\|\cdot\|_{1, \Omega}$ the $H^{1}(\Omega)$-norm, $\|\cdot\|_{-1, \Omega}$ for the $H^{-1}(\Omega)$-norm, (., . $)_{0, \Omega}$ for the $L^{2}(\Omega)$-inner product, and $\langle., .\rangle_{-1, \Omega}$ for the duality pairing between $H^{-1}(\Omega)$ and $H_{0}^{1}(\Omega)$ or $\langle., .\rangle_{-1 / 2, \Sigma}$ for the duality pairing between $H^{-1 / 2}(\Sigma)$ and $H^{1 / 2}(\Sigma)$. We also define the Hilbert spaces below with their usual respective inner products and


Figure 1. Fluid-porous configuration with a closed surface $\Sigma$ bordering the porous domain $\Omega_{p}$.
associated norms, e.g. [19, 35, 64] :

$$
\begin{array}{lr}
\boldsymbol{H}_{d i v}(\Omega)=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} ; \boldsymbol{\nabla} \cdot \boldsymbol{u} \in L^{2}(\Omega)\right\}, & \boldsymbol{H}_{r o t}(\Omega)=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} ; \boldsymbol{\nabla} \times \boldsymbol{u} \in L^{2}(\Omega)^{d}\right\} \\
\boldsymbol{H}=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} ; \boldsymbol{\nabla} \cdot \boldsymbol{u}=0, \boldsymbol{u} \cdot \boldsymbol{\nu}=0 \text { on } \Gamma\right\}, & \boldsymbol{V}=\left\{\boldsymbol{u} \in H_{0}^{1}(\Omega)^{d} ; \boldsymbol{\nabla} \cdot \boldsymbol{u}=0\right\} \\
H_{0 \Gamma}^{1}\left(\Omega_{f}\right)^{d}=\left\{\boldsymbol{u} \in H^{1}\left(\Omega_{f}\right)^{d} ; \boldsymbol{u}=0 \text { on } \Gamma\right\}, & L_{0}^{2}(\Omega)=\left\{q \in L^{2}(\Omega) ; \int_{\Omega} q \mathrm{~d} x=0\right\} .
\end{array}
$$

For any quantity $\psi$ defined all over $\Omega$, the restrictions on $\Omega_{f}$ or $\Omega_{p}$ are respectively denoted by $\psi^{f}:=\psi_{\mid \Omega_{f}}$ and $\psi^{p}:=\psi_{\mid \Omega_{p}}$. For a function $\psi$ having a jump on $\Sigma$, let $\psi^{-}:=\psi_{\mid \Sigma}^{p}$ and $\psi^{+}:=\psi_{\mid \Sigma}^{f}$ be the traces of $\psi^{p}$ and $\psi^{f}$ on each side of $\Sigma$ (at least defined in a weak sense), respectively. Following the framework defined in $[5,6]$ for scalar elliptic problems with jump interface conditions or its extension to vector problems in [7], let us choose as reduced variables at the interface $\Sigma$, the jump of $\psi$ on $\Sigma$ oriented by $\boldsymbol{n}$ and the arithmetic mean of traces of $\psi$ defined by :

$$
\llbracket \psi \rrbracket_{\Sigma}:=\psi^{+}-\psi^{-}=\left(\psi^{f}-\psi^{p}\right)_{\mid \Sigma}, \quad \text { and } \quad \bar{\psi}_{\Sigma}:=\frac{1}{2}\left(\psi^{+}+\psi^{-}\right)=\frac{1}{2}\left(\psi^{f}+\psi^{p}\right)_{\mid \Sigma}
$$

Thus we have also :

$$
\psi_{\mid \Sigma}^{f}:=\psi^{+}=\bar{\psi}_{\Sigma}+\frac{1}{2} \llbracket \psi \rrbracket_{\Sigma}, \quad \text { and } \quad \psi_{\mid \Sigma}^{p}:=\psi^{-}=\bar{\psi}_{\Sigma}-\frac{1}{2} \llbracket \psi \rrbracket_{\Sigma}
$$

### 1.1. Fluid-porous incompressible viscous flow

Let us consider the unsteady incompressible Stokes equations in $\Omega_{f}$ for a Newtonian fluid of constant density $\rho>0$ and dynamic viscosity $\mu>0,(\boldsymbol{v}, p)$ denoting the velocity and pressure fields respectively, and $\boldsymbol{f}$ represents the source force :

$$
\begin{array}{rll}
\boldsymbol{\nabla} \cdot \boldsymbol{v} & =0 & \text { in }(0, T) \times \Omega_{f} \\
\rho \partial_{t} \boldsymbol{v}-\mu \boldsymbol{\Delta} \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & \text { in }(0, T) \times \Omega_{f} \\
\boldsymbol{v} & =0 & \text { on }(0, T) \times \Gamma \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0}^{f} &  \tag{4}\\
\text { in } \Omega_{f} .
\end{array}
$$

The porous matrix in $\Omega_{p}$ is heterogeneous, non-deformable and characterized by its porosity $0<\phi \leq 1$ (volume fraction of fluid) and permeability tensor $\boldsymbol{K}$, symmetric and uniformly bounded and positive definite, both spatially dependent but supposed to be time-independent. The characteristic length scale $\ell_{p}$ of the pore size is known to verify $\ell_{p}=\mathcal{O}(\sqrt{K})$ where $K:=\|\boldsymbol{K}\|_{L^{\infty}\left(\Omega_{p}\right)}$ and $\ell_{p} \ll L$ where $L$ is the macroscopic length scale. In the non-homogeneous fluid-saturated porous region $\Omega_{p}$, we consider the generalized Brinkman equation with variable porosity $\phi$ where the effective viscosity $\widetilde{\mu}$ is equal to $\widetilde{\mu}:=\mu / \phi$; see [68, Chap. 4] :

$$
\begin{array}{rlrl}
\boldsymbol{\nabla} \cdot \boldsymbol{v} & =0 & & \text { in }(0, T) \times \Omega_{p}, \\
\rho \partial_{t} \boldsymbol{v}-\nabla \cdot(\widetilde{\mu} \nabla \boldsymbol{v})+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & \text { in }(0, T) \times \Omega_{p}, \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0}^{p} & \text { in } \Omega_{p} . \tag{7}
\end{array} \quad \text { with } \widetilde{\mu}:=\frac{\mu}{\phi}
$$

In the present macroscopic description of flow in a permeable medium, $\boldsymbol{v}$ denotes the filtration velocity, i.e. averaged over the whole representative elementary volume, whereas $p$ is averaged only over the fluid-pore. The permeability tensor is in fact a function of porosity and porosity gradient like $\boldsymbol{K}(\phi, \nabla \phi)$ which depends on the local structure of the porous medium. The explicit variation with $\nabla \phi$ can be generally neglected. In the homogeneous porous medium (with a constant porosity and permeability), the original Brinkman equation $[23,24]$ is shown to actually govern the macroscopic flow in a porous medium with high porosity values (about $\phi \geq 0.9$ ) by several upscaling procedures: deterministic homogenization with multi-scale asymptotic expansions [2,21, 47, 48], stochastic homogenization for random porous media [60,61] or volume averaging method [68]. For $\phi=1$ or $\widetilde{\mu}^{f}=\mu$ and $\boldsymbol{K}=1 / \varepsilon \boldsymbol{I} \rightarrow+\infty$ when $\varepsilon \rightarrow 0$, it is shown in [4] that Eq. (6) tends to the Stokes equation. This is also in agreement with the upscaling results since the solid inclusions in the porous region become too small to influence the Stokes flow.
Let us introduce the pseudo-stress tensor, although the complete stress tensor can be considered as well :

$$
\begin{equation*}
\boldsymbol{\sigma}(\boldsymbol{v}, p):=\widetilde{\mu} \nabla \boldsymbol{v}-p \boldsymbol{I}=\frac{\mu}{\phi} \nabla \boldsymbol{v}-p \boldsymbol{I} \quad \text { in } \Omega \tag{8}
\end{equation*}
$$

where $\phi=1$ and thus $\widetilde{\mu}=\mu$ in $\Omega_{f}$. Then, the divergential form of Eq. (6) reads :

$$
\begin{equation*}
\rho \partial_{t} \boldsymbol{v}-\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\boldsymbol{v}, p)+\mu \boldsymbol{K}^{-1} \boldsymbol{v}=\rho \boldsymbol{f} \quad \text { in }(0, T) \times \Omega_{p} . \tag{9}
\end{equation*}
$$

When the porosity is smaller $(0<\phi \leq 0.9)$, it is well-known that the Brinkman viscous term in (6) can be neglected; see e.g. [68, Chap. 4]. Then, the usual Darcy equation $[15,66]$ is obtained :

$$
\begin{equation*}
\rho \partial_{t} \boldsymbol{v}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla p \quad=\rho \boldsymbol{f} \quad \text { in }(0, T) \times \Omega_{p} \tag{10}
\end{equation*}
$$

It is now also classical to derive Darcy's law by deterministic homogenization e.g. [3,48] or probabilistic upscaling [17, 62 ]. Formally, Eq. (6) gives (10) by letting $\widetilde{\mu}=0$, see Remark 1.1. This is rigorously proved in [8] using the vanishing viscosity method when $\widetilde{\mu} \rightarrow 0$ and in [10] by calculating the viscous boundary layer.

## Remark 1.1 (From the unsteady Brinkman model to steady Darcy model).

In the homogenization theory [2, 3, 21, 47, 60], only one model, either Brinkman or Darcy, is selected through the limit process according to the chosen scaling in the multiscale asymptotic expansion. On the contrary, the volume averaging method [39, 68] allows us to keep all the terms and then retain the more significant ones through physically meaningful approximations.

In the Brinkman equation (6) or (9) and the Darcy equation (10), the time evolution term should be correctly written as : $\rho / \phi \partial_{t} \boldsymbol{v}, \boldsymbol{v}$ being the filtration velocity, e.g. [67].
It is useful to compare the order of magnitude of the ratio $R_{\text {evol }}(\phi)$ between the term of velocity time derivative over Darcy's drag term. By taking $V$ as the reference velocity and choosing $L / V$ as the reference time scale, we have :

$$
R_{\text {evol }}(\phi)=\mathcal{O}\left(R e \frac{D a(\phi)}{\phi}\right), \quad \text { with } \quad R e:=\frac{\rho V L}{\mu}, \quad D a(\phi):=\frac{K(\phi)}{L^{2}}
$$

Since the inertial effects are here neglected, we have for the Reynolds number Re $\ll 1$. In many real configurations where $L$ is large enough, we have also for the Darcy number Da<<1. More precisely, it appears in Appendix A using classical correlations $K(\phi)$ for granular or fibrous media that $R_{\text {evol }}(\phi) \ll 1$, except when the porosity $\phi$ is close to 1 . Hence, the time evolution term can be most often neglected, although we shall keep further the unsteady form of these equations in $\Omega_{p}$ for the sake of mathematical convenience in the solvability analysis. However, the steady Darcy model is also considered in the coupled problem $(39,34)$ and studied in Corollary 3.4.

In the same spirit, the order of magnitude of the ratio $R_{B / D}(\phi)$ between the Brinkman viscous diffusion term over Darcy's drag reads :

$$
\begin{equation*}
R_{B / D}(\phi)=\mathcal{O}\left(\frac{D a(\phi)}{\phi}\right), \quad \text { with } \quad D a(\phi):=\frac{K(\phi)}{L^{2}} \tag{11}
\end{equation*}
$$

As shown in Fig. 3 in Appendix A, the Brinkman viscous term can be neglected with respect to Darcy's term when $\phi \leq 0.9$. Hence, within a suitable rescaling as in homogenization theory [2, 3], it formally amounts to take the limit $\widetilde{\mu} \rightarrow 0$ in the Brinkman equation (6) to recover Darcy's one (10) in $\Omega_{p}$. Moreover, when $\phi \rightarrow 0$ and thus $K(\phi) \rightarrow 0$ from Fig. 2, then it is proved in [4] that we get at the limit $\boldsymbol{v}^{p}=0$ in $\Omega_{p}$. When $\phi \rightarrow 1$ and thus $1 / K(\phi) \rightarrow 0$, then the Stokes equation (2) is fully recovered from the generalized Brinkman law (6); see [4].

### 1.2. The jump interface conditions for Brinkman or Darcy flows

We now detail the original jump interface conditions derived in [11] for the multi-dimensional flow by asymptotic modelling over a thin interfacial layer of thickness $d=\mathcal{O}(\sqrt{K})$ around $\Sigma$; more precisely $d \approx 20 \sqrt{K} \ll L$ $[56,65]$. They are obtained in the vector form up to first-order in $\mathcal{O}(d / L)$. The set of steady interface conditions reads as below in terms of jumps of both stress and velocity vectors and they are physically relevant to couple the Stokes flow (1-4) in $\Omega_{f}$ to the Brinkman flow (5-7) in $\Omega_{p}$ :

The null-jump of the normal velocity $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$ across $\Sigma$ is classically assumed by many authors without justification. In fact, this is only an approximation up to $\mathcal{O}(d / L)$ obtained by averaging the mass conservation equation $\boldsymbol{\nabla} \cdot \boldsymbol{v}=0$ over the interfacial layer and neglecting all the tangential derivatives along $\Sigma$. For instance, such an approximation is not made to derive asymptotic models in fractured porous media [9].

The two other equations in (12) are new. The second equation in (12) corresponds to the average of the viscous pseudo-stress vector and the dimensionless jump coefficient $0<\alpha \in L^{\infty}(\Sigma)$ can be related to the slip
coefficient of Beavers \& Joseph [16], originally introduced for the 1-D channel flow. The last equation in (12) is obtained by averaging the momentum transport equation over the interfacial layer and it corresponds to the balance of forces over the interface $\Sigma$. Here, $\boldsymbol{h}$ is a given surface force on $\Sigma$ usually taken as $\boldsymbol{h}=0$ in many applications, and $\boldsymbol{\beta}$ denotes the so-called Darcy friction tensor which is dimensionless, symmetric and uniformly bounded and positive definite. The dimensionless coefficients $\alpha$ and $\boldsymbol{\beta}$ depend on the local micro-structure of the interfacial region and should be estimated from experimental data or direct numerical simulations at the porescale in ordered or random media. We refer to [11] for the details concerning the derivation and the connections with other interface conditions available in the literature: Beavers \& Joseph (1967) [16], Saffman (1971) [63], Ochoa-Tapia \& Whitaker (1995) [56, 57], or generalizations including both stress and velocity jumps [65] and for multi-dimensional flows, those devised in $[7,8]$.

For the sake of clarity, let us write the tangential and normal components of Eq. (12) in the 2-D case, $\boldsymbol{\tau}$ being any unit tangent vector on $\Sigma$ and defining the tensor $\boldsymbol{\beta}$ as :

$$
\boldsymbol{\beta}:=\left(\begin{array}{cc}
\beta_{\tau} & \beta_{\tau n} \\
\beta_{\tau n} & \beta_{n}
\end{array}\right), \quad \text { Darcy friction tensor on } \Sigma
$$

The coefficients $\beta_{\tau}, \beta_{\tau n}, \beta_{n} \in L^{\infty}(\Sigma)$ are dimensionless and such that $\beta_{\tau}, \beta_{n}>0$ on $\Sigma$. Then, Eq. (12) also reads taking $\boldsymbol{h}=0$ :

$$
\left\{\begin{align*}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma} & =0  \tag{13}\\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma}+\widetilde{\mu}^{p} \partial_{n}\left(\boldsymbol{v}^{p} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma} & =\mu \frac{2 \alpha}{\sqrt{K}} \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau} \rrbracket_{\Sigma}, \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma}-\widetilde{\mu}^{p} \partial_{n}\left(\boldsymbol{v}^{p} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma} & =\mu \frac{\beta_{\tau}}{\sqrt{K}} \overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}+\mu \frac{\beta_{\tau n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma},} \quad \text { on }(0, T) \times \Sigma \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}\right)_{\mid \Sigma}-\widetilde{\mu}^{p} \partial_{n}\left(\boldsymbol{v}^{p} \cdot \boldsymbol{n}\right)_{\mid \Sigma}-\llbracket p \rrbracket_{\Sigma} & =\mu \frac{\beta_{\tau n}}{\sqrt{K}} \overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}}+\mu \frac{\beta_{n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma},
\end{align*}\right.
$$

Hence, we get a generalization for multi-dimensional flow of the shear stress jump interface condition of OchoaTapia \& Whitaker [56] which was originally derived by the volume averaging method for the 1-D channel flow with $\boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=0$ and assuming $\llbracket \boldsymbol{v} \cdot \boldsymbol{\tau} \rrbracket_{\Sigma}=0$ and thus $\overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}}=\boldsymbol{v} \cdot \boldsymbol{\tau}_{\mid \Sigma}$. This gives the scaling of $\beta_{\tau}=\beta_{o t w}=\mathcal{O}(1)$ from the experimental data in [57].

When the flow in the porous medium is to be governed by Darcy's law for a lower range of porosity, the set of jump interface conditions (12) reduces as below by formally letting $\widetilde{\mu} \rightarrow 0$ to couple the Stokes flow (1-4) in $\Omega_{f}$ to the Darcy flow $(5,10,7)$ in $\Omega_{p}$ :

$$
\left\{\begin{align*}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma} & =0,  \tag{14}\\
\mu\left(\nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}\right) \cdot \boldsymbol{\tau}_{j} & =\mu \frac{2 \alpha}{\sqrt{K}} \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}, \quad 1 \leq j \leq d-1 \quad \text { on }(0, T) \times \Sigma . \\
\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}-\llbracket p \rrbracket_{\Sigma} \boldsymbol{n} & =\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}+\boldsymbol{h},
\end{align*}\right.
$$

For instance in the 2-D case with $\boldsymbol{h}=0$, Eq. (14) reads :

$$
\left\{\begin{align*}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma} & =0  \tag{15}\\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma} & =\mu \frac{2 \alpha}{\sqrt{K}} \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau} \rrbracket_{\Sigma}=\mu \frac{2 \alpha}{\sqrt{K}}\left(\boldsymbol{v}^{f}-\boldsymbol{v}^{p}\right)_{\mid \Sigma} \cdot \boldsymbol{\tau} \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma} & =\mu \frac{\beta_{\tau}}{\sqrt{K}} \overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}}+\mu \frac{\beta_{\tau n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}, \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}\right)_{\mid \Sigma}-\llbracket p \rrbracket_{\Sigma} & =\mu \frac{\beta_{\tau n}}{\sqrt{K}} \overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}}+\mu \frac{\beta_{n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}
\end{align*} \quad \text { on }(0, T) \times \Sigma .\right.
$$

Hence, the semi-empirical Beavers \& Joseph (1967) jump interface condition [16], originally introduced for the 1-D channel or shear flow such that $\boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=0$ and Darcy's law in the porous medium, is here generalized in Eq. (15) for the multi-dimensional flow. This gives the scaling of the jump coefficient $\alpha$ like: $\alpha_{b j}=2 \alpha=\mathcal{O}(1)$. The original jump condition of Beavers \& Joseph was also derived in [30] and recently proved in [22] via multiscale homogenization. We refer to $[11,13,38,55,58]$ for other studies or comments.
The last equation in (15) gives the pressure jump across $\Sigma$ that generalizes the equation derived in [45]. Besides, the pressure jump vanishes for the 1-D channel flow when $\boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=0$ and $\beta_{\tau n}=0$, which is a condition often admitted by some authors. However, the pressure jump can be non-zero even in 1-D if the tensor $\boldsymbol{\beta}$ is not diagonal. The existence of the non-zero pressure jump was recently confirmed both by homogenization in [52] and direct numerical simulations in [29].

### 1.3. Simplified interface conditions for Darcy flow

We now consider Saffman's usual approximation [63] of Beavers \& Joseph's jump interface condition which was originally introduced for the 1-D channel or shear flow when the porous flow is governed by Darcy's law with relatively small values of permeability $K$. It results that $\left|\boldsymbol{v}^{p} \cdot \boldsymbol{\tau}_{\mid \Sigma}\right| \ll\left|\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma}\right|$ and the tangential velocity jump on $\Sigma$ reduces to: $\llbracket \boldsymbol{v} \cdot \boldsymbol{\tau} \rrbracket_{\Sigma} \approx \boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma}$, while $\overline{\boldsymbol{v} \cdot \boldsymbol{\tau}_{\Sigma}} \approx \boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma} / 2$.

Indeed, in the present case using Darcy's law (10) and the last equation in (15) to get a reference pressure on $\Sigma$ with $d=\mathcal{O}(\sqrt{K})$ and a reference fluid velocity $V$, we have :

$$
\left|\boldsymbol{v}^{p} \cdot \boldsymbol{\tau}_{\mid \Sigma}\right|=\mathcal{O}\left(\frac{K}{\mu L} \frac{\mu \beta}{\sqrt{K}} V\right)=\mathcal{O}\left(\beta V \frac{d}{L}\right)
$$

which is negligible in front of $\left|\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma}\right|=\mathcal{O}(V)$ up to $\mathcal{O}(d / L)$.
Besides, we assume $\boldsymbol{h}=0$ and $\left|\beta_{\tau n}\right| \ll \beta_{\tau}, \beta_{n}$, that is $\boldsymbol{\beta}$ can be approximated by a diagonal tensor.
In that case, the set of interface conditions (15) to deal with the Stokes/Darcy flow is therefore simplified and reduces with $\alpha_{b j}=2 \alpha$ to :

$$
\left\{\begin{align*}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0  \tag{16}\\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma}=\mu \frac{\alpha_{b j}}{\sqrt{K}} \boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma} \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}\right)_{\mid \Sigma}=\mu \frac{\beta_{\tau}}{2 \sqrt{K}} \boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{\mid \Sigma}, \quad \text { on }(0, T) \times \Sigma \\
\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}\right)_{\mid \Sigma}-\llbracket p \rrbracket_{\Sigma}=\mu \frac{\beta_{n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}
\end{align*}\right.
$$

Then, the second and third equation in (16) give both the standard Beavers-Joseph-Saffman condition and one of them becomes redundant. It reduces the number of parameters since we have : $\beta_{\tau}=\beta_{o t w}=2 \alpha_{b j}=\mathcal{O}(1)$
and $\beta_{n}=\mathcal{O}(1)$. The classical Beavers-Joseph-Saffman condition is proved by homogenization in [43, 44]. Nevertheless, it is important to point out that Saffman's approximation does not hold anymore when the porosity and permeability are large enough or for thin fluid layers.

Remark 1.2 (Generalized Beavers-Joseph-Saffman interface conditions for multi-dimensional flow). Even with Saffman's approximation, Eq. (16) is new to deal with the Stokes/Darcy problem. Indeed, almost all the authors admit that the adhoc balance of forces in the normal direction on $\Sigma$ reads with no stress jump as :

$$
\begin{equation*}
\left(p^{f}-\mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}\right)\right)_{\mid \Sigma}=p_{\mid \Sigma}^{p}, \quad \text { i.e. also } \quad \mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}\right)_{\mid \Sigma}=\llbracket p \rrbracket_{\Sigma}, \tag{17}
\end{equation*}
$$

which leads to a different equation for the pressure jump by assuming so the continuity of the normal component of the stress vector on $\Sigma$. However, Eq. (17) is questionable from the physical point of view since it does not take account of the Darcy drag force for the transverse flow across the interface $\Sigma$ as in Eq. (16) with Darcy's law in $\Omega_{p}$, although this force has the same order of magnitude of the pressure force. Indeed, we have since $\beta_{n}=\mathcal{O}(1)$ :

$$
\llbracket p \rrbracket_{\Sigma}=\mathcal{O}\left(\mu \frac{V}{\sqrt{K}}\right), \quad \text { and } \quad \mu \frac{\beta_{n}}{\sqrt{K}} \boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=\mathcal{O}\left(\mu \beta_{n} \frac{V}{\sqrt{K}}\right) .
$$

Therefore, the last term of Darcy's drag is not a priori negligible and the two corresponding models are not physically compatible.

## 2. Stokes/Brinkman problem with Jump interface conditions

In this part, the Stokes/Brinkman coupled flow problem with the jump interface conditions (12) is proved to be globally well-posed in time.

### 2.1. Formulation of the problem and functional setting

The problem reads as below in the time-space domain $(0, T) \times \Omega$ for any $T>0$ :

$$
\left\{\begin{array}{rlrl}
\boldsymbol{\nabla} \cdot \boldsymbol{v} & =0 & \text { in }(0, T) \times \Omega_{f} \cup \Omega_{p},  \tag{18}\\
\rho \partial_{t} \boldsymbol{v}-\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} & =\rho \boldsymbol{f} & \text { in }(0, T) \times \Omega_{f}, \\
\rho \partial_{t} \boldsymbol{v}-\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\boldsymbol{v}, p)^{p}+\mu \boldsymbol{K}^{-1} \boldsymbol{v} & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{p}, \\
\boldsymbol{v} & =0 & & \text { on }(0, T) \times \Gamma, \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0} & & \text { in } \Omega,
\end{array}\right.
$$

where :

$$
\begin{gather*}
\boldsymbol{\sigma}(\boldsymbol{v}, p):=\widetilde{\mu} \nabla \boldsymbol{v}-p \boldsymbol{I}, \quad \text { with } \quad \phi^{f}:=1, \quad \widetilde{\mu}^{f}:=\mu, \quad \widetilde{\mu}^{p}:=\frac{\mu}{\phi}, \\
\left\{\begin{aligned}
& \llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0, \\
& \overline{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}_{\Sigma}} \cdot \boldsymbol{\tau}_{j}= \widetilde{\widetilde{\mu} \nabla \boldsymbol{v} \cdot \boldsymbol{n}_{\Sigma} \cdot \boldsymbol{\tau}_{j}=\mu \frac{\alpha}{\sqrt{K}} \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}, \quad 1 \leq j \leq d-1 \quad \text { on }(0, T) \times \Sigma .} \\
& \llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}=\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma},
\end{aligned}\right. \tag{19}
\end{gather*}
$$

We have basic assumptions on the data:
$\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right), \boldsymbol{v}_{0} \in \boldsymbol{H}, \widetilde{\mu}^{p} \in L^{\infty}\left(\Omega_{p}\right)$ and there exists $\mu_{m}>0$ such that $\widetilde{\mu}^{p}(x) \geq \mu_{m}>0$, for a.e. $x \in \Omega_{p}$, $\alpha \in L^{\infty}(\Sigma)$ with $\alpha_{M}:=\|\alpha\|_{L^{\infty}(\Sigma)}$ and there exists $\alpha_{m}>0$ such that $\alpha(x) \geq \alpha_{m}>0$, for a.e. $x \in \Sigma$. The
tensors $\boldsymbol{K}$ and $\boldsymbol{\beta}$ are supposed to be time-independent, symmetric, uniformly bounded and positive definite. Thus, there exist $k_{m}, \beta_{m}, k_{M}, \beta_{M}>0$ such that:

$$
\begin{aligned}
& \forall \xi \in \mathbb{R}^{d}, \quad k_{m}|\xi|^{2} \leq \boldsymbol{K}^{-1}(x) \xi \cdot \xi \leq k_{M}|\xi|^{2}, \quad \text { for a.e. } x \in \Omega_{p} \\
& \forall \xi \in \mathbb{R}^{d}, \quad \beta_{m}|\xi|^{2} \leq \boldsymbol{\beta}(x) \xi \cdot \xi \leq \beta_{M}|\xi|^{2}, \quad \text { for a.e. } x \in \Sigma
\end{aligned}
$$

where $|$.$| denotes the Euclidean norm in \mathbb{R}^{d}$.
With the condition $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$, it is clear that the mass continuity equation $\boldsymbol{\nabla} \cdot \boldsymbol{v}=0$ holds over the whole domain $\Omega$, as shown in Proposition 2.2.

Let us define the Hilbert space :

$$
\boldsymbol{W}:=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} ; \boldsymbol{\nabla} \cdot \boldsymbol{u}=0 \text { in } \Omega ; \boldsymbol{u}^{f} \in H^{1}\left(\Omega_{f}\right)^{d}, \boldsymbol{u}^{p} \in H^{1}\left(\Omega_{p}\right)^{d} ; \llbracket \boldsymbol{u} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0 ; \boldsymbol{u}_{\mid \Gamma}^{f}=0\right\}
$$

equipped with the natural inner product and associated hilbertian norm defined by :

$$
\|\boldsymbol{u}\|_{\boldsymbol{W}}^{2}:=\|\boldsymbol{u}\|_{0, \Omega}^{2}+\left\|\nabla \boldsymbol{u}^{f}\right\|_{0, \Omega_{f}}^{2}+\left\|\nabla \boldsymbol{u}^{p}\right\|_{0, \Omega_{p}}^{2}, \quad \forall \boldsymbol{u} \in \boldsymbol{W}
$$

In this way, the first condition $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$ in Eq. (19) is included in the space of solutions $\boldsymbol{W}$ as shown in Proposition 2.2 further.
A function $\boldsymbol{u} \in \boldsymbol{W}$ also satisfies using the Stokes theorem or Green formula: $\int_{\Sigma} \boldsymbol{u} \cdot \boldsymbol{n} \mathrm{d} s=\int_{\Omega_{p}} \boldsymbol{\nabla} \cdot \boldsymbol{u} \mathrm{~d} x=0$.
Let us consider the functional setting below identifying the dual space $\boldsymbol{H}^{\prime}$ to $\boldsymbol{H}$ :

$$
\boldsymbol{W} \hookrightarrow \boldsymbol{H} \simeq \boldsymbol{H}^{\prime} \hookrightarrow \boldsymbol{W}^{\prime}
$$

and observe that the continuous imbedding $\boldsymbol{W} \hookrightarrow \boldsymbol{H}$ is dense (and compact) since we have $\boldsymbol{V} \hookrightarrow \boldsymbol{W} \hookrightarrow \boldsymbol{H}$ and $\boldsymbol{V}$ is dense in $\boldsymbol{H}$, e.g. [64] or [19, Sect. IV.3.3].

## Remark 2.1 (On the weak sense for the traces of stress vectors on $\Sigma$ ).

Let us take $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{W})$ and $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ satisfying Eq. (18). Then we have for the stress tensor in $\Omega_{f}$ or $\Omega_{p}: \boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d \times d}\right), \boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d \times d}\right)$, such that: $\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \in$ $H^{-1}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ and $\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \in H^{-1}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)$. Since $\Sigma$ is a closed surface, the normal trace theorem in $\boldsymbol{H}_{\text {div }}\left(\Omega_{f}\right)$ or $\boldsymbol{H}_{\text {div }}\left(\Omega_{p}\right)$, e.g. [19, 35], ensures to define in a weak sense the traces $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in$ $H^{-1}\left(0, T ; H^{-1 / 2}(\Sigma)^{d}\right)$ and $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}_{\mid \Sigma} \in H^{-1}\left(0, T ; H^{-1 / 2}(\Sigma)^{d}\right)$ on both sides of $\Sigma$.

More precisely if $(\boldsymbol{v}, p)$ also verifies Eq. (19), since $\llbracket \boldsymbol{v} \rrbracket_{\Sigma}$ belongs to $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$ and $\alpha$ is a bounded


Similarly, since $\overline{\boldsymbol{v}}_{\Sigma}$ belongs to $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$, the last equation in (19) with $\boldsymbol{\beta}$ bounded on $\Sigma$ shows that $\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$.

Thus, with usual Green formula from Eq. (18), the integral terms on $\Gamma$ vanishing with the homogeneous Dirichlet boundary condition, we have for all $\varphi \in \boldsymbol{W}$ :

$$
\begin{aligned}
\rho\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}}+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\left\langle\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}, \boldsymbol{\varphi}^{f}\right\rangle_{-1 / 2, \Sigma}-\left\langle\boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}, \boldsymbol{\varphi}^{p}\right\rangle_{-1 / 2, \Sigma}=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x
\end{aligned}
$$

Now following [7], we use the key equality that holds for any bilinear form :

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}, \boldsymbol{\varphi}^{f}\right\rangle_{-1 / 2, \Sigma}-\left\langle\boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}, \boldsymbol{\varphi}^{p}\right\rangle_{-1 / 2, \Sigma}=\left\langle\overline{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}_{\Sigma}}, \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma}\right\rangle_{-1 / 2, \Sigma}+\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \overline{\boldsymbol{\varphi}}_{\Sigma}\right\rangle_{-1 / 2, \Sigma} \tag{20}
\end{equation*}
$$

This simple equality justifies the idea of looking for general jump interface conditions as equations giving both the stress vector jump $\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}$ and the stress vector mean $\overline{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}_{\Sigma}}$ on $\Sigma$ as early noticed in $[5,6]$ for scalar elliptic problems. Therefore, Eq. (18) admits the general weak form below :

$$
\begin{align*}
\rho\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}} & +\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\left\langle\overline{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}}_{\Sigma}, \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma}\right\rangle_{-1 / 2, \Sigma}+\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \overline{\boldsymbol{\varphi}}_{\Sigma}\right\rangle_{-1 / 2, \Sigma}=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x, \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} \tag{21}
\end{align*}
$$

Then, using the interface conditions (19) with $\llbracket \boldsymbol{\varphi} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$ to deal with the second interface condition, we get the weak form for all $\varphi \in \boldsymbol{W}$ :

$$
\begin{aligned}
\rho\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}} & +\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \sum_{j=1}^{d-1} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma} \llbracket \boldsymbol{\varphi} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x, \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{aligned}
$$

Since $\llbracket \boldsymbol{\varphi} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$ for all $\boldsymbol{\varphi} \in \boldsymbol{W}$, the fifth term also reads :

$$
\frac{\mu}{\sqrt{K}} \sum_{j=1}^{d-1} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma} \llbracket \boldsymbol{\varphi} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma} \mathrm{d} s=\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s
$$

Therefore, we propose the following weak formulation of Leray's type for the Stokes/Brinkman problem (18-19) with $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ using divergence-free test functions in $\boldsymbol{W}$.

Find $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{W})$ with $\boldsymbol{v}^{\prime}:=\frac{d \boldsymbol{v}}{d t} \in L^{2}\left(0, T ; \boldsymbol{W}^{\prime}\right)$ such that $\boldsymbol{v}(t=0)=\boldsymbol{v}_{0}$ in $\boldsymbol{H}$ and satisfying for all $\boldsymbol{\varphi} \in \boldsymbol{W}$ :

$$
\begin{align*}
\rho\left\langle\frac{d \boldsymbol{v}}{d t}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}}+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x  \tag{22}\\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{align*}
$$

### 2.2. Preliminary results

## Proposition 2.2 (Normal velocity jump on $\Sigma$ ).

Let us consider the configuration shown in Figure 1.
Let $\boldsymbol{v} \in L^{2}(\Omega)^{d}$ such that $\boldsymbol{\nabla} \cdot \boldsymbol{v}^{f}=0$ in $\Omega_{f}$ and $\boldsymbol{\nabla} \cdot \boldsymbol{v}^{p}=0$ in $\Omega_{p}$. Then $\boldsymbol{\nabla} \cdot \boldsymbol{v}=0$ over the whole domain $\Omega$ if and only if $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}:=\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}-\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}\right)=0$ on $\Sigma$.

Proof. By the normal trace theorem [35, Theorem 2.5] in $\boldsymbol{H}_{d i v}\left(\Omega_{f}\right)$ or $\boldsymbol{H}_{d i v}\left(\Omega_{p}\right) \boldsymbol{v}^{f}$ and $\boldsymbol{v}^{p}$ admit a normal trace on $\Sigma$ in $H^{-1 / 2}(\Sigma): \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$ and $\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}$, respectively. Since $\Sigma$ is a closed surface in $\mathbb{R}^{d-1}, \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$ from the
side of $\Omega_{f}$ is defined as the restriction of the linear and continuous form $\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \partial \Omega_{f}} \in H^{-1 / 2}\left(\partial \Omega_{f}\right)$ to functions in $H^{1 / 2}(\Sigma)$; see [40].

Then, for all $\phi \in H_{0}^{1}(\Omega)$, we have with Green's formula :

$$
\begin{aligned}
\langle\boldsymbol{\nabla} \cdot \boldsymbol{v}, \phi\rangle_{-1, \Omega} & =-\int_{\Omega} \boldsymbol{v} \cdot \nabla \phi \mathrm{d} x=-\int_{\Omega_{f}} \boldsymbol{v}^{f} \cdot \nabla \phi \mathrm{~d} x-\int_{\Omega_{p}} \boldsymbol{v}^{p} \cdot \nabla \phi \mathrm{~d} x \\
& =\left\langle\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}, \phi_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}-\left\langle\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}, \phi_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma} \\
& =\left\langle\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \phi_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}
\end{aligned}
$$

Now, let us observe that any function $\psi \in H^{1 / 2}(\Sigma)$ can be extended in $\Omega$ by a function $\phi \in H_{0}^{1}(\Omega)$. It suffices to take the solution $\phi \in H_{0}^{1}(\Omega)$ of the Dirichlet problem: $\Delta \phi=0$ in $\Omega_{f} \cup \Omega_{p}$ with $\phi_{\mid \Gamma}=0$ and $\phi_{\mid \Sigma}=\psi$. Then, the previous equality gives the desired result.

Let us recall the classical solvability result for a linear abstract parabolic problem [50].
Theorem 2.3 (J.-L. Lions' theorem for an abstract parabolic problem).
Let $H$ and $V \subset H$ be two Hilbert spaces such that the continuous imbedding $V \hookrightarrow H$ is dense and consider, by identifying $H$ and its dual space $H^{\prime}$, the functional setting :

$$
V \hookrightarrow H \simeq H^{\prime} \hookrightarrow V^{\prime}
$$

with $(., .)_{H}$ denoting the inner product in $H$ and $\|.\|_{H}$ the associated hilbertian norm.
For a.e. $t \in[0, T]$, let $a(t ; .,):. V \times V \rightarrow \mathbb{R}$ be a bilinear continuous and coercive form such that the function $t \mapsto a(t ; v, w)$ is mesurable for all $v, w \in V$ and thus:
i) $|a(t ; v, w)| \leq M\|v\|_{V}\|w\|_{V}, \quad$ for a.e. $t \in[0, T], \quad$ for all $v, w \in V$,
ii) $\quad|a(t ; v, v)| \geq \alpha\|v\|_{V}^{2}-\lambda\|v\|_{H}^{2}, \quad$ for a.e. $t \in[0, T], \quad$ for all $v \in V$,
where $\alpha>0, \lambda$ and $M$ are constants.
Then, for all $f \in L^{2}\left(0, T ; V^{\prime}\right)$ and $u_{0} \in H$, there exists a unique solution $u \in \mathcal{C}([0, T] ; H) \cap L^{2}(0, T ; V)$ with $u^{\prime} \in L^{2}\left(0, T ; V^{\prime}\right)$ verifying the weak problem

$$
\left\{\begin{aligned}
\left\langle\frac{d u}{d t}(t), v\right\rangle_{V^{\prime}, V}+a(t ; u(t), v) & =\langle f(t), v\rangle_{V^{\prime}, V} \quad \text { for a.e. } t \in[0, T], \quad \text { for all } v \in V \\
u(t=0) & =u_{0}
\end{aligned}\right.
$$

Proof. See [50, Chap. 3.4] or [31].
This can be proved using Nečas' generalization [53] of Lax-Milgram theorem when the solution space is different from the space of test functions, which is a consequence of the Open Mapping theorem and Closed Range theorem, both due to Banach [20, Sect. II.3].

In the proof of the theorem further, we shall also need the auxiliary result below.
Lemma 2.4 (Divergence-free extension for $\left.H^{1 / 2}(\Gamma)^{d}\right)$.
Let $\Omega \subset \mathbb{R}^{d}$ be a bounded Lipschitz domain, let $\Gamma:=\partial \Omega$ be its boundary and $\boldsymbol{n}$ the outward unit normal vector to $\Gamma$. Then for any $\boldsymbol{\psi} \in H^{1 / 2}(\Gamma)^{d}$, there exists a function $\boldsymbol{u} \in H^{1}(\Omega)^{d}$ such that $\boldsymbol{\nabla} \cdot \boldsymbol{u}=0$ in $\Omega$ and

$$
\boldsymbol{\psi}=\boldsymbol{u}_{\mid \Gamma}+\frac{1}{|\Gamma|}\left(\int_{\Gamma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}, \quad \text { where }|\Gamma| \text { is the }(d-1) \text { measure of } \Gamma .
$$

Proof. Since the boundary $\Gamma$ is Lipschitz continuous, the unit normal vector $\boldsymbol{n}$ on $\Gamma$ belongs to $H^{1 / 2}(\Gamma)^{d}$ [40] and verifies

$$
\int_{\Gamma} \boldsymbol{n} \cdot \boldsymbol{n} \mathrm{d} s=\int_{\Gamma}|\boldsymbol{n}|^{2} \mathrm{~d} s=|\Gamma| .
$$

Now for any $\boldsymbol{\psi} \in H^{1 / 2}(\Gamma)^{d}$, let us define $\widetilde{\boldsymbol{\psi}} \in H^{1 / 2}(\Gamma)^{d}$ by

$$
\widetilde{\boldsymbol{\psi}}:=\boldsymbol{\psi}-\frac{1}{|\Gamma|}\left(\int_{\Gamma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}, \quad \text { such that } \quad \int_{\Gamma} \widetilde{\boldsymbol{\psi}} \cdot \boldsymbol{n} \mathrm{d} s=0
$$

Then following [19, Proposition IV.5.2], there exists a solution $(\boldsymbol{u}, p) \in H^{1}(\Omega)^{d} \times L_{0}^{2}(\Omega)$ to the Stokes problem with non-homogeneous Dirichlet boundary condition :

$$
\left\{\begin{array}{rlrl}
-\Delta \boldsymbol{u}+\nabla p & =0, & & \text { in } \Omega, \\
\boldsymbol{\nabla} \cdot \boldsymbol{u}=0, & & \text { in } \Omega, \\
\boldsymbol{u}_{\mid \Gamma} & =\widetilde{\boldsymbol{\psi}}, & & \text { on } \Gamma .
\end{array}\right.
$$

This shows the desired result.

### 2.3. Main result of solvability for the Stokes/Brinkman problem

Then, we prove the following main result of solvability in this section.

## Theorem 2.5 (Global well-posedness in time of the Stokes/Brinkman problem).

For any $\boldsymbol{v}_{0} \in \boldsymbol{W}$ in addition to the basic assumptions on the data $\boldsymbol{f}, \widetilde{\mu}^{p}, \boldsymbol{K}, \alpha, \boldsymbol{\beta}$, there exists a unique solution $(\boldsymbol{v}, p)$ to the problem (18-19) such that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{W})$ with $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ and $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, which satisfies the weak form (22) and the energy equality below:

$$
\begin{align*}
\frac{\rho}{2}\|\boldsymbol{v}(t)\|_{0, \Omega}^{2}+\mu \int_{0}^{t} \int_{\Omega_{f}}|\nabla \boldsymbol{v}|^{2} \mathrm{~d} x \mathrm{~d} \tau & +\int_{0}^{t} \int_{\Omega_{p}} \widetilde{\mu}^{p}|\nabla \boldsymbol{v}|^{2} \mathrm{~d} x \mathrm{~d} \tau+\mu \int_{0}^{t} \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau \\
& +\frac{\mu}{\sqrt{K}} \int_{0}^{t} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \mathrm{d} s \mathrm{~d} \tau+\frac{\mu}{\sqrt{K}} \int_{0}^{t} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{v}}_{\Sigma} \mathrm{d} s \mathrm{~d} \tau  \tag{23}\\
& =\frac{\rho}{2}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega}^{2}+\rho \int_{0}^{t} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau, \quad \text { for all } t \in[0, T]
\end{align*}
$$

Moreover, there exists a function $q \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with each restriction $q^{f} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{f}\right)\right)$ and $q^{p} \in$ $L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right)\right)$ both defined uniquely up to an additive constant, such that the pressure field $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ is defined uniquely by :

$$
\begin{equation*}
p_{\mid \Omega_{f}}:=q^{f}+\frac{\Pi_{0}}{2}, \quad p_{\mid \Omega_{p}}:=q^{p}-\frac{\Pi_{0}}{2}, \quad \text { such that } \llbracket p-q \rrbracket_{\Sigma}=\Pi_{0}, \tag{24}
\end{equation*}
$$

where the constant quantity $\Pi_{0}$ is defined from $(\boldsymbol{v}, q)$ by :

$$
\begin{equation*}
\Pi_{0}:=\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \tag{25}
\end{equation*}
$$

Proof.
a) Existence and uniqueness of the weak solution $v$ to (22).

First, it is an easy matter to verify that the assumptions of Lions' Theorem 2.3 for abstract parabolic problems are satisfied with $\boldsymbol{v}_{0}$ only in $\boldsymbol{H}$. Indeed, Eq. (22) takes the general form :

$$
\left\langle\frac{d \boldsymbol{v}}{d t}(t), \boldsymbol{w}\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}}+a(\boldsymbol{v}(t), \boldsymbol{w})=(\boldsymbol{f}(t), \boldsymbol{w})_{\boldsymbol{H}} \quad \text { for a.e. } t \in[0, T], \quad \text { for all } \boldsymbol{w} \in \boldsymbol{W}
$$

The required continuity and coercivity over $\boldsymbol{W}$ of the bilinear form $a(.,$.$) corresponding to the elliptic operator in$ (22) are obtained with the basic assumptions on the data through standard calculations using Cauchy-Schwarz inequality, Poincaré inequality in $H_{0 \Gamma}^{1}\left(\Omega_{f}\right)^{d}$, and classical trace inequalities on $\Sigma$ for functions in $H^{1}\left(\Omega_{f}\right)^{d}$ or $H^{1}\left(\Omega_{p}\right)^{d}$.
This ensures the existence and uniqueness of the solution $\boldsymbol{v}$ to the weak problem (22).
Since the continuous imbedding $\boldsymbol{W} \hookrightarrow \boldsymbol{H}$ is dense with the identification of $\boldsymbol{H}$ and $\boldsymbol{H}^{\prime}$, with $\boldsymbol{v} \in L^{2}(0, T, \boldsymbol{W})$ with $\boldsymbol{v}^{\prime} \in L^{2}\left(0, T, \boldsymbol{W}^{\prime}\right)$, a classical application of Lions-Magenes theorem [50] ensures that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H})$ and

$$
\left\langle\frac{d \boldsymbol{v}}{d t}(t), \boldsymbol{v}(t)\right\rangle_{\boldsymbol{W}^{\prime}, \boldsymbol{W}}=\frac{1}{2} \frac{d}{d t}((\boldsymbol{v}(t), \boldsymbol{v}(t)))_{\boldsymbol{H}}=\frac{1}{2} \frac{d}{d t}\|\boldsymbol{v}(t)\|_{\boldsymbol{H}}^{2}, \quad \text { a.e. } \quad t \in[0, T]
$$

Since $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$, let us show that $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ with the initial condition $\boldsymbol{v}_{0} \in \boldsymbol{W}$. By choosing in (22) the test function $\boldsymbol{\varphi}=2 \boldsymbol{v}^{\prime}(t) \in \boldsymbol{W}$ for a.e. $\left.t \in\right] 0, T$, we have :

$$
\begin{aligned}
2 \rho\left\|\frac{d \boldsymbol{v}}{d t}(t)\right\|_{0, \Omega}^{2}+\mu \frac{d}{d t} \int_{\Omega_{f}}|\nabla \boldsymbol{v}(t)|^{2} \mathrm{~d} x & +\frac{d}{d t} \int_{\Omega_{p}} \widetilde{\mu}^{p}|\nabla \boldsymbol{v}(t)|^{2} \mathrm{~d} x+\mu \frac{d}{d t} \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}(t)\right) \cdot \boldsymbol{v}(t) \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \frac{d}{d t} \int_{\Sigma} \alpha \llbracket \boldsymbol{v}(t) \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{v}(t) \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \frac{d}{d t} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}(t)_{\Sigma}}\right) \cdot{\overline{\boldsymbol{v}}(t)_{\Sigma}} \mathrm{d} s \\
& =2 \rho \int_{\Omega} \boldsymbol{f}(t) \cdot \frac{d \boldsymbol{v}}{d t}(t) \mathrm{d} x
\end{aligned}
$$

The right-hand side term is bounded as below using the Cauchy-Schwarz inequality and the inequality $2 a b \leq$ $a^{2}+b^{2}$ for all $a, b \in \mathbb{R}$ :

$$
2 \rho\left|\int_{\Omega} \boldsymbol{f}(t) \cdot \frac{d \boldsymbol{v}}{d t}(t) \mathrm{d} x\right| \leq \rho\left\|\frac{d \boldsymbol{v}}{d t}(t)\right\|_{0, \Omega}^{2}+\rho\|\boldsymbol{f}(t)\|_{0, \Omega}^{2}
$$

Using this bound and integrating in time over $(0, t)$ for a.e. $t \in[0, T]$, it yields with the initial condition :

$$
\begin{align*}
\rho \int_{0}^{t}\left\|\frac{d \boldsymbol{v}}{d t}(\tau)\right\|_{0, \Omega}^{2} \mathrm{~d} \tau & +\mu \int_{\Omega_{f}}|\nabla \boldsymbol{v}(t)|^{2} \mathrm{~d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p}|\nabla \boldsymbol{v}(t)|^{2} \mathrm{~d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}(t)\right) \cdot \boldsymbol{v}(t) \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v}(t) \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{v}(t) \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta}{\overline{\boldsymbol{v}}(t)_{\Sigma}}\right) \cdot{\overline{\boldsymbol{v}}(t)_{\Sigma}} \mathrm{d} s \\
\leq & \mu\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{f}}^{2}+\left\|\widetilde{\mu}^{p}\right\|_{L^{\infty}\left(\Omega_{p}\right)}\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}+\mu k_{M}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}  \tag{26}\\
& +\frac{\mu \alpha_{M}}{\sqrt{K}}\left\|\llbracket \boldsymbol{v}_{0} \rrbracket_{\Sigma}\right\|_{0, \Sigma}^{2}+\frac{\mu \beta_{M}}{\sqrt{K}} \|{\overline{\boldsymbol{v}_{0}}\left\|_{0, \Sigma}+\rho \int_{0}^{2}\right\| \boldsymbol{f}(\tau) \|_{0, \Omega}^{2} \mathrm{~d} \tau,}^{\leq C\left(\Omega, \Omega_{f}, \Omega_{p}, T, \rho, \mu, \widetilde{\mu}^{p}, \boldsymbol{K}, \alpha, \boldsymbol{\beta}, \boldsymbol{v}_{0}, \boldsymbol{f}\right) .}
\end{align*}
$$

Then, the energy equality (23) is easily obtained by taking in (22) the test function $\boldsymbol{\varphi}=\boldsymbol{v}(t) \in \boldsymbol{W}$ and integrating in time over $(0, t)$ for all $t \in[0, T]$ with the initial condition.

## b) Interpretation of weak problem (22) and recovering the momentum equations.

In the last step of the proof, the weak velocity solution $\boldsymbol{v}$ must be shown to satisfy in some sense the momentum equations in (18) and the jump interface conditions Eq. (19). It requires to recover the pressure field $p$ by subdomains, either in $\Omega_{f}$ or in $\Omega_{p}$, as made in $[7,8]$ for the jump embedded boundary conditions similar to the present case. Another possibility is to use a mixed weak formulation with the Babuška-Brezzi inf-sup theory, e.g. [35]; see also [36,37] for related transmission problems.

By taking any $\varphi \in \boldsymbol{W}$ in (22) such that $\varphi^{p} \in H_{0}^{1}\left(\Omega_{p}\right)^{d}$ and $\varphi^{f}=0$, we have for a.e. $\left.t \in\right] 0, T[$ :

$$
\rho \int_{\Omega_{p}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \varphi \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x=\rho \int_{\Omega_{p}} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} x
$$

which gives by integration by parts :

$$
\rho \int_{\Omega_{p}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x-\int_{\Omega_{p}} \boldsymbol{\nabla} \cdot\left(\widetilde{\mu}^{p} \nabla \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x=\rho \int_{\Omega_{p}} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} x
$$

Applying De Rham's theorem $[19,64]$ in $\Omega_{p}$ since $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$, there exists $q^{p}(t) \in L_{0}^{2}\left(\Omega_{p}\right)$ which is unique since the domain $\Omega_{p}$ is connected, such that the equation below holds at least in the sense $H^{-1}\left(\Omega_{p}\right)^{d}$ for a.e. $\left.t \in\right] 0, T[$ :

$$
\rho \frac{\partial \boldsymbol{v}}{\partial t}-\nabla \cdot\left(\widetilde{\mu}^{p} \nabla \boldsymbol{v}\right)+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla q^{p}=\rho \boldsymbol{f}, \quad \text { in }(0, T) \times \Omega_{p}
$$

Thus, the Brinkman equation is satisfied in $(0, T) \times \Omega_{p}$.
Doing similarly by taking any $\boldsymbol{\varphi} \in \boldsymbol{W}$ in (22) such that $\varphi^{f} \in H_{0}^{1}\left(\Omega_{f}\right)^{d}$ and $\boldsymbol{\varphi}^{p}=0$, there exists $q^{f}(t) \in L_{0}^{2}\left(\Omega_{f}\right)$ which is unique since $\Omega_{f}$ is connected, such that the equation below holds at least in the sense $H^{-1}\left(\Omega_{f}\right)^{d}$ for a.e. $t \in] 0, T[$ :

$$
\rho \frac{\partial \boldsymbol{v}}{\partial t}-\mu \Delta \boldsymbol{v}+\nabla q^{f}=\rho \boldsymbol{f}, \quad \text { in }(0, T) \times \Omega_{f}
$$

and the Stokes equation is also verified in $(0, T) \times \Omega_{f}$. This defines the pressure field $q \in L^{2}\left(0, T ; L_{0}^{2}(\Omega)\right)$ by its restrictions $q^{f}$ over $\Omega_{f}$ and $q^{p}$ over $\Omega_{p}$, each defined uniquely up to an additive constant, and shows that $(\boldsymbol{v}, q)$ satisfies Eq. (18).

## c) Recovering the jump interface conditions and adjusting the pressure field $p$.

Let us now look for the jump interface conditions on $\Sigma$ following the ideas from [7]. From the definition of the space $\boldsymbol{W}$, we have already $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$.

First, we choose any test function $\boldsymbol{\varphi} \in \boldsymbol{W}$ such that $\overline{\boldsymbol{\varphi}}_{\Sigma} \cdot \boldsymbol{\tau}_{j}=0$, i.e. $\boldsymbol{\varphi}_{\mid \Sigma}^{f} \cdot \boldsymbol{\tau}_{j}=-\boldsymbol{\varphi}_{\mid \Sigma}^{p} \cdot \boldsymbol{\tau}_{j}$, for $1 \leq j \leq d-1$, and thus $\llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \cdot \boldsymbol{\tau}_{j}=-2 \varphi_{\mid \Sigma}^{p} \cdot \boldsymbol{\tau}_{j}$ and $\llbracket \boldsymbol{\varphi} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$. From one side, the weak form (22), we have for a.e. $\left.t \in\right] 0, T[$ :

$$
\begin{aligned}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& -\frac{2 \mu}{\sqrt{K}} \sum_{j=1}^{d-1} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma} \boldsymbol{\varphi}_{\mid \Sigma}^{p} \cdot \boldsymbol{\tau}_{j} \mathrm{~d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x .
\end{aligned}
$$

From the other side, using the set of now recovered equations (18) with the pressure field $q$ to form the weak problem with the same test function $\varphi$ as before, we have using Eq. (20) :

$$
\begin{aligned}
& \rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
&-2 \sum_{j=1}^{d-1}\left\langle\overline{\boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n}_{\Sigma}} \cdot \boldsymbol{\tau}_{j}, \boldsymbol{\varphi}_{\mid \Sigma}^{p} \cdot \boldsymbol{\tau}_{j}\right\rangle_{-1 / 2, \Sigma}=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x
\end{aligned}
$$

Then, by differencing the two previous equations considering the orthogonal components in the tangent plane to $\Sigma$, we get :

Let us now take any $\boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}$. By applying Lemma 2.4 in the domain $\Omega_{p}$, there exists $\boldsymbol{\varphi}^{p} \in H^{1}\left(\Omega_{p}\right)^{d}$ such that $\nabla \cdot \varphi^{p}=0$ in $\Omega_{p}$ and

$$
\boldsymbol{\psi}=\boldsymbol{\varphi}_{\mid \Sigma}^{p}+\frac{1}{|\Sigma|}\left(\int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}, \quad \text { where }|\Sigma| \text { is the }(d-1) \text { measure of } \Sigma .
$$

We have then : $\boldsymbol{\psi} \cdot \boldsymbol{\tau}_{j}=\boldsymbol{\varphi}_{\mid \Sigma}^{p} \cdot \boldsymbol{\tau}_{j}$ for all $1 \leq j \leq d-1$.
Hence, the previous equation also reads :

This means that

$$
{\overline{\boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n}_{\Sigma}}} \cdot \boldsymbol{\tau}_{j}=\frac{\mu}{\sqrt{K}} \alpha \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}, \quad \text { for all } 1 \leq j \leq d-1
$$

and ( $\boldsymbol{v}, q)$ satisfies the velocity jump interface condition in (19).
We proceed similarly to recover the last interface condition of stress jump in (19). We choose any test function $\varphi \in W$ such that $\llbracket \varphi \rrbracket_{\Sigma}=0$, i.e. $\varphi_{\mid \Sigma}^{f}=\varphi_{\mid \Sigma}^{p}=\boldsymbol{\varphi}_{\mid \Sigma}$ and thus $\bar{\varphi}_{\Sigma}=\boldsymbol{\varphi}_{\mid \Sigma}$. It means in fact that $\varphi$ is arbitrary in $\boldsymbol{V}$. From one side, since $\boldsymbol{v}$ verifies the weak form (22), we have for a.e. $t \in] 0, T[$ :

$$
\begin{aligned}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x
\end{aligned}
$$

From the other side, using the set of now recovered equations (18) with the pressure field $q$ to form the weak problem with the same test function $\boldsymbol{\varphi} \in \boldsymbol{V}$, we have using Eq. (20), $\llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma}=0$ and $\overline{\boldsymbol{\varphi}}_{\Sigma}=\boldsymbol{\varphi}_{\mid \Sigma}$ :

$$
\begin{aligned}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x
\end{aligned}
$$

Then, by differencing the two previous equations, we get :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}=\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma} \mathrm{d} s, \quad \text { for all } \boldsymbol{\varphi} \in \boldsymbol{V} .
$$

Since $\Sigma$ is a closed surface, this is also equivalent to :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}=0, \quad \text { for all } \boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d} ; \quad \nabla \cdot \boldsymbol{\varphi}=0 \text { in } \Omega_{p}
$$

Let us now take any $\boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}$. By applying Lemma 2.4 in the domain $\Omega_{p}$, there exists $\boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d}$ with $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$ in $\Omega_{p}$ such that

$$
\boldsymbol{\psi}=\boldsymbol{\varphi}_{\mid \Sigma}+\frac{1}{|\Sigma|}\left(\int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}, \quad \text { where }|\Sigma| \text { is the }(d-1) \text { measure of } \Sigma .
$$

Then it yields, the first term in the r.h.s. vanishing with the previous equation :

$$
\begin{aligned}
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma} & =\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma} \\
& +\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s \\
& =\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s, \quad \forall \boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d} .
\end{aligned}
$$

Defining the constant quantity $\Pi_{0}$ by

$$
\Pi_{0}:=\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma},
$$

we get :

$$
\begin{aligned}
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma} & =\Pi_{0} \int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s=\int_{\Sigma} \Pi_{0} \boldsymbol{n} \cdot \boldsymbol{\psi} \mathrm{~d} s \\
& =\left\langle\Pi_{0} \boldsymbol{n}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma}, \quad \forall \boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d} .
\end{aligned}
$$

Now, the pressure field $p$ in $\Omega$ can be defined as

$$
p_{\mid \Omega_{f}}:=q^{f}+\frac{\Pi_{0}}{2}, \quad p_{\mid \Omega_{p}}:=q^{p}-\frac{\Pi_{0}}{2}, \quad \text { such that } \llbracket p-q \rrbracket_{\Sigma}=\Pi_{0} .
$$

This is allowed because both $q^{f}$ and $q^{p}$ are defined up to an additive constant. By this way, we finally get :

$$
\begin{aligned}
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma} & =\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\Pi_{0} \boldsymbol{n}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma} \\
& =0, \quad \forall \boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d} .
\end{aligned}
$$

This means that

$$
\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}=\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}
$$

and $(\boldsymbol{v}, p)$ satisfies the stress jump interface condition in (19). Finally, since we have: $\overline{(p-q)}_{\Sigma}=0$, it is clear
that ( $\boldsymbol{v}, p$ ) also verifies the velocity jump interface condition in (19) as well as the Stokes/Brinkman equations (18), which concludes the proof.

## 3. STOKES/DARCY PROBLEM WITH JUMP INTERFACE CONDITIONS

In this part, the Stokes/Darcy coupled flow problem with the jump interface conditions (14) is proved to be globally well-posed in time following the idea in [8] by using the vanishing viscosity method and passing to the limit when $\widetilde{\mu}^{p} \rightarrow 0$ inside $\Omega_{p}$ in the Stokes/Brinkman problem (18-19). In [8], the analysis was briefly carried out for the steady flow with a similar set of jump embedded boundary conditions.

Hence, the problem reads as below in the time-space domain $(0, T) \times \Omega$ for any $T>0$ and all $\varepsilon>0$ :

$$
\left\{\begin{array}{rlrl}
\boldsymbol{\nabla} \cdot \boldsymbol{v}_{\varepsilon} & =0 & \text { in }(0, T) \times \Omega  \tag{27}\\
\rho \partial_{t} \boldsymbol{v}_{\varepsilon}-\nabla \cdot \boldsymbol{\sigma}\left(\boldsymbol{v}_{\varepsilon}, p_{\varepsilon}\right)^{f} & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{f} \\
\rho \partial_{t} \boldsymbol{v}_{\varepsilon}-\nabla \cdot \boldsymbol{\sigma}\left(\boldsymbol{v}_{\varepsilon}, p_{\varepsilon}\right)^{p}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}_{\varepsilon} & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{p} \\
\boldsymbol{v}_{\varepsilon} & =0 & & \text { on }(0, T) \times \Gamma \\
\boldsymbol{v}_{\varepsilon}(t=0) & =\boldsymbol{v}_{0} \in \boldsymbol{W} & \text { in } \Omega
\end{array}\right.
$$

where:

$$
\begin{gather*}
\boldsymbol{\sigma}\left(\boldsymbol{v}_{\varepsilon}, p_{\varepsilon}\right):=\widetilde{\mu} \nabla \boldsymbol{v}_{\varepsilon}-p_{\varepsilon} \boldsymbol{I}, \quad \text { with } \quad \phi^{f}:=1, \quad \widetilde{\mu}^{f}:=\mu, \quad \widetilde{\mu}^{p}:=\varepsilon, \\
\left\{\begin{array}{c}
\llbracket \boldsymbol{v}_{\varepsilon} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0, \\
\frac{\boldsymbol{\sigma}\left(\boldsymbol{v}_{\varepsilon}, p_{\varepsilon}\right) \cdot \boldsymbol{n}_{\Sigma}}{} \cdot \boldsymbol{\tau}_{j}=\overline{\widetilde{\mu} \nabla \boldsymbol{v}_{\varepsilon} \cdot \boldsymbol{n}_{\Sigma} \cdot \boldsymbol{\tau}_{j}=\mu \frac{\alpha}{\sqrt{K}} \llbracket \boldsymbol{v}_{\varepsilon} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}, \quad 1 \leq j \leq d-1 \quad \text { on } \quad(0, T) \times \Sigma .} \\
\llbracket \boldsymbol{\sigma}\left(\boldsymbol{v}_{\varepsilon}, p_{\varepsilon}\right) \cdot \boldsymbol{n} \rrbracket_{\Sigma}=\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\varepsilon} \Sigma
\end{array}\right. \tag{28}
\end{gather*}
$$

Using Eq. (22), since $\boldsymbol{v}_{\varepsilon}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ as soon as $\boldsymbol{v}_{0} \in \boldsymbol{W}$ from Section 2, the problem (27-28) admits the weak form below :

$$
\begin{align*}
\rho \int_{\Omega} \frac{d \boldsymbol{v}_{\varepsilon}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}_{\varepsilon}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\varepsilon \int_{\Omega_{p}} \nabla \boldsymbol{v}_{\varepsilon}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}_{\varepsilon}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v}_{\varepsilon} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\varepsilon}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x  \tag{29}\\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{align*}
$$

### 3.1. Uniform energy bounds and weak limits

By Theorem 2.5 with $\boldsymbol{v}_{0} \in \boldsymbol{W}$, the solution to (27-28) satisfies for all $\varepsilon>0: \boldsymbol{v}_{\varepsilon} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{W})$ with $\boldsymbol{v}_{\varepsilon}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$. From the energy equality (23), we have for all $t \in[0, T]$ using the basic assumptions on
the data and the Cauchy-Schwarz inequality in the right-hand side :

$$
\begin{aligned}
\frac{\rho}{2}\left\|\boldsymbol{v}_{\varepsilon}(t)\right\|_{0, \Omega}^{2}+\mu \int_{0}^{t}\left\|\nabla \boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{f}}^{2} \mathrm{~d} \tau & +\varepsilon \int_{0}^{t}\left\|\nabla \boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{p}}^{2} \mathrm{~d} \tau+\mu k_{m} \int_{0}^{t}\left\|\boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{p}}^{2} \mathrm{~d} \tau \\
& +\frac{\mu \alpha_{m}}{\sqrt{K}} \int_{0}^{t}\left\|\left[\boldsymbol{v}_{\varepsilon}\right]_{\Sigma}\right\|_{0, \Sigma}^{2} \mathrm{~d} \tau+\frac{\mu \beta_{m}}{\sqrt{K}} \int_{0}^{t}\left\|\overline{\boldsymbol{v}}_{\varepsilon} \Sigma\right\|_{0, \Sigma}^{2} \mathrm{~d} \tau \\
& \leq \frac{\rho}{2}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega}^{2}+\frac{\rho}{2} \int_{0}^{t}\|\boldsymbol{f}\|_{0, \Omega}^{2} \mathrm{~d} \tau+\frac{\rho}{2} \int_{0}^{t}\left\|\boldsymbol{v}_{\varepsilon}(\tau)\right\|_{0, \Omega}^{2} \mathrm{~d} \tau .
\end{aligned}
$$

Then applying the classical Gronwall lemma to deal with the last term in the right-hand side, we get the uniform energy estimate below :

$$
\begin{align*}
\frac{\rho}{2}\left\|\boldsymbol{v}_{\varepsilon}(t)\right\|_{0, \Omega}^{2}+\mu \int_{0}^{t}\left\|\nabla \boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{f}}^{2} \mathrm{~d} \tau & +\varepsilon \int_{0}^{t}\left\|\nabla \boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{p}}^{2} \mathrm{~d} \tau+\mu k_{m} \int_{0}^{t}\left\|\boldsymbol{v}_{\varepsilon}\right\|_{0, \Omega_{p}}^{2} \mathrm{~d} \tau \\
& +\frac{\mu \alpha_{m}}{\sqrt{K}} \int_{0}^{t} \|\left[\boldsymbol{v}_{\varepsilon} \rrbracket_{\Sigma}\left\|_{0, \Sigma}^{2} \mathrm{~d} \tau+\frac{\mu \beta_{m}}{\sqrt{K}} \int_{0}^{t}\right\| \overline{\boldsymbol{v}}_{\varepsilon \Sigma} \|_{0, \Sigma}^{2} \mathrm{~d} \tau\right.  \tag{30}\\
& \leq C_{0}\left(\Omega, T, \rho, \boldsymbol{v}_{0}, \boldsymbol{f}\right) .
\end{align*}
$$

Using (26) with $\varepsilon \leq 1$, we also get the uniform bound below for the time derivative for a.e. $t \in[0, T]$ :

$$
\begin{align*}
\rho \int_{0}^{t}\left\|\frac{d \boldsymbol{v}_{\varepsilon}}{d t}(\tau)\right\|_{0, \Omega}^{2} \mathrm{~d} \tau+\mu\left\|\nabla \boldsymbol{v}_{\varepsilon}(t)\right\|_{0, \Omega_{f}}^{2} & +\varepsilon\left\|\nabla \boldsymbol{v}_{\varepsilon}(t)\right\|_{0, \Omega_{p}}^{2}+\mu k_{m}\left\|\boldsymbol{v}_{\varepsilon}(t)\right\|_{0, \Omega_{p}}^{2} \\
& +\frac{\mu \alpha_{m}}{\sqrt{K}}\left\|\left[\boldsymbol{v}_{\varepsilon}(t)\right]_{\Sigma}\right\|_{0, \Sigma}^{2}+\frac{\mu \beta_{m}}{\sqrt{K}}\left\|\overline{\boldsymbol{v}_{\varepsilon}(t)_{\Sigma}}\right\|_{0, \Sigma}^{2} \\
\leq & \mu\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{f}}^{2}+\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}+\mu k_{M}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}  \tag{31}\\
& +\frac{\mu \alpha_{M}}{\sqrt{K}}\| \| \boldsymbol{v}_{0} \rrbracket_{\Sigma}\left\|_{0, \Sigma}^{2}+\frac{\mu \beta_{M}}{\sqrt{K}}\right\| \overline{\boldsymbol{v}_{0 \Sigma}}\left\|_{0, \Sigma}^{2}+\rho \int_{0}^{t}\right\| \boldsymbol{f}(\tau) \|_{0, \Omega}^{2} \mathrm{~d} \tau, \\
& \leq C_{1}\left(\Omega, \Omega_{f}, \Omega_{p}, T, \rho, \mu, \boldsymbol{K}, \alpha, \boldsymbol{\beta}, \boldsymbol{v}_{0}, \boldsymbol{f}\right) .
\end{align*}
$$

Hence, applying Banach compactness theorem for the weak topologies, see e.g. [20, Chap. III], with the uniform bounds given in (30-31), there exists $\boldsymbol{v} \in L^{\infty}(0, T ; \boldsymbol{H})$ with $\boldsymbol{v}^{f} \in L^{2}\left(0, T ; H_{0 \Gamma}^{1}\left(\Omega_{f}\right)^{d}\right)$ verifying $\boldsymbol{v}_{\mid \Gamma}^{f}=0$ a.e. in $(0, T)$ and $\frac{d \boldsymbol{v}}{d t} \in L^{2}(0, T ; \boldsymbol{H})$, and there exists $\widetilde{\boldsymbol{v}} \in L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right)$ with $\boldsymbol{h}:=\nabla \widetilde{\boldsymbol{v}}^{p} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d \times d}\right)$ such that, up to some subsequences, we have the weak limits below when $\varepsilon \rightarrow 0$ :
a) - $\boldsymbol{v}_{\varepsilon} \rightharpoonup \boldsymbol{v}$ in $L^{\infty}(0, T ; \boldsymbol{H})$ weak $\star$, and in $L^{2}(0, T ; \boldsymbol{H})$ weak,
b) - $\nabla \boldsymbol{v}_{\varepsilon}^{f} \rightharpoonup \nabla \boldsymbol{v}^{f}$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d \times d}\right)$ weak,
c) - $\sqrt{\varepsilon} \nabla \boldsymbol{v}_{\varepsilon}^{p} \rightharpoonup \boldsymbol{h}:=\nabla \widetilde{\boldsymbol{v}}^{p}$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d \times d}\right)$ weak,
d) - $\frac{d \boldsymbol{v}_{\varepsilon}}{d t} \rightharpoonup \frac{d \boldsymbol{v}}{d t}$ in $L^{2}(0, T ; \boldsymbol{H})$ weak.

In the two first points $a$ ) and $b$ ) above, the same limit $\boldsymbol{v}$ is recovered since the weak convergence implies the convergence of $\boldsymbol{v}_{\varepsilon}$ in the distribution sense in $\mathcal{D}(] 0, T[\times \Omega)^{\prime}$ and thus, the limit being unique, the same limit is reached. For the fourth point $d$ ), it is also true because the time derivative operator is continuous in the distribution sense.

Besides, using Aubin-Lions compactness theorem [49, Chap. 1] since the continuous injection $H^{1}\left(\Omega_{f}\right) \hookrightarrow L^{2}\left(\Omega_{f}\right)$ is compact by Rellich's theorem, the sequence $\left(\boldsymbol{v}_{\varepsilon}^{f}\right)_{\varepsilon>0}$ converges strongly to $\boldsymbol{v}^{f}$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$.

In particular, $\boldsymbol{v}_{0}=\boldsymbol{v}_{\varepsilon}(0) \rightarrow \boldsymbol{v}(0)$ in $\boldsymbol{W}^{\prime}$ strongly when $\varepsilon \rightarrow 0$. But the sequence $\boldsymbol{v}_{\varepsilon}(0)$ also converges weakly in $\boldsymbol{H}$ and thus in $\boldsymbol{W}^{\prime}$ towards a limit which is $\boldsymbol{v}_{0}$ with the initial condition in (27). By uniqueness of the limit in $\boldsymbol{W}^{\prime}$, we get that: $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$, i.e. the limit solution satisfies the desired initial condition.

Now concerning the velocity traces on $\Sigma$, since $\boldsymbol{v}_{\varepsilon}^{f}$ converges weakly towards $\boldsymbol{v}^{f}$ in $L^{2}\left(0, T ; H^{1}\left(\Omega_{f}\right)^{d}\right)$, we have from the trace continuity on $\Sigma$ :
$e) \bullet \quad \boldsymbol{v}_{\varepsilon \mid \Sigma}^{f} \rightharpoonup \boldsymbol{v}_{\mid \Sigma}^{f}$ in $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$ weak, and thus also in $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ weak.
Then, from the uniform bounds in (30), both $\llbracket \boldsymbol{v}_{\varepsilon} \rrbracket_{\Sigma}$ and $\overline{\boldsymbol{v}_{\varepsilon}}$ admit a weak limit in $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$. Hence, there exists $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ such that :
$f) \bullet \llbracket \boldsymbol{v}_{\varepsilon} \rrbracket_{\Sigma} \rightharpoonup \llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star}:=\left(\boldsymbol{v}_{\mid \Sigma}^{f}-\boldsymbol{v}_{\Sigma}^{\star}\right)$ in $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ weak,
$g) \bullet \quad \overline{\boldsymbol{v}_{\varepsilon}}{ }^{2} \rightharpoonup \overline{\boldsymbol{v}}_{\Sigma}^{\star}:=\left(\boldsymbol{v}_{\mid \Sigma}^{f}+\boldsymbol{v}_{\Sigma}^{\star}\right) / 2$ in $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ weak,
$h) \bullet \quad 0=\llbracket \boldsymbol{v}_{\varepsilon} \cdot \boldsymbol{n} \rrbracket_{\Sigma} \rightharpoonup 0=\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}:=\left(\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}-\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}\right)$ weak,
 since $\boldsymbol{v}^{p}(t) \in \boldsymbol{H}_{d i v}\left(\Omega_{p}\right)$ and then admits a normal trace in a weak sense $\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; H^{-1 / 2}(\Sigma)\right)$. Thus we have in fact: $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$ and belongs to $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$.

### 3.2. Limit problem and interpretation

Since the problem is linear and the coefficients of the data being bounded functions, it is classical that the previous weak limits are sufficient to take the limit of (29) when $\varepsilon \rightarrow 0$. Therefore, we get that $\boldsymbol{v} \in L^{\infty}(0, T ; \boldsymbol{H})$ with $\boldsymbol{v}^{f} \in L^{2}\left(0, T ; H_{0 \Gamma}^{1}\left(\Omega_{f}\right)^{d}\right)$ and $\frac{d \boldsymbol{v}}{d t} \in L^{2}(0, T ; \boldsymbol{H})$ and such that $\boldsymbol{v}(0)=\boldsymbol{v}_{0}$ in $\boldsymbol{H}$ satisfies the following limit weak problem :

$$
\begin{align*}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x  \tag{32}\\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W}
\end{align*}
$$

Let us now interpret the limit weak problem (32). Proceeding similarly as in the proof of Theorem 2.5 by using De Rham's theorem in $\Omega_{f}$ and in $\Omega_{p}$, there exists a function $q \in L^{2}\left(0, T ; L_{0}^{2}(\Omega)\right)$ with each restriction $q^{f} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{f}\right)\right)$ and $q^{p} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right)\right)$ both defined uniquely up to an additive constant, such that $\boldsymbol{v}$ satisfies the Stokes or Darcy equations in $\Omega_{f}$ or $\Omega_{p}$, respectively :

$$
\begin{aligned}
\nabla \cdot \boldsymbol{v} & =0, & & \text { in }(0, T) \times \Omega \\
\rho \frac{\partial \boldsymbol{v}}{\partial t}-\mu \Delta \boldsymbol{v}+\nabla q^{f} & =\rho \boldsymbol{f}, & & \text { in }(0, T) \times \Omega_{f} \\
\rho \frac{\partial \boldsymbol{v}}{\partial t}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla q^{p} & =\rho \boldsymbol{f}, & & \text { in }(0, T) \times \Omega_{p}
\end{aligned}
$$

Moreover, from the regularity of the terms in the last Darcy equation, it is clear that $\nabla q^{p} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)$ and thus $q^{p} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right) \cap H^{1}\left(\Omega_{p}\right)\right)$.

Let us look for the jump interface conditions on $\Sigma$ since we have seen that $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$. For that, it is interesting to observe that the above Stokes/Darcy equations still admit a general weak form (21) with test functions in $\boldsymbol{W}$ by replacing the former Brinkman's stress vector by Darcy's one which reads :

$$
\boldsymbol{\sigma}(\boldsymbol{v}, q)^{p} \cdot \boldsymbol{n}_{\mid \Sigma}:=-q_{\mid \Sigma}^{p} \boldsymbol{n}
$$

which makes sense since $q^{p}$ has a trace on $\Sigma$ in $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$. This amounts to formally take $\widetilde{\mu}^{p}=0$ in the previous study of the Stokes/Brinkman problem in Section 2.

Therefore, still following the proof of Theorem 2.5, if we compare the limit weak problem (32) to the general weak form (21) now for the Stokes/Darcy equations, both the velocity jump and stress jump interface conditions are recovered by using Lemma 2.4. More precisely, we get :

$$
\begin{aligned}
& \overline{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}_{\Sigma} \cdot \boldsymbol{\tau}_{j}}=\frac{\mu}{\sqrt{K}} \alpha \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}^{\star}, \quad \text { for all } 1 \leq j \leq d-1 \\
& \llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}=\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}
\end{aligned}
$$

where the pressure field $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ such that $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$ is defined from $(\boldsymbol{v}, q)$ by :

$$
\begin{aligned}
p_{\mid \Omega_{f}}:= & q^{f}+\frac{\Pi_{0}}{2}, \quad p_{\mid \Omega_{p}}:=q^{p}-\frac{\Pi_{0}}{2}, \quad \text { such that } \llbracket p-q \rrbracket_{\Sigma}=\Pi_{0} \\
& \text { with the constant: } \quad \Pi_{0}:=\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma}
\end{aligned}
$$

Considering the regularity of the different terms in these interface conditions, it is clear that the Stokes stress vector gains an extra regularity and we have here: $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma}:=\left(\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}-p^{f} \boldsymbol{n}\right)_{\mid \Sigma} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$, since $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}_{\mid \Sigma}:=-p_{\mid \Sigma}^{p} \boldsymbol{n} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ and the same for the other term in $\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}$.

### 3.3. Main result of solvability for the Stokes/Darcy problem

By gathering the results that are shown above in Sections 3.1 and 3.2, let us consider the Stokes/Darcy coupled problem below in the time-space domain $(0, T) \times \Omega$ :

$$
\begin{align*}
& \left\{\begin{array}{rlr}
\nabla \cdot \boldsymbol{v} & =0 & \\
\text { in }(0, T) \times \Omega, \\
\rho \partial_{t} \boldsymbol{v}-\mu \Delta \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & \\
\text { in }(0, T) \times \Omega_{f}, \\
\rho \partial_{t} \boldsymbol{v}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & \\
\text { in }(0, T) \times \Omega_{p}, \\
\boldsymbol{v} & =0 & \\
\text { on }(0, T) \times \Gamma, \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0} &
\end{array}\right.  \tag{33}\\
& \left\{\begin{aligned}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma} & =0, \\
\frac{\boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n}_{\Sigma}}{} \cdot \boldsymbol{\tau}_{j}:=\frac{1}{2} \mu \partial_{n}\left(\boldsymbol{v}^{f} \cdot \boldsymbol{\tau}_{j}\right)_{\mid \Sigma} & =\mu \frac{\alpha}{\sqrt{K}} \llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}^{\star}, \quad 1 \leq j \leq d-1 \quad \text { on }(0, T) \times \Sigma . \\
\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}:=\left(\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}-p^{f} \boldsymbol{n}\right)_{\mid \Sigma}+p_{\mid \Sigma}^{p} \boldsymbol{n} & =\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star},
\end{aligned}\right. \tag{34}
\end{align*}
$$

where the function $\boldsymbol{v}_{\Sigma}^{\star}$ is precised in the sequel and :

$$
\left\{\begin{aligned}
\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma} & :=\left(\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}-p^{f} \boldsymbol{n}\right)_{\mid \Sigma}, \quad \text { and } \quad \boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}_{\mid \Sigma}:=-p_{\mid \Sigma}^{p} \boldsymbol{n} \\
\llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star} & :=\boldsymbol{v}_{\mid \Sigma}^{f}-\boldsymbol{v}_{\Sigma}^{\star}, \quad \text { and } \quad \overline{\boldsymbol{v}}_{\Sigma}^{\star}:=\frac{1}{2}\left(\boldsymbol{v}_{\mid \Sigma}^{f}+\boldsymbol{v}_{\Sigma}^{\star}\right) \\
\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n} & =\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} .
\end{aligned}\right.
$$

Let us define the Hilbert space :

$$
\boldsymbol{U}:=\left\{\boldsymbol{u} \in L^{2}(\Omega)^{d} ; \boldsymbol{\nabla} \cdot \boldsymbol{u}=0 \text { in } \Omega ; \boldsymbol{u}^{f} \in H^{1}\left(\Omega_{f}\right)^{d} ; \llbracket \boldsymbol{u} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0 ; \boldsymbol{u}_{\mid \Gamma}^{f}=0\right\}
$$

equipped with the natural inner product and associated hilbertian norm defined by :

$$
\|\boldsymbol{u}\|_{\boldsymbol{U}}^{2}:=\|\boldsymbol{u}\|_{0, \Omega}^{2}+\left\|\nabla \boldsymbol{u}^{f}\right\|_{0, \Omega_{f}}^{2}, \quad \forall \boldsymbol{u} \in \boldsymbol{U}
$$

The first condition $\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma}=0$ in Eq. (34) remains included in the solution space $\boldsymbol{U}$ using Proposition 2.2.
A function $\boldsymbol{u} \in \boldsymbol{U}$ also satisfies using the Stokes theorem or Green formula: $\int_{\Sigma} \boldsymbol{u} \cdot \boldsymbol{n} \mathrm{d} s=\int_{\Omega_{f}} \boldsymbol{\nabla} \cdot \boldsymbol{u} \mathrm{~d} x=0$.
Let us consider the functional setting below identifying the dual space $\boldsymbol{H}^{\prime}$ to $\boldsymbol{H}$ :

$$
\boldsymbol{W} \hookrightarrow \boldsymbol{U} \hookrightarrow \boldsymbol{H} \simeq \boldsymbol{H}^{\prime} \hookrightarrow \boldsymbol{U}^{\prime} \hookrightarrow \boldsymbol{W}^{\prime}
$$

and observe that the continuous imbedding $\boldsymbol{U} \hookrightarrow \boldsymbol{H}$ is dense since we have $\boldsymbol{V} \hookrightarrow \boldsymbol{W} \hookrightarrow \boldsymbol{U} \hookrightarrow \boldsymbol{H}$ and $\boldsymbol{V}$ is dense in $\boldsymbol{H}$, e.g. [19, Sect. IV.3.3].

Using the previous results, we propose the following weak formulation for the Stokes/Darcy problem (33-34) with $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ using divergence-free test functions in $\boldsymbol{W}$.

Find $\left(\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}\right)$ such that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{U})$ with $\boldsymbol{v}^{\prime}:=\frac{d \boldsymbol{v}}{d t} \in L^{2}(0, T ; \boldsymbol{H})$ and $\boldsymbol{v}(t=0)=\boldsymbol{v}_{0}$ in $\boldsymbol{W}$, and $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ such that $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$, that satisfy for all $\boldsymbol{\varphi} \in \boldsymbol{W}$ :

$$
\begin{align*}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x  \tag{35}\\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W}
\end{align*}
$$

Then, we prove the following main result of solvability in this Section 3.

## Theorem 3.1 (Global well-posedness in time of the Stokes/Darcy problem).

Let $\boldsymbol{v}_{0} \in \boldsymbol{W}$ in addition to the basic assumptions on the data $\boldsymbol{f}, \boldsymbol{K}, \alpha, \boldsymbol{\beta}$. Then, there exists a solution $\left(\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}, p\right)$ to the problem (33-34) and verifying the weak form (35) such that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{U})$ with $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$, $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ depends linearly on $\boldsymbol{v}$, with $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$ in $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$, and $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$.

Moreover, for any given solution $\boldsymbol{v} \in E:=\left\{\boldsymbol{u} \in L^{2}(0, T ; \boldsymbol{U}) ; \boldsymbol{u}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})\right\}$, the function $\boldsymbol{v}_{\Sigma}^{\star}$ and pressure $p$ are unique and characterized as follows.
i) The operator $\mathcal{T}: E \longrightarrow L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ which maps $\boldsymbol{v} \longmapsto \boldsymbol{v}_{\Sigma}^{\star}$ such that ( $\left.\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}\right)$ satisfies (35) with $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$, is linear and injective.
ii) As soon as the tangential trace $\boldsymbol{v}^{p} \wedge \boldsymbol{n}_{\mid \Sigma}$ of the Darcy velocity can be defined at least in a weak sense, then we have: $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$, and $(\boldsymbol{v}, p)$ is solution to the problem (33-34) verifying (35) with $\llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star}=\llbracket \boldsymbol{v} \rrbracket_{\Sigma}$ and $\overline{\boldsymbol{v}}_{\Sigma}^{\star}=\overline{\boldsymbol{v}}_{\Sigma}$.
iii) There exists a function $q \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with each restriction $q^{f} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{f}\right)\right)$ and $q^{p} \in$ $L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right) \cap H^{1}\left(\Omega_{p}\right)\right)$ both defined uniquely up to an additive constant, such that the pressure field $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$ is defined uniquely by :

$$
\begin{equation*}
p_{\mid \Omega_{f}}:=q^{f}+\frac{\Pi_{0}}{2}, \quad p_{\mid \Omega_{p}}:=q^{p}-\frac{\Pi_{0}}{2}, \quad \text { such that } \llbracket p-q \rrbracket_{\Sigma}=\Pi_{0}, \tag{36}
\end{equation*}
$$

with $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$, where the constant quantity $\Pi_{0}$ is defined from $(\boldsymbol{v}, q)$ by :

$$
\begin{equation*}
\Pi_{0}:=\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{\sqrt{K}} \boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}^{\star}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \tag{37}
\end{equation*}
$$

Furthermore, if the Darcy velocity verifies $\boldsymbol{v}^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)^{d}\right)$, then $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$, and the solution $(\boldsymbol{v}, p)$ to the problem (33-34) with $\llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star}=\llbracket \boldsymbol{v} \rrbracket_{\Sigma}$ and $\overline{\boldsymbol{v}}_{\Sigma}^{\star}=\overline{\boldsymbol{v}}_{\Sigma}$ is unique and satisfies the energy equality below :

$$
\begin{align*}
\frac{\rho}{2}\|\boldsymbol{v}(t)\|_{0, \Omega}^{2}+\mu \int_{0}^{t} \int_{\Omega_{f}}|\nabla \boldsymbol{v}|^{2} \mathrm{~d} x \mathrm{~d} \tau & +\mu \int_{0}^{t} \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau \\
& +\frac{\mu}{\sqrt{K}} \int_{0}^{t} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \mathrm{d} s \mathrm{~d} \tau+\frac{\mu}{\sqrt{K}} \int_{0}^{t} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{v}}_{\Sigma} \mathrm{d} s \mathrm{~d} \tau  \tag{38}\\
& =\frac{\rho}{2}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega}^{2}+\rho \int_{0}^{t} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau, \quad \text { for all } t \in[0, T]
\end{align*}
$$

Proof. Summarizing the results shown in Sections 3.1 and 3.2 , the existence of the solution $\left(\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}, p\right)$ to the problem (33-34) and satisfying the weak form (35) is proved such that $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{U})$ with $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$. This ensures that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H})$ by applying Lions-Magenes theorem since the continuous imbedding $\boldsymbol{U} \hookrightarrow \boldsymbol{H}$ is dense because $\boldsymbol{V} \hookrightarrow \boldsymbol{U} \hookrightarrow \boldsymbol{H}$ and $\boldsymbol{V}$ is dense in $\boldsymbol{H}$.

We have also shown the existence of $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$. Moreover, as soon as the tangential trace $\boldsymbol{v}^{p} \wedge \boldsymbol{n}_{\mid \Sigma}$ of the Darcy velocity can be defined at least in a weak sense, e.g. in $H^{-1 / 2}(\Sigma)^{d}$ when $\boldsymbol{v}^{p} \in \boldsymbol{H}_{\text {rot }}\left(\Omega_{p}\right)$, then we know from the points $e), f), g$ ), $h$ ) in Section 3.1 that $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ and both $\llbracket \boldsymbol{v} \rrbracket_{\Sigma}, \overline{\boldsymbol{v}}_{\Sigma}$ belong to $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ because $\boldsymbol{v}_{\mid \Sigma}^{f} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$.

Furthermore, the pressure field $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$ defined by (36-37) was also proved to be unique as soon as a velocity solution ( $\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}$ ) to Eq. (35) is given.

Hence, its remains to characterize more precisely the function $\boldsymbol{v}_{\Sigma}^{\star}$ with respect to $\boldsymbol{v}$, and if $\boldsymbol{v}^{p}(t) \in H^{1}\left(\Omega_{p}\right)^{d}$ for a.e. $t \in[0, T]$ and thus $\boldsymbol{v}_{\Sigma}^{\star}(t)=\boldsymbol{v}_{\mid \Sigma}^{p}(t) \in H^{1 / 2}(\Sigma)^{d}$, to prove the energy equality (38) that leads to the uniqueness of the velocity field $\boldsymbol{v}$ as an easy consequence.
a) Characterization of the function $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$.

We have already shown that $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ verifies $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$.
Let us show that $\boldsymbol{v}_{\Sigma}^{\star}$ depends only on the Stokes/Darcy velocity field $\boldsymbol{v}$, i.e. if a solution $\left(\boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}\right)$ to the weak problem (35) is given, then $\boldsymbol{v}_{\Sigma}^{\star}$ associated to $\boldsymbol{v}$ is unique.
Suppose that there exist two functions $\boldsymbol{u}_{\Sigma}^{\star}$ and $\boldsymbol{v}_{\Sigma}^{\star}$ verifying both (35) with to the same field $\boldsymbol{v}$ and the same data, knowing that $\boldsymbol{u}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$. By differencing these two linear equations, we have for
a.e. $t \in] 0, T[$ :

$$
\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{2 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta}\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right)\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=0, \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W}
$$

In particular, for any test function $\boldsymbol{\varphi} \in \boldsymbol{W}$ such that $\overline{\boldsymbol{\varphi}}_{\Sigma}=0$ and so $\llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma}=-2 \boldsymbol{\varphi}_{\mid \Sigma}^{p}$, we have :

$$
\int_{\Sigma} \alpha\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma}^{p} \mathrm{~d} s=0
$$

which means, using the fact that $\Sigma$ is a closed surface, that

$$
\int_{\Sigma} \alpha\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma} \mathrm{d} s=0, \quad \forall \boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d} ; \quad \nabla \cdot \boldsymbol{\varphi}=0 \text { in } \Omega_{p}
$$

Applying now Lemma 2.4 in $\Omega_{p}$, for any $\boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}$, there exists $\boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d}$ with $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$ in $\Omega_{p}$ such that

$$
\boldsymbol{\psi}=\boldsymbol{\varphi}_{\mid \Sigma}+\frac{1}{|\Sigma|}\left(\int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}
$$

Using this in the previous equation with $\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \boldsymbol{n}=0$, it yields

$$
\begin{aligned}
\int_{\Sigma} \alpha\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \boldsymbol{\psi} \mathrm{d} s & =\frac{1}{|\Sigma|}\left(\int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \int_{\Sigma} \alpha\left(\boldsymbol{u}_{\Sigma}^{\star}-\boldsymbol{v}_{\Sigma}^{\star}\right) \cdot \boldsymbol{n} \mathrm{d} s \\
& =0, \quad \forall \boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}
\end{aligned}
$$

Thus we get the desired result: $\boldsymbol{u}_{\Sigma}^{\star}=\boldsymbol{v}_{\Sigma}^{\star}$.
This allows us to define the mapping :

$$
\mathcal{T}:\left\{\begin{aligned}
E:=\left\{\boldsymbol{u} \in L^{2}(0, T ; \boldsymbol{U}) ; \boldsymbol{u}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})\right\} & \longrightarrow & L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right) \\
\boldsymbol{v} & \longmapsto & \boldsymbol{v}_{\Sigma}^{\star},
\end{aligned} \quad \text { with ( } \boldsymbol{v}, \boldsymbol{v}_{\Sigma}^{\star}\right) \text { satisfying (35). }
$$

By proceeding as above, it is clear that the application $\mathcal{T}$ is linear.
Let us show that the operator $\mathcal{T}$ is injective by considering $\boldsymbol{v} \in E$ satisfying (35) with $\mathcal{T}(\boldsymbol{v})=\boldsymbol{v}_{\Sigma}^{\star}=0$ and thus $\boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=0$, together with null data $\boldsymbol{f}=0$ and $\boldsymbol{v}_{0}=0$. Then $\boldsymbol{v}$ verifies from (35) :

$$
\begin{aligned}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \boldsymbol{v}_{\mid \Sigma}^{f} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{2 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=0 \\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W}
\end{aligned}
$$

In particular, by taking $\boldsymbol{\varphi} \in \boldsymbol{W}$ such that $\boldsymbol{\varphi}^{f}=\boldsymbol{v}^{f}(t) \in H_{0 \Gamma}^{1}\left(\Omega_{f}\right)$ with $\boldsymbol{\nabla} \cdot \boldsymbol{v}^{f}=0$ and $\boldsymbol{\varphi}^{p}=0$, we have for a.e. $t \in] 0, T[:$

$$
\frac{\rho}{2} \frac{d}{d t} \int_{\Omega_{f}}\left|\boldsymbol{v}^{f}\right|^{2} \mathrm{~d} x+\mu \int_{\Omega_{f}}\left|\nabla \boldsymbol{v}^{f}\right|^{2} \mathrm{~d} x+\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \boldsymbol{v}_{\mid \Sigma}^{f} \cdot \boldsymbol{v}_{\mid \Sigma}^{f} \mathrm{~d} s+\frac{\mu}{4 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}\right) \cdot \boldsymbol{v}_{\mid \Sigma}^{f} \mathrm{~d} s=0
$$

By integrating in time over $(0, t)$ for all $t \in[0, T]$ with the initial condition $\boldsymbol{v}_{0}=0$, it yields: $\boldsymbol{v}^{f}=0$. Now $\boldsymbol{v}^{p}$ verifies :

$$
\left.\rho \int_{\Omega_{p}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x=0, \quad \text { for a.e. } t \in\right] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
$$

Here, it is not allowed to take directly $\boldsymbol{\varphi}=\boldsymbol{v}^{p}(t)$ because $\boldsymbol{v}^{p}(t) \in L^{2}\left(\Omega_{p}\right)^{d}$ does not belong a priori to $H^{1}\left(\Omega_{p}\right)^{d}$. Nevertheless, by interpreting the above problem with any $\varphi \in H_{0}^{1}\left(\Omega_{p}\right)^{d}$ such that $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$ in $\Omega_{p}$ and applying De Rham's theorem, it yields that $\boldsymbol{v}^{p}$ is solution of the Darcy problem below :

$$
\left\{\begin{array}{rlrl}
\rho \partial_{t} \boldsymbol{v}^{p}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}^{p}+\nabla p=0, & \text { in }(0, T) \times \Omega_{p} \\
\boldsymbol{\nabla} \cdot \boldsymbol{v}^{p}=0, & \text { in }(0, T) \times \Omega_{p} \\
\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=0, & \text { on }(0, T) \times \partial \Omega_{p} \\
\boldsymbol{v}^{p}(t=0)=0, & & \text { in } \Omega_{p}
\end{array}\right.
$$

Then it is clear solving this problem that the unique solution is $\boldsymbol{v}^{p}=0$. Hence, we have finally $\boldsymbol{v}=0$ which shows the injectivity of $\mathcal{T}$.

## b) Energy equality and uniqueness.

Here, we make the hypothesis of sufficient regularity of the Darcy problem in $\Omega_{p}$. Let us assume that the filtration velocity verifies $\boldsymbol{v}^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)^{d}\right)$. Then, we have from what preceeds $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$, and $\llbracket \boldsymbol{v} \rrbracket_{\Sigma}^{\star}=\llbracket \boldsymbol{v} \rrbracket_{\Sigma}, \overline{\boldsymbol{v}}_{\Sigma}^{\star}=\overline{\boldsymbol{v}}_{\Sigma}$.

In that case, any solution $\boldsymbol{v} \in E$ to (35) satisfies $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{W})$, and (35) becomes :

$$
\begin{aligned}
\rho \int_{\Omega} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{aligned}
$$

It is now allowed to take $\boldsymbol{\varphi}=\boldsymbol{v}(t) \in \boldsymbol{W}$. Then, integrating in time over $(0, t)$ for all $t \in[0, T]$ using the initial condition $\boldsymbol{v}(t=0)=\boldsymbol{v}_{0}$, the energy equality (38) is easily obtained.

Moreover, the uniqueness of velocity solution $\boldsymbol{v}$ becomes an immediate consequence since (38) with null data $\boldsymbol{f}=0$ and $\boldsymbol{v}_{0}$ implies $\boldsymbol{v}=0$. Then, the uniqueness of the pressure field $p$ follows from what preceeds, which ends the proof.

With the weak form (35), since the space $\boldsymbol{W}$ is not dense in $\boldsymbol{U}$, it does not seem possible to prove the uniqueness of the velocity field $\boldsymbol{v}$ in the general case with no extra regularity hypothesis. Hence, despite the linearity of this problem, the question of velocity uniqueness remains open in Theorem 3.1 although it was claimed too fast in [8] to hold for the corresponding steady Stokes/Darcy problem. However, we think that it is probably not true.

Remark 3.2 (On the convergence from Stokes/Brinkman to Stokes/Darcy by vanishing viscosity). When the solution to the limit Stokes/Darcy problem (33-34) is unique with Theorem 3.1, one can conclude by Cantor's lemma on the convergence of a sequence by double extraction, that the whole sequence $\left(\boldsymbol{v}_{\varepsilon}\right)_{\varepsilon>0}$ in the Stokes/Brinkman problem (27-28), and not only a subsequence, converges to the solution $\boldsymbol{v}$ of (33-34) in the sense defined in Section 3.1.

Moreover, using Aubin-Lions compactness theorem [49, Chap. 1] since the continuous imbedding $H^{1}\left(\Omega_{f}\right)^{d} \hookrightarrow$ $L^{2}\left(\Omega_{f}\right)^{d}$ is compact by Rellich's theorem, the sequence $\left(\boldsymbol{v}_{\varepsilon}^{f}\right)_{\varepsilon>0}$ converges strongly to $\boldsymbol{v}^{f}$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$.

In [10], the BKW method of asymptotic expansion is applied to calculate the resulting viscous boundary layer at the interface $\Sigma$ and located inside $\Omega_{p}$ which is involved by the singular perturbation of vanishing viscosity in $\Omega_{p}$ and then, the asymptotic expansion is proved to converge. This analysis was made in the steady case for a slightly modified set of jump interface conditions, but requires a smooth solution.

## Remark 3.3 (On the "trace" function $v_{\Sigma}^{\star}$ ).

We have shown in Theorem 3.1 that for any velocity solution $\boldsymbol{v}$ to the Stokes/Darcy problem, the function $\boldsymbol{v}_{\Sigma}^{\star}$ is unique depending linearly on $\boldsymbol{v}$. But, in the general case with standard regularity of the problem, it is not possible to claim that the function $\boldsymbol{v}_{\Sigma}^{\star} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$ is the trace on $\Sigma$ of the filtration velocity $\boldsymbol{v}^{p}$ in the porous medium. It is only the case for the normal trace $\boldsymbol{v}_{\Sigma}^{\star} \cdot \boldsymbol{n}=\boldsymbol{v}^{p} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}$. Indeed, $\boldsymbol{v}^{p}(t)$ only belongs to $\boldsymbol{H}_{\text {div }}\left(\Omega_{p}\right)$ and has no tangential trace on $\Sigma$.

However, as soon as the problem is more regular such that a tangential trace of $\boldsymbol{v}^{p}(t)$ can be defined, at least in a weak sense, then we actually get: $\boldsymbol{v}_{\mid \Sigma}^{p}(t)=\boldsymbol{v}_{\Sigma}^{\star}(t) \in L^{2}(\Sigma)^{d}$ for a.e. $t \in[0, T]$. It occurs when the Darcy velocity $\boldsymbol{v}^{p}(t)$ in $\Omega_{p}$ belongs to $\boldsymbol{H}_{\text {rot }}\left(\Omega_{p}\right)$. For instance, it is the case for the steady Darcy equation with $a$ constant permeability tensor $\boldsymbol{K}$ and a body force $\boldsymbol{f}^{p} \in \boldsymbol{H}_{\text {rot }}\left(\Omega_{p}\right)$, e.g. for the constant gravity force, since we have with $\boldsymbol{\nabla} \times(\nabla p)=0$ :

$$
\boldsymbol{\nabla} \times \boldsymbol{v}^{p}=\frac{\rho}{\mu} \boldsymbol{K} \boldsymbol{\nabla} \times \boldsymbol{f}^{p} \in L^{2}\left(\Omega_{p}\right)^{d}
$$

Then $\boldsymbol{v}^{p}(t)$ admits a tangential trace $\boldsymbol{v}^{p} \wedge \boldsymbol{n}_{\mid \Sigma} \in H^{-1 / 2}(\Sigma)^{d}$ [35, Theorem 2.11]. In that case, Theorem 3.1 holds and we have $\boldsymbol{v}^{p} \in L^{2}\left(0, T ; \boldsymbol{H}_{\text {div }}\left(\Omega_{p}\right) \cap \boldsymbol{H}_{r o t}\left(\Omega_{p}\right)\right)$ and $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p}$ belongs to $L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$.

The analysis of regularity of the general Stokes/Darcy problem would deserve a study in itself and lies beyond the scope of the present paper; see Corollary 3.4 further for a particular case.

In many practical situations, e.g. for the study of geothermal/geophysics systems, the term of velocity time derivative can be neglected in the Darcy equation. Indeed, by choosing a suitable dimensioning to get the dimensionless Darcy equation [25], the coefficient of the time derivative includes the Darcy number Da:= $K / L^{2}=\mathcal{O}\left(d^{2} / L^{2}\right) \ll 1$, as discussed in Remark 1.1 and Appendix A. Then, the flow in the permeable medium is quasi-stationary driven by the transient free fluid flow and the governing equations read in the constant gravity field $\boldsymbol{g}$ :

$$
\left\{\begin{align*}
\nabla \cdot \boldsymbol{v} & =0 & & \text { in }(0, T) \times \Omega  \tag{39}\\
\rho \partial_{t} \boldsymbol{v}-\mu \Delta \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{f} \\
\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla p & =\rho \boldsymbol{g} & & \text { in }(0, T) \times \Omega_{p} \\
\boldsymbol{v} & =0 & & \text { on }(0, T) \times \Gamma \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0} \in \boldsymbol{W} & & \text { in } \Omega_{f}
\end{align*}\right.
$$

If now the porous medium is homogeneous and isotropic, the permeability tensor $\boldsymbol{K}:=K \boldsymbol{I}$ is constant. In that case, the steady Darcy equation reduces to solve the Neumann-Poisson problem below for the pressure :

$$
\left\{\begin{align*}
\Delta p & =0 & & \text { in }(0, T) \times \Omega_{p}  \tag{40}\\
\nabla p \cdot \boldsymbol{n}_{\mid \Sigma} & =\rho \boldsymbol{g} \cdot \boldsymbol{n}_{\mid \Sigma}-\frac{\mu}{K} \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} & & \text { on }(0, T) \times \Sigma
\end{align*}\right.
$$

that verifies the compatibility condition: $\int_{\Sigma} \nabla p \cdot \boldsymbol{n} \mathrm{~d} s=0$, because $\int_{\Sigma} \boldsymbol{g} \cdot \boldsymbol{n} \mathrm{d} s=0$ and $\int_{\Sigma} \boldsymbol{v} \cdot \boldsymbol{n} \mathrm{d} s=0$.
Corollary 3.4 (Well-posedness for Stokes/steady Darcy problem).
In addition to the hypotheses of Theorem 3.1, let us assume that the surface $\Sigma$ is of class $\mathcal{C}^{1,1}$ or that the domain $\Omega_{p}$ is a bounded convex polyhedron in $\mathbb{R}^{3}$. Let us consider the unsteady Stokes flow and the steady Darcy flow (39) with an isotropic constant permeability $\boldsymbol{K}:=K \boldsymbol{I}$, coupled with the jump interface conditions (34).

Then, Theorem 3.1 holds with a unique solution $(\boldsymbol{v}, p)$ such that $p^{p} \in L^{2}\left(0, T ; H^{2}\left(\Omega^{p}\right)\right), \boldsymbol{v}^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega^{p}\right)^{d}\right)$ and $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p}$ belongs to $L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$.

Proof. The domain $\Omega_{p}$ and the data are sufficiently smooth so that the Neumann-Poisson problem (40) gets the $H^{2}$-elliptic regularity; see $[1,34,40]$. Since $\boldsymbol{n} \in H^{1 / 2}(\Sigma)^{d}$ for a Lipschitz surface $\Sigma$, for any velocity field $\boldsymbol{v}^{f} \in L^{2}\left(0, T ; H_{0, \Gamma}^{1}\left(\Omega_{f}\right)^{d}\right.$ with $\partial_{t} \boldsymbol{v}^{f} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ verifying the unsteady Stokes equation in $\Omega_{f}$, we have $\boldsymbol{v} \cdot \boldsymbol{n}_{\mid \Sigma}=\boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)\right)$, and thus there exists a unique pressure solution $p^{p}$ of problem (40) which belongs to $L^{2}\left(0, T ; H^{2}\left(\Omega_{p}\right) \cap L_{0}^{2}\left(\Omega_{p}\right)\right)$. Then, we have $\boldsymbol{v}^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)^{d}\right)$ for the filtration velocity with Darcy's law in Eq. (39) and thus $\boldsymbol{v}_{\Sigma}^{\star}=\boldsymbol{v}_{\mid \Sigma}^{p} \in L^{2}\left(0, T ; H^{1 / 2}(\Sigma)^{d}\right)$.

Hence from (35), the weak form of velocity problem (39) becomes with $\boldsymbol{v}_{0} \in \boldsymbol{W}$ :
find $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{W})$ with $\frac{d \boldsymbol{v}^{f}}{d t} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ and $\boldsymbol{v}^{f}(t=0)=\boldsymbol{v}_{0}^{f}$ such that:

$$
\begin{align*}
& \rho \int_{\Omega_{f}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
&+\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \bar{\varphi}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x,  \tag{41}\\
&\text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{align*}
$$

Then, the uniqueness of velocity $\boldsymbol{v}$ verifying (41), recovering the momentum equations and the jump interface conditions (34) by adjusting the pressure $p$, will follow the proof of Theorem 3.1.

However, the existence of solution to (41) is no more a direct consequence of J.L. Lions' abstract setting, as in Theorem 2.5 for the unsteady Stokes/Brinkman problem, since the velocity time derivative is no more explicitly controlled in $\Omega_{p}$. Let us show that $\partial_{t} \boldsymbol{v}^{p}$ in $\Omega_{p}$ is actually controlled by $\partial_{t} \boldsymbol{v}^{f}$ in $\Omega_{f}$. Indeed from (40), $\partial_{t} p^{p}$ in $\Omega_{p}$ satisfies :

$$
\left\{\begin{align*}
\Delta \partial_{t} p & =0 & & \text { in }(0, T) \times \Omega_{p},  \tag{42}\\
\nabla \partial_{t} p \cdot \boldsymbol{n}_{\mid \Sigma} & =-\frac{\mu}{K} \partial_{t} \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} & & \text { on }(0, T) \times \Sigma .
\end{align*}\right.
$$

With $\partial_{t} \boldsymbol{v}^{f} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ and $\boldsymbol{\nabla} \cdot \partial_{t} \boldsymbol{v}^{f}=0$, we have $\partial_{t} \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; H^{-1 / 2}(\Sigma)\right)$. Thus, the problem (42) admits a unique solution $\partial_{t} p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right) \cap L_{0}^{2}\left(\Omega_{p}\right)\right)$ that satisfies the bound :

$$
\begin{align*}
\left\|\nabla \partial_{t} p^{p}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)} & \leq c\left(\Omega_{p}\right) \frac{\mu}{K}\left\|\partial_{t} \boldsymbol{v}^{f} \cdot \boldsymbol{n}_{\mid \Sigma}\right\|_{L^{2}\left(0, T ; H^{-1 / 2}(\Sigma)\right)} \\
& \leq c\left(\Omega_{f}, \Omega_{p}\right) \frac{\mu}{K}\left\|\partial_{t} \boldsymbol{v}^{f}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)} . \tag{43}
\end{align*}
$$

Hence, we get from the Darcy law in (39) and the previous bound :

$$
\begin{equation*}
\left\|\partial_{t} \boldsymbol{v}^{p}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)}=\frac{K}{\mu}\left\|\nabla \partial_{t} p^{p}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)} \leq c\left(\Omega_{f}, \Omega_{p}\right)\left\|\partial_{t} v^{f}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)} . \tag{44}
\end{equation*}
$$

Therefore, a solution of problem (41) satisfies $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{W})$ with $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ and thus $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H})$.
As explained hereafter, the proof of existence can be actually made by passing to the limit when the time step $\delta t$ tends to 0 within a semi-discretization in time of the unsteady Stokes problem in $\Omega_{f}$ coupled to the steady Brinkman equation in $\Omega_{p}$.
For a given time step $0<\delta t \leq T$, $u^{n}$ denotes a desired approximation of any function $u($.$) at time t_{n}=n \delta t$ for
all $n \in \mathbb{N}$ such that $(n+1) \delta t \leq T$. More precisely, we have for $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ :

$$
\begin{aligned}
\boldsymbol{f}^{n+1}:= & \frac{1}{\delta t} \int_{n \delta t}^{(n+1) \delta t} \boldsymbol{f}(t) \mathrm{d} t \in L^{2}(\Omega)^{d} \\
& \text { such that } \quad \sum_{k=0}^{n} \delta t\left\|\boldsymbol{f}^{k+1}\right\|_{0, \Omega}^{2} \leq \sum_{k=0}^{n} \int_{k \delta t}^{(k+1) \delta t}\|\boldsymbol{f}(t)\|_{0, \Omega}^{2} \mathrm{~d} t \leq \int_{0}^{T}\|\boldsymbol{f}(t)\|_{0, \Omega}^{2} \mathrm{~d} t .
\end{aligned}
$$

We consider the implicit Euler scheme for the unsteady Stokes/steady Brinkman problem with the initial data $\boldsymbol{v}^{0}=\boldsymbol{v}_{0} \in \boldsymbol{W}:$

$$
\begin{gather*}
\rho \int_{\Omega_{f}} \frac{\boldsymbol{v}^{n+1}-\boldsymbol{v}^{n}}{\delta t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}^{n+1}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}^{n+1}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}^{n+1}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
+\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v}^{n+1} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}^{n+1}}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f}^{n+1} \cdot \boldsymbol{\varphi} \mathrm{~d} x  \tag{45}\\
\text { for all } n \in \mathbb{N},(n+1) \delta t \leq T ; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W}
\end{gather*}
$$

The Lax-Milgram theorem ensures the existence and uniqueness of a solution $\boldsymbol{v}^{n+1} \in \boldsymbol{W}$ satisfying (45). Moreover, by usual calculations, we get the two following stability estimates. First, taking $\varphi=2 \delta t \boldsymbol{v}^{n+1}$ in (45), we obtain using the Poincaré inequality in $\Omega_{f}$, for all $n \in \mathbb{N}$ such that $(n+1) \delta t \leq T$ :

$$
\begin{align*}
\rho\left\|\boldsymbol{v}^{n+1}\right\|_{0, \Omega_{f}}^{2} & +\rho \sum_{k=0}^{n}\left\|\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right\|_{0, \Omega_{f}}^{2}+\mu \sum_{k=0}^{n} \delta t\left\|\nabla \boldsymbol{v}^{k+1}\right\|_{0, \Omega_{f}}^{2}+2 \mu_{m} \sum_{k=0}^{n} \delta t\left\|\nabla \boldsymbol{v}^{k+1}\right\|_{0, \Omega_{p}}^{2} \\
& +\mu k_{m} \sum_{k=0}^{n} \delta t\left\|\boldsymbol{v}^{k+1}\right\|_{0, \Omega_{p}}^{2}+\frac{2 \mu \alpha_{m}}{\sqrt{K}} \sum_{k=0}^{n} \delta t \|\left[\boldsymbol{v}^{k+1} \rrbracket_{\Sigma}\left\|_{0, \Sigma}^{2}+\frac{2 \mu \beta_{m}}{\sqrt{K}} \sum_{k=0}^{n} \delta t\right\| \overline{\boldsymbol{v}^{k+1}} \Sigma \|_{0, \Sigma}^{2}\right.  \tag{46}\\
& \leq \rho\left\|\boldsymbol{v}_{0}^{f}\right\|_{0, \Omega_{f}}^{2}+\frac{\rho^{2} c\left(\Omega_{f}\right)^{2}}{\mu} \sum_{k=0}^{n} \delta t\left\|\boldsymbol{f}^{k+1}\right\|_{0, \Omega_{f}}^{2}+\frac{\rho^{2}}{\mu k_{m}} \sum_{k=0}^{n} \delta t\left\|\boldsymbol{f}^{k+1}\right\|_{0, \Omega_{p}}^{2} \\
& \leq C_{0}\left(\Omega, T, \rho, \mu, k_{m}, \boldsymbol{f}, \boldsymbol{v}_{0}^{f}\right) .
\end{align*}
$$

Second, for the sake of simplicity, we shall neglect the gravity force in $\Omega_{p}$ and thus consider the case with $\boldsymbol{f}^{p}=0$ in $\Omega_{p}$. Now taking $\varphi=2\left(\boldsymbol{v}^{n+1}-\boldsymbol{v}^{n}\right)$ in (45), the right-hand side term can be estimated as below :

$$
2 \rho \int_{\Omega_{f}} \boldsymbol{f}^{k+1} \cdot\left(\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right) \mathrm{d} x \leq \rho \delta t\left\|\frac{\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}}{\delta t}\right\|_{0, \Omega_{f}}^{2}+\rho \delta t\left\|\boldsymbol{f}^{k+1}\right\|_{0, \Omega_{f}}^{2}
$$

Then, we get for all $n \in \mathbb{N}$ such that $(n+1) \delta t \leq T$ :

$$
\begin{align*}
\rho \sum_{k=0}^{n} \delta t\left\|\frac{\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}}{\delta t}\right\|_{0, \Omega_{f}}^{2} & +\mu\left\|\nabla \boldsymbol{v}^{n+1}\right\|_{0, \Omega_{f}}^{2}+\mu \sum_{k=0}^{n}\left\|\nabla\left(\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right)\right\|_{0, \Omega_{f}}^{2} \\
& +\mu_{m}\left\|\nabla \boldsymbol{v}^{n+1}\right\|_{0, \Omega_{p}}^{2}+\mu_{m} \sum_{k=0}^{n}\left\|\nabla\left(\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right)\right\|_{0, \Omega_{p}}^{2} \\
& +\mu k_{m}\left\|\boldsymbol{v}^{n+1}\right\|_{0, \Omega_{p}}^{2}+\mu k_{m} \sum_{k=0}^{n}\left\|\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right\|_{0, \Omega_{p}}^{2} \\
& +\frac{\mu \alpha_{m}}{\sqrt{K}}\| \| \boldsymbol{v}^{n+1} \rrbracket_{\Sigma}\left\|_{0, \Sigma}^{2}+\frac{\mu \alpha_{m}}{\sqrt{K}} \sum_{k=0}^{n}\right\|\left[\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k} \rrbracket_{\Sigma} \|_{0, \Sigma}^{2}\right.  \tag{47}\\
& +\frac{\mu \beta_{m}}{\sqrt{K}}\left\|\overline{\boldsymbol{v}^{n+1}}\right\|_{0, \Sigma}^{2}+\frac{\mu \beta_{m}}{\sqrt{K}} \sum_{k=0}^{n} \| \overline{\left(\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right)_{\Sigma} \|_{0, \Sigma}^{2}} \\
& \leq \mu\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{f}}^{2}+\mu_{M}\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}+\mu k_{M}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}+\frac{\mu \alpha_{M}}{\sqrt{K}}\| \| \boldsymbol{v}_{0}\left\|_{\Sigma}\right\|_{0, \Sigma}^{2} \\
& +\frac{\mu \beta_{M}}{\sqrt{K}} \|{\overline{\boldsymbol{v}_{0 \Sigma}}\left\|_{0, \Sigma}^{2}+\rho \sum_{k=0}^{n} \delta t\right\| \boldsymbol{f}^{k+1} \|_{0, \Omega_{f}}^{2}} \leq C_{1}\left(\Omega, T, \rho, \mu, \mu_{M}, k_{M}, \alpha_{M}, \beta_{M}, \boldsymbol{f}, \boldsymbol{v}_{0}\right) .
\end{align*}
$$

These bounds are sufficient to pass to the limit when $\delta t \rightarrow 0$ in such a semi-discrete linear scheme using only the weak compactness theorem and the weak limits, see e.g. [49, Chap. 4.1]. For any integer $N \in \mathbb{N}$, we set $\delta t=\delta t_{N}=T /(N+1)$ such that $\delta t \rightarrow 0^{+}$when $N \rightarrow+\infty$; further, we omit the index $N$ for sake of simplicity in the notations and just say $\delta t \rightarrow 0$. Let us consider the partition of the interval $[0, T]$ formed by the points $t_{k}=k \delta t$ for $k=0, \cdots, N+1$. By considering the solutions of the discrete scheme (45), let us construct the sequences of approximate solutions ( $\boldsymbol{v}_{\delta t}$ ) and ( $\widetilde{\boldsymbol{v}}_{\delta t}$ ) (for $\delta t=\delta t_{N}, N=0,1,2, \cdots$ ) which are functions from $[0, T]$ into $\boldsymbol{W}$ defined by:

$$
\begin{array}{ll}
\boldsymbol{v}_{\delta t}(0):=\boldsymbol{v}^{0}=\boldsymbol{v}_{0}, \quad \boldsymbol{v}_{\delta t}(t):=\boldsymbol{v}^{k+1}, & \left.\forall t \in] t_{k}, t_{k+1}\right],
\end{array} \quad k=0, \cdots, N,
$$

Thus, $\boldsymbol{v}_{\delta t}$ is piecewise constant on $[0, T]$, $\widetilde{\boldsymbol{v}}_{\delta t}$ is piecewise linear such that $\widetilde{\boldsymbol{v}}_{\delta t}\left(t_{k}\right)=\boldsymbol{v}^{k}$ for all $k=0, \cdots, N+1$, continuous in $[0, T]$, differentiable almost everywhere in $[0, T]$ and we have:

$$
\left.\frac{d \widetilde{\boldsymbol{v}}_{\delta t}}{d t}(t)=\frac{\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}}{\delta t}, \quad \forall t \in\right] t_{k}, t_{k+1}[, \quad k=0, \cdots, N .
$$

We also define the sequence $\left(\boldsymbol{f}_{\delta t}\right)$ of functions in $L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ by: $\boldsymbol{f}_{\delta t}(t):=\boldsymbol{f}^{k+1}$ for all $\left.\left.t \in\right] t_{k}, t_{k+1}\right]$, $k=0, \cdots, N$, which are piecewise constant on $[0, T]$. Then, from the bounds (46) and (47) with the weak
compactness theorem, we have the convergence results for these sequences as $\delta t=\delta t_{N} \rightarrow 0$ when $N \rightarrow+\infty$ :

$$
\begin{aligned}
(i) & \boldsymbol{v}_{\delta t} \rightharpoonup \boldsymbol{v} \quad \text { and } \quad \widetilde{\boldsymbol{v}}_{\delta t} \rightharpoonup \boldsymbol{v} \quad \text { in } L^{\infty}\left(0, T ; L^{2}(\Omega)^{d}\right) \text { weak- } \star \\
(i i) & \boldsymbol{v}_{\delta t} \rightharpoonup \boldsymbol{v} \quad \text { and } \quad \widetilde{\boldsymbol{v}}_{\delta t} \rightharpoonup \boldsymbol{v} \quad \text { in } L^{2}(0, T ; \boldsymbol{W}) \text { weak } \\
(i i i) & \frac{d \widetilde{\boldsymbol{v}}_{\delta t}^{f}}{d t} \rightharpoonup \frac{d \boldsymbol{v}^{f}}{d t} \quad \text { in } L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right) \text { weak } \\
(i v) & \boldsymbol{v}_{\delta t} \longrightarrow \boldsymbol{v} \quad \text { and } \quad \widetilde{\boldsymbol{v}}_{\delta t} \longrightarrow \boldsymbol{v} \quad \text { in } L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right) \text { strong } \\
(v) & \boldsymbol{f}_{\delta t} \longrightarrow \boldsymbol{f} \quad \text { in } L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right) \text { strong. }
\end{aligned}
$$

Let us point out that $(i),(i i)$ and $(i i i)$ are obtained using (46) with the estimate below :

$$
\int_{0}^{T}\left\|\widetilde{\boldsymbol{v}}_{\delta t}(t)-\boldsymbol{v}_{\delta t}(t)\right\|_{0, \Omega_{f}}^{2} \mathrm{~d} t=\frac{\delta t}{3} \sum_{k=0}^{N}\left\|\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right\|_{0, \Omega_{f}}^{2} \leq \frac{C_{0} \delta t}{3 \rho}
$$

This shows that $\left(\widetilde{\boldsymbol{v}}_{\delta t}-\boldsymbol{v}_{\delta t}\right) \longrightarrow 0$ in $L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ when $\delta t \rightarrow 0$ and thus $\left(\widetilde{\boldsymbol{v}}_{\delta t}\right)$ and $\left(\boldsymbol{v}_{\delta t}\right)$ have the same limit $\boldsymbol{v}$. The strong convergence in (iv) holds from Aubin-Lions compactness theorem since the imbedding of $H^{1}(\Omega)^{d}$ into $L^{2}(\Omega)^{d}$ is compact. The point $(v)$ is classically proved by a density argument. The points $(i i)$, (iii) and $(v)$ are sufficient to take the limit of the discrete scheme (45) when $\delta t \rightarrow 0$.

That proves the existence of $\boldsymbol{v} \in L^{2}(0, T ; \boldsymbol{W})$ such that $\frac{d \boldsymbol{v}^{f}}{d t} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$ and $\boldsymbol{v}(t=0)=\boldsymbol{v}_{0} \in \boldsymbol{W}$ and verifying :

$$
\begin{align*}
\rho \int_{\Omega_{f}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\int_{\Omega_{p}} \widetilde{\mu}^{p} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\frac{\mu}{\sqrt{K}} \int_{\Sigma} \alpha \llbracket \boldsymbol{v} \rrbracket_{\Sigma} \cdot \llbracket \boldsymbol{\varphi} \rrbracket_{\Sigma} \mathrm{d} s+\frac{\mu}{\sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \overline{\boldsymbol{v}}_{\Sigma}\right) \cdot \overline{\boldsymbol{\varphi}}_{\Sigma} \mathrm{d} s=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x  \tag{48}\\
& \text { for a.e. } t \in] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{W} .
\end{align*}
$$

Then, it remains to pass to the limit when $\widetilde{\mu}^{p}:=\varepsilon \rightarrow 0$ in (48) to get the existence of velocity satisfying (41) with the $H^{2}$-regularity of pressure in $\Omega_{p}$. That follows the guidelines of the proof of Theorem 3.1.

## 4. Stokes/Darcy problem with simplified interface conditions

In this section, Saffman's approximation of (34) is considered assuming that $\left\|\boldsymbol{v}_{\Sigma}^{\star}(t) \cdot \boldsymbol{\tau}_{j}\right\|_{0, \Sigma} \ll\left\|\boldsymbol{v}_{\mid \Sigma}^{f}(t) \cdot \boldsymbol{\tau}_{j}\right\|_{0, \Sigma}$, for a.e. $t \in[0, T]$, and thus : $\llbracket \boldsymbol{v} \cdot \boldsymbol{\tau}_{j} \rrbracket_{\Sigma}^{\star} \approx \boldsymbol{v}_{\mid \Sigma}^{f} \cdot \boldsymbol{\tau}_{j}$, for $1 \leq j \leq d-1$, and $\overline{\boldsymbol{v}}_{\Sigma}^{\star} \approx \boldsymbol{v}_{\mid \Sigma}^{f} / 2$. Then, the problem reads :

$$
\left\{\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{v} & =0 & & \text { in }(0, T) \times \Omega  \tag{49}\\
\rho \partial_{t} \boldsymbol{v}-\mu \Delta \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{f} \\
\rho \partial_{t} \boldsymbol{v}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}+\nabla p & =\rho \boldsymbol{f} & & \text { in }(0, T) \times \Omega_{p} \\
\boldsymbol{v} & =0 & & \text { on }(0, T) \times \Gamma \\
\boldsymbol{v}(t=0) & =\boldsymbol{v}_{0} \in \boldsymbol{W} & & \text { in } \Omega
\end{align*}\right.
$$

$$
\left\{\begin{align*}
\llbracket \boldsymbol{v} \cdot \boldsymbol{n} \rrbracket_{\Sigma} & =0,  \tag{50}\\
\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}:=\left(\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}-p^{f} \boldsymbol{n}\right)_{\mid \Sigma}+p_{\mid \Sigma}^{p} \boldsymbol{n} & =\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \quad \text { on }(0, T) \times \Sigma .
\end{align*}\right.
$$

where :

$$
\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma}:=\left(\mu \nabla \boldsymbol{v}^{f} \cdot \boldsymbol{n}-p^{f} \boldsymbol{n}\right)_{\mid \Sigma}, \quad \text { and } \quad \boldsymbol{\sigma}(\boldsymbol{v}, p)^{p} \cdot \boldsymbol{n}_{\mid \Sigma}:=-p_{\mid \Sigma}^{p} \boldsymbol{n}
$$

In this case, the tangential velocity jump is no longer taken into account explicitly in the simplified interface conditions (50) that only include the stress vector jump through $\Sigma$. Therefore, the general weak form (21) with test functions in $\boldsymbol{W}$ can be reduced to test functions $\boldsymbol{\varphi} \in \boldsymbol{V} \hookrightarrow \boldsymbol{W}$ verifying by definition $\boldsymbol{\varphi}_{\mid \Sigma}^{f}=\boldsymbol{\varphi}_{\mid \Sigma}^{p}$. It yields, still looking for $\boldsymbol{v}(t) \in \boldsymbol{U}$ :

$$
\begin{align*}
\rho\left\langle\partial_{t} \boldsymbol{v}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{U}^{\prime}, \boldsymbol{U}}+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x & +\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& +\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}^{f}\right\rangle_{-1 / 2, \Sigma}=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x, \quad \forall \boldsymbol{\varphi} \in \boldsymbol{V} . \tag{51}
\end{align*}
$$

Let us consider the functional setting below still identifying the dual space $\boldsymbol{H}^{\prime}$ to $\boldsymbol{H}$ :

$$
\boldsymbol{V} \hookrightarrow \boldsymbol{W} \hookrightarrow \boldsymbol{U} \hookrightarrow \boldsymbol{H} \simeq \boldsymbol{H}^{\prime} \hookrightarrow \boldsymbol{U}^{\prime} \hookrightarrow \boldsymbol{W}^{\prime} \hookrightarrow \boldsymbol{V}^{\prime}
$$

and observe that Eq. (51) makes sense also for any $\boldsymbol{\varphi} \in \boldsymbol{U}$. Then, it is more convenient for the analysis to extend (51) to the larger space $\boldsymbol{U}$ of test functions to have the same space as the solution space.
Now incorporating the interface conditions (50), we propose the following weak formulation for the Stokes/Darcy problem (49-50) with $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ using divergence-free test functions in $\boldsymbol{U}$.

Find $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{2}(0, T ; \boldsymbol{U})$ with $\boldsymbol{v}^{\prime}:=\frac{d \boldsymbol{v}}{d t} \in L^{2}\left(0, T ; \boldsymbol{U}^{\prime}\right)$ such that $\boldsymbol{v}(t=0)=\boldsymbol{v}_{0}$ in $\boldsymbol{H}$, and that satisfy for all $\boldsymbol{\varphi} \in \boldsymbol{U}$ :

$$
\begin{align*}
& \rho\left\langle\frac{d \boldsymbol{v}}{d t}, \boldsymbol{\varphi}\right\rangle_{\boldsymbol{U}^{\prime}, \boldsymbol{U}}+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{\varphi} \mathrm{d} x+\frac{\mu}{2 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma}^{f} \mathrm{~d} s  \tag{52}\\
&\left.=\rho \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{d} x, \quad \text { for a.e. } t \in\right] 0, T[; \quad \forall \boldsymbol{\varphi} \in \boldsymbol{U}
\end{align*}
$$

Then, we have the following solvability result.

## Theorem 4.1 (Well-posedness of the Stokes/Darcy problem with simplified interface conditions).

 For any $\boldsymbol{v}_{0} \in \boldsymbol{U}$ in addition to the basic assumptions on the data $\boldsymbol{f}, \boldsymbol{K}, \boldsymbol{\beta}$, there exists a unique solution $(\boldsymbol{v}, p)$ to the problem (49-50) such that $\boldsymbol{v} \in \mathcal{C}([0, T] ; \boldsymbol{H}) \cap L^{\infty}(0, T ; \boldsymbol{U})$ with $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ and $p \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$, which satisfies the weak form (52) and the energy equality below:$$
\begin{array}{r}
\frac{\rho}{2}\|\boldsymbol{v}(t)\|_{0, \Omega}^{2}+\mu \int_{0}^{t} \int_{\Omega_{f}}|\nabla \boldsymbol{v}|^{2} \mathrm{~d} x \mathrm{~d} \tau+\mu \int_{0}^{t} \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}\right) \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau+\frac{\mu}{2 \sqrt{K}} \int_{0}^{t} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}\right) \cdot \boldsymbol{v}_{\mid \Sigma}^{f} \mathrm{~d} s \mathrm{~d} \tau  \tag{53}\\
\quad=\frac{\rho}{2}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega}^{2}+\rho \int_{0}^{t} \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} x \mathrm{~d} \tau, \quad \text { for all } t \in[0, T] .
\end{array}
$$

Moreover, there exists a function $q \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with each restriction $q^{f} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{f}\right)\right)$ and $q^{p} \in$ $L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right) \cap H^{1}\left(\Omega_{p}\right)\right.$ ) both defined uniquely up to an additive constant, such that the pressure field $p \in$ $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ with $p^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$ is defined uniquely by :

$$
\begin{equation*}
p_{\mid \Omega_{f}}:=q^{f}+\frac{\Pi_{0}}{2}, \quad p_{\mid \Omega_{p}}:=q^{p}-\frac{\Pi_{0}}{2}, \quad \text { such that } \llbracket p-q \rrbracket_{\Sigma}=\Pi_{0}, \tag{54}
\end{equation*}
$$

with $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$, where the constant quantity $\Pi_{0}$ is defined from $(\boldsymbol{v}, q)$ by :

$$
\begin{equation*}
\Pi_{0}:=\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \tag{55}
\end{equation*}
$$

Proof. It is similar to the proof made in details for Theorem 2.5, and we shall sketch the different steps by adapting them to the present case.

- First, Lions' Theorem 2.3 ensures the existence and uniqueness of the solution $\boldsymbol{v}$ to the weak problem (52). Indeed, the required continuity and coercivity over $\boldsymbol{U}$ of the bilinear form $a(.,$.$) corresponding to$ the elliptic operator in (52) are obtained with the basic assumptions on the data through standard calculations using Cauchy-Schwarz inequality, Poincaré inequality in $H_{0 \Gamma}^{1}\left(\Omega_{f}\right)^{d}$, and classical trace inequality on $\Sigma$ for functions in $H^{1}\left(\Omega_{f}\right)^{d}$.
- With $\boldsymbol{f} \in L^{2}\left(0, T ; L^{2}(\Omega)^{d}\right)$ and $\boldsymbol{v}_{0} \in \boldsymbol{U}$, choosing in (52) the test function $\boldsymbol{\varphi}=2 \boldsymbol{v}^{\prime}(t) \in \boldsymbol{U}$, we get by standard calculations similar as in the proof of Theorem 2.5 :

$$
\begin{array}{r}
\rho \int_{0}^{t}\left\|\frac{d \boldsymbol{v}}{d t}(\tau)\right\|_{0, \Omega}^{2} \mathrm{~d} \tau+\mu \int_{\Omega_{f}}|\nabla \boldsymbol{v}(t)|^{2} \mathrm{~d} x+\mu \int_{\Omega_{p}}\left(\boldsymbol{K}^{-1} \boldsymbol{v}(t)\right) \cdot \boldsymbol{v}(t) \mathrm{d} x+\frac{\mu}{2 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}(t)\right) \cdot \boldsymbol{v}_{\mid \Sigma}^{f}(t) \mathrm{d} s \\
\leq \mu\left\|\nabla \boldsymbol{v}_{0}\right\|_{0, \Omega_{f}}^{2}+\mu k_{M}\left\|\boldsymbol{v}_{0}\right\|_{0, \Omega_{p}}^{2}+\frac{\mu \beta_{M}}{2 \sqrt{K}}\left\|\boldsymbol{v}_{0 \mid \Sigma}^{f}\right\|_{0, \Sigma}^{2}+\rho \int_{0}^{t}\|\boldsymbol{f}(\tau)\|_{0, \Omega}^{2} \mathrm{~d} \tau  \tag{56}\\
\left.\leq C\left(\Omega, \Omega_{f}, \Omega_{p}, T, \rho, \mu, \boldsymbol{K}, \boldsymbol{\beta}, \boldsymbol{v}_{0}, \boldsymbol{f}\right), \quad \text { for a.e. } t \in\right] 0, T[
\end{array}
$$

This shows that $\boldsymbol{v}^{\prime} \in L^{2}(0, T ; \boldsymbol{H})$ and $\nabla \boldsymbol{v}^{f} \in L^{\infty}\left(0, T ; L^{2}\left(\Omega_{f}\right)^{d}\right)$. Hence, using Poincaré inequality in $\Omega_{f}$, we have also $\boldsymbol{v} \in L^{\infty}(0, T ; \boldsymbol{U})$.

- Then, the energy equality (53) is easily obtained by taking the test function $\boldsymbol{\varphi}=\boldsymbol{v}(t) \in \boldsymbol{U}$ in (52) and integrating in time over $(0, t)$ for all $t \in[0, T]$ with the initial condition.
- To interpret the weak problem (52), let us take any $\boldsymbol{\varphi} \in \boldsymbol{U}$ in (52) such that $\boldsymbol{\varphi}^{f} \in H_{0}^{1}\left(\Omega_{f}\right)^{d}$ and $\boldsymbol{\varphi}^{p}=0$. So, we have for a.e. $t \in] 0, T[$ :

$$
\rho \int_{\Omega_{f}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x+\mu \int_{\Omega_{f}} \nabla \boldsymbol{v}: \nabla \boldsymbol{\varphi} \mathrm{d} x=\rho \int_{\Omega_{f}} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} x
$$

which gives by integration by parts :

$$
\rho \int_{\Omega_{f}} \frac{d \boldsymbol{v}}{d t} \cdot \boldsymbol{\varphi} \mathrm{~d} x-\mu \int_{\Omega_{f}} \Delta \boldsymbol{v} \cdot \boldsymbol{\varphi} \mathrm{~d} x=\rho \int_{\Omega_{f}} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} x
$$

Applying De Rham's theorem in $\Omega_{f}$ since $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$, there exists $q^{f}(t) \in L_{0}^{2}\left(\Omega_{f}\right)$ which is unique since the domain $\Omega_{f}$ is connected, such that the equation below holds at least in the sense of $H^{-1}\left(\Omega_{f}\right)^{d}$ for a.e. $t \in] 0, T[$ :

$$
\rho \frac{\partial \boldsymbol{v}^{f}}{\partial t}-\mu \Delta \boldsymbol{v}^{f}+\nabla q^{f}=\rho \boldsymbol{f}, \quad \text { in }(0, T) \times \Omega_{f}
$$

Thus, the Stokes equation is satisfied in $(0, T) \times \Omega_{f}$.
Doing similarly, we take any $\varphi \in \boldsymbol{U}$ in (52) such that $\varphi^{p} \in H_{0}^{1}\left(\Omega_{p}\right)^{d}$ and $\varphi^{f}=0$, and apply De Rham's theorem in $\Omega_{p}$. Then, there exists $q^{p}(t) \in L_{0}^{2}\left(\Omega_{p}\right)$ which is unique since the domain $\Omega_{p}$ is connected, such that the Darcy below holds at least in the sense of $H^{-1}\left(\Omega_{p}\right)^{d}$ for a.e. $\left.t \in\right] 0, T[$ :

$$
\rho \frac{\partial \boldsymbol{v}^{p}}{\partial t}+\mu \boldsymbol{K}^{-1} \boldsymbol{v}^{p}+\nabla q^{p}=\rho \boldsymbol{f}, \quad \text { in }(0, T) \times \Omega_{p}
$$

Moreover, from the regularity of the other terms in this equation which all belong to $L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)$, it yields also that $\nabla q^{p} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{p}\right)^{d}\right)$ and thus $q^{p} \in L^{2}\left(0, T ; H^{1}\left(\Omega_{p}\right)\right)$.
This defines the pressure field $q \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ by its restrictions $q^{f} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{f}\right)\right)$ over $\Omega_{f}$ and $q^{p} \in L^{2}\left(0, T ; L_{0}^{2}\left(\Omega_{p}\right) \cap H^{1}\left(\Omega_{p}\right)\right)$ over $\Omega_{p}$, each defined uniquely up to an additive constant, and shows that $(\boldsymbol{v}, q)$ satisfies Eq. (49).

- It remains to recover the last interface condition in Eq. (50). Let us take any $\boldsymbol{\varphi} \in \boldsymbol{V} \subset \boldsymbol{U}$ in (52) and make the difference with Eq. (51) written with the pressure field $q$ to take account of the recovered Stokes/Darcy equations (49) satisfied with $(\boldsymbol{v}, q)$. We get :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}, \boldsymbol{\varphi}_{\mid \Sigma}^{f}\right\rangle_{-1 / 2, \Sigma}-\frac{\mu}{2 \sqrt{K}} \int_{\Sigma}\left(\boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}\right) \cdot \boldsymbol{\varphi}_{\mid \Sigma}^{f} \mathrm{~d} s=0, \quad \text { for all } \boldsymbol{\varphi} \in \boldsymbol{V} .
$$

Since the surface $\Sigma$ is closed, this is equivalent to

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \boldsymbol{\varphi}_{\mid \Sigma}\right\rangle_{-1 / 2, \Sigma}=0, \quad \text { for all } \boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d} ; \quad \boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0 \text { in } \Omega_{p}
$$

Applying now Lemma 2.4 in $\Omega_{p}$, for any $\boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}$, there exists $\boldsymbol{\varphi} \in H^{1}\left(\Omega_{p}\right)^{d}$ with $\boldsymbol{\nabla} \cdot \boldsymbol{\varphi}=0$ in $\Omega_{p}$ such that

$$
\boldsymbol{\psi}=\boldsymbol{\varphi}_{\mid \Sigma}+\frac{1}{|\Sigma|}\left(\int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s\right) \boldsymbol{n}
$$

Then, using this equality in the previous equation, we get :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma}-\frac{1}{|\Sigma|}\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \boldsymbol{n}\right\rangle_{-1 / 2, \Sigma} \int_{\Sigma} \boldsymbol{\psi} \cdot \boldsymbol{n} \mathrm{d} s=0
$$

By introducing the constant $\Pi_{0}$ as in Eq. (55), it yields :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, q) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}-\Pi_{0} \boldsymbol{n}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma}=0
$$

Then, defining the pressure field $p$ by Eq. (54) such that $\llbracket p-q \rrbracket_{\Sigma}=\Pi_{0}$, we get finally :

$$
\left\langle\llbracket \boldsymbol{\sigma}(\boldsymbol{v}, p) \cdot \boldsymbol{n} \rrbracket_{\Sigma}-\frac{\mu}{2 \sqrt{K}} \boldsymbol{\beta} \boldsymbol{v}_{\mid \Sigma}^{f}, \boldsymbol{\psi}\right\rangle_{-1 / 2, \Sigma}=0, \quad \text { for all } \boldsymbol{\psi} \in H^{1 / 2}(\Sigma)^{d}
$$

Hence, the stress vector jump condition in Eq. (50) is verified by the solution ( $\boldsymbol{v}, p)$ and therefore, $\boldsymbol{\sigma}(\boldsymbol{v}, p)^{f} \cdot \boldsymbol{n}_{\mid \Sigma} \in L^{2}\left(0, T ; L^{2}(\Sigma)^{d}\right)$, which ends the proof.

## 5. CONCLUSION

In this work, we have revisited the mathematical analysis of the coupled unsteady and incompressible viscous fluid flow through the interface over a permeable medium. The study considers new jump interface conditions recently derived and shown to be physically meaningfull for the two- or three-dimensional flow in [11]. These conditions generalize Beavers \& Joseph and Ochoa-Tapia \& Whitaker conditions and include jumps of both stress and tangential velocity vectors at the interface. Hence, they are different from those most commonly used in the literature.

Two interface models are proved to be globally well-posed in time depending upon the flow in the porous medium should be described by Brinkman's law or Darcy's law and coupled to the Stokes flow of a free fluid.

Moreover, a simplified Stokes/Darcy interface model using classical Saffman's approximation, but also different from the usual one, is analysed due to its practical interest in many situations.

The extension of this work to take account of the inertial effects both in the pure fluid and porous regions is currently in progress, which is a very challenging open problem.

## Appendix A. Brinkman's viscous diffusion term versus Darcy's drag

Let us detail some arguments to support the discussion in Remark 1.1.
Among the numerous correlations of absolute permeability $K(\phi)$ versus porosity $\phi$, the well-known CarmanKozeny formula [28], confirmed in [51], for homogeneous and isotropic granular media composed of random packed beds of spherical solid particles reads, $d_{p}$ being the mean diameter of particles :

$$
\left\{\begin{array}{l}
\quad \text { Carman-Kozeny's correlation for granular media : }  \tag{57}\\
K(\phi)=\frac{d_{p}^{2} \phi^{3}}{180(1-\phi)^{2}}
\end{array}\right.
$$

For fibrous materials, it is more suitable to use the following Happel-Langmuir's formula [41], $d_{p}$ being here the mean diameter of cylindrical fibres, or others discussed in [42] for arrays of cylinder rods aligned or normal to the flow:

$$
\left\{\begin{array}{c}
\text { Happel-Langmuir's correlation for fibrous media : }  \tag{58}\\
K(\phi)=\frac{d_{p}^{2}}{16(1-\phi)}\left(-\ln (1-\phi)-\frac{3}{2}+2(1-\phi)-\frac{(1-\phi)^{2}}{2}\right)
\end{array}\right.
$$

Then, the Darcy number Da depends on the macroscopic length scale $L$ at which the momentum transport is to be studied :

$$
\begin{equation*}
\mathrm{Da}(\phi):=\frac{K(\phi)}{L^{2}}=\frac{K(\phi)}{d_{p}^{2}}\left(\frac{d_{p}}{L}\right)^{2} \tag{59}
\end{equation*}
$$

It is useful to plot the normalized permeability $K(\phi) / d_{p}^{2}$ as shown in Fig. 2.
The two correlations $K(\phi)$ have similar variations with porosity, both satisfy the required coherency at the asymptotics when $\phi \rightarrow 0$ or $\phi \rightarrow 1$, and as expected, the permeability of fibrous materials is larger than the one of granular media at the same porosity. As soon as we have $L=\mathcal{O}\left(100 d_{p}\right)$ or more, then we observe that $\mathrm{Da}(\phi) \ll 1$, except when $\phi \simeq 1$. In practice for many real configurations, we have $L=\mathcal{O}\left(1000 d_{p}\right)$ or more.

It is now useful to plot the ratio $R_{B / D}(\phi)$ in Eq. (11) to supply a validity criterium whether Brinkman's viscous term can be neglected with respect to Darcy's drag. Then, it appears in Fig. 3 that this approximation is fully justified except when $\phi \simeq 1$. That is the reason why all the terms have been kept in the transition layer for the derivation of the asymptotic interface model in [11].
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