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COMMENTS ON OBSERVABILITY AND STABILIZATION OF
MAGNETIC SCHRÖDINGER EQUATIONS

KAÏS AMMARI, MOURAD CHOULLI, AND LUC ROBBIANO

Abstract. We are mainly interested in extending the known results on ob-
servability inequalities and stabilization for the Schrödinger equation to the
magnetic Schrödinger equation. That is in presence of a magnetic potential.
We establish observability inequalities and exponential stabilization by ex-
tending the usual multiplier method, under the same geometric condition that
needed for the Schrödinger equation. We also prove, with the help of ellip-
tic Carleman inequalities, logarithmic stabilization results through a resolvent
estimate. Although the approach is classical, these results on logarithmic sta-
bilization seem to be new even for the Schrödinger equation.
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1. Introduction

Prior to give the precise statement of our main results we need to consider IBVP’s
for magnetic Schödinger equation that we are interested in. For this, we firstly give
the main notations and the preliminary results that we will use frequently in this
text

Date: February 6, 2019.
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1.1. Notations and preliminaries. Denote by dx the Lebesgue measure on Rd,
d ≥ 1, and dσ the Lebesgue measure on a submanifold S of Rk of dimension k− 1.
Let X be an open subset of Rd and Y = (X, dµ), Y = (S, dµ) or Y = (X × S, dµ),
where dµ = dx if Y = X, dµ = dσ if Y = S and dµ = dx⊗ dσ if Y = X × S.

For f, g ∈ L2(Y ) = L2(Y,C) and E ⊂ Y is measurable, we set

(f |g)0,E =
∫
E

fgdµ,

‖f‖0,E =
(∫

E

|f |2dµ
)1/2

and, if in addition Y = (X, dµ) and f ∈ H1(Y ) = H1(Y,C), let

‖f‖1,E =

‖f‖20,E +
d∑
j=1
‖∂jf‖20,E

1/2

.

Similarly, for F,G ∈ L2(Y,C`), ` ≥ 1, we define

(F |G)0,E =
∫
E

F ·Gdµ,

‖F‖0,E =
(∫

E

|F |2dµ
)1/2

.

Finally, for f ∈ L∞(X,R`), ` ≥ 1, we set

‖f‖∞ = ‖|f |‖L∞(X,R).

Throughout this text, Ω is a C∞ bounded domain of Rn, n ≥ 1, with boundary
Γ. Let ν denotes the outward unit normal vector field on Γ.

Henceforth a = (a1, . . . , an) ∈W 1,∞(Ω,Rn) is a fixed vector field. We define the
magnetic Laplacian and the magnetic gradient respectively by

∆a =
n∑
j=1

(∂j + i aj)2 = ∆ + 2ia · ∇+ idiv(a)− |a|2

and
∇a = ∇+ ia.

We shall also need the notation

∂νa = ∇a · ν = ∂ν + ia · ν.

The following identities will be useful in the sequel. There are obtained by
making integrations by parts

(∆af |g)0,Ω = −(∇af |∇ag)0,Ω + (∂νaf |g)0,Γ, f ∈ H2(Ω), g ∈ H1(Ω),(1.1)
(∆af |g)0,Ω = (f |∆ag)0,Ω, f, g ∈ H2(Ω) ∩H1

0 (Ω).(1.2)

Note that we can take f ∈ H∆(Ω) in (1.1) instead of f ∈ H2(Ω). In that case
(∂νaf |g)0,Γ has to be interpreted as a duality pairing between ∂νaf ∈ H−1/2(Γ) and
g ∈ H1/2(Γ).

Let Λ be a nonempty open subset of Γ and

(1.3) H = {u ∈ H1(Ω); u = 0 on Λ}.
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The Poincaré constant of H will be denoted by κ(H). That is κ(H) is the best
constant so that

‖u‖0,Ω ≤ C‖∇u‖0,Ω, u ∈ H.
We have in particular

‖u‖0,Ω ≤ κ(H)‖∇u‖0,Ω, u ∈ H.
Magnetic gradient semi-norm. Consider on H1

0 (Ω) = H1
0 (Ω,C) the semi-

norm
f ∈ H1

0 (Ω) 7→ ‖∇af‖0,Ω.
As it is shown by Esteban and Lions [14, page 406], we have

|∇|f || ≤ |∇af | a.e. in Ω.
Indeed, bearing in mind that a takes its values in Rn, we have

|∇|f || =
∣∣∣∣<(∇f f

|f |

)∣∣∣∣ =
∣∣∣∣<((∇f + iaf) f

|f |

)∣∣∣∣ a.e. in Ω.

As a consequence of this relation, we deduce that ‖∇a · ‖0,Ω defines a norm on
H1

0 (Ω). This norm is not in general equivalent to the natural norm ‖∇ · ‖0,Ω on
H1

0 (Ω). For simplicity sake’s, even it is not always necessary, we assume that a is
chosen is such a way that ‖∇a · ‖0,Ω is equivalent to ‖∇ · ‖0,Ω. This is achieved for
instance if 0 is not an eigenvalue of the ∆a, under Dirichlet boundary condition.
We refer to [8, Proposition 3.1] for a proof and other equivalent conditions.

Note that if ‖a‖∞ is sufficiently small then ‖∇a ·‖0,Ω and ‖∇·‖0,Ω are equivalent
on H1

0 (Ω). This follows in a straightforward manner by observing that if κ =
κ
(
H1

0 (Ω)
)
, then

(1.4) (1− ‖a‖∞κ)‖∇u‖0,Ω ≤ ‖∇au‖0,Ω ≤ (1 + ‖a‖∞κ)‖∇u‖0,Ω.
Whence, under the smallness condition

(1.5) ‖a‖∞ <
1
κ
,

‖∇a · ‖0,Ω and ‖∇ · ‖0,Ω are equivalent on H1
0 (Ω).

More generally, if H is of the form (1.3) and ‖a‖∞ < 1
κ(H) , then ‖∇a · ‖0,Ω and

‖∇ · ‖0,Ω are equivalent on H.

1.2. IBVP’s for the magnetic Schrödinger operator. Consider Γ0 and Γ1
two disjoint nonempty open subsets of Γ so that Γ = Γ0 ∪ Γ1.

We consider henceforward the following assumptions on the damping coefficients.
(Ac) 0 ≤ c ∈ L∞(Ω) and there exist ω, an open subset of Ω, and c0 > 0 so that

c ≥ c0 a.e. in ω.
(Ad) 0 ≤ d ∈ L∞(Γ0) and there exist γ0, an open subset of Γ0, and d0 > 0 so

that d ≥ d0 a.e. on γ0.
We deal with systems governed by IBVP’s for the magnetic Schrödinger operator

with different types of dampings. The first system we consider is given by the IBVP

(1.6)

 iut + ∆au+ ic(x)u = 0 in Ω× (0,+∞),
u = 0 on Γ× (0,+∞),
u(·, 0) = u0.

As a consequence of (1.2) we obtain that the unbounded operator A : L2(Ω)→
L2(Ω) given by Au = ∆au and D(A) = H2(Ω) ∩H1

0 (Ω) is self-adjoint.
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From inequality (1.1)

<(Au|u)0 = −‖∇au‖20 ≤ 0, u ∈ D(A).

As a non negative self-adjoint densely defined operator, A is m-dissipative. Then so
is A0 = iA,D(A0) = D(A), and, consequently, A0 generates a strongly continuous
group etA0 .

Assume that c obeys to assumption (Ac) and let A1 = i∆a − c with domain
D(A1) = D(A0). As a bounded perturbation of A0, A1 generates a strongly con-
tinuous semigroup etA1 .

For u0 ∈ L2(Ω), define the energy for the system (1.6) by

E1
u0

(t) = 1
2
∥∥etA1u0

∥∥2
0,Ω .

If u(t) = etA1u0, we get by using identity (1.1)
d

dt
‖u(t)‖20,Ω = 2<(u′(t), u(t))0,Ω = 2<

[
i‖∇au(t)‖20,Ω − ‖

√
cu(t)‖20,Ω

]
, t > 0.

Hence
d

dt
E1
u0

(t) = −‖
√
cu(t)‖20,Ω, t > 0.

Therefore t 7→ E1
u0

(t) is decreasing when u0 6= 0. We can then address the
question to know how fast this energy decay. This issue will be one of our objectives
in the coming sections.

The second system is associated with an IBVP with boundary damping.

(1.7)


iut + ∆au = 0 in Ω× (0,+∞),
∂νau+ dut = 0 on Γ0 × (0,+∞),
u = 0 on Γ1 × (0,+∞),
u(·, 0) = u0.

Introduce
V = {u ∈ H1(Ω); u|Γ1 = 0}.

Then, as we have seen before, under the smallness condition

(1.8) ‖a‖∞ <
1

κ(V ) ,

‖∇a · ‖0,Ω and ‖∇ · ‖0,Ω are equivalent on V . In particular, V endowed with the
norm ‖∇a · ‖0,Ω is a Hilbert space.

Let d satisfies assumption (Ad) and consider the unbounded operatorA2 : V → V
given by

A2 = i∆a and D(A2) = {u ∈ V ; ∆au ∈ V and ∂νau+ id∆au = 0 on Γ0}.

Let W = {u ∈ V ; ∆au ∈ V and ∂νau ∈ L2(Γ0)}. Apply then twice (1.1) in order
to derive, for u, v ∈W ,

(∇a(i∆au)|∇av)0,Ω = −i(∆au|∆av)0,Ω + i(∆au|∂νav)0,Γ0 ,(1.9)
(∇au|∇a(−i∆av))0,Ω = −i(∆au|∆av)0,Ω + i(∂νau|∆av)0,Γ0 .(1.10)

Take in (1.9) and (1.10) u ∈ D(A2) and v ∈W , we find

(1.11) (∇a(i∆au)|∇av)0,Ω = (∇au|∇a(−i∆av))0,Ω + i(∆au|∂νav − id∆av)0,Γ0 .
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Pick ϕ ∈ C∞(Ω \ Γ1) and let u ∈ V be the variational solution of the BVP{
−∆au = ϕ in Ω,
∂νau = idϕ in Γ0.

It is then not hard to check that u ∈ D(A2). Hence (∆au|∂νav − id∆av)0,Γ0 = 0
for any u ∈ D(A2) implies in particular (ϕ|∂νav − id∆av)0,Γ0 = 0 for any ϕ ∈
C∞(Ω \ Γ1). Hence ∂νav − id∆av = 0 on Γ0. From this and (1.11) we obtain that

A∗2 = −i∆a and D(A2) = {u ∈ V ; ∆au ∈ V and ∂νau− id∆au = 0 on Γ0}.
Here we identified the Hilbert space V with its dual space.

Now u = v, with u ∈ D(A2), in (1.9) yields

(1.12) <(∇a(A2u)|∇au)0,Ω = −‖
√
d∆au‖20,Γ0

≤ 0.
We get similarly from (1.10), where u ∈ D(A∗2),

<(∇a(A∗2u)|∇au)0,Ω = −‖
√
d∆au‖20,Γ0

≤ 0.
In other words, A2 and A∗2 are dissipative. On the other hand, as for the Laplace
operator, one can prove that A2 is closed graph. Therefore, according to [37,
Proposition 3.1.11, page 73], A2 is m-dissipative. Whence A2 is the generator of
strongly continuous semigroup etA2 .

The energy associated to the system (1.7) is given by

E2
u0

(t) = 1
2
∥∥∇ae

tA2u0
∥∥2

0,Ω , u0 ∈ V.

In light of (1.12), we have
d

dt
E2
u0

(t) = <(∇au(t)|∇au
′(t))0,Ω = <(∇a(A2u(t))|∇au(t))0,Ω = −‖

√
d∆au(t)‖0,Γ0 , t > 0.

Here again, we see that t 7→ E2
u0

(t) is decreasing whenever u0 6= 0.
The third system is again an IBVP with a boundary damping

(1.13)


iut + ∆au = 0 in Ω× (0,+∞),
∂νau− idu = 0 on Γ0 × (0,+∞),
u = 0 on Γ1 × (0,+∞),
u(·, 0) = u0.

Define the unbounded operator A3 : L2(Ω)→ L2(Ω) given by
A3 = i∆a and D(A3) = {u ∈ V ; ∆au ∈ L2(Ω) and ∂νau− idu = 0 on Γ0},

where d obeys to assumption (Ad).
We repeat the same argument that we used to prove that A2 is dissipative in

order to derive that A3 is also m-dissipative. Therefore A3 generates a strongly
continuous semigroup etA3 .

The energy corresponding to the system (1.13) is

E3
u0

(t) = 1
2
∥∥etA3u0

∥∥2
0,Ω , u0 ∈ L2(Ω).

In light of identity (1.1), for u, v ∈ D(A3), we have
(i∆au|v)0,Ω = −i(∇au|∇av)0,Ω − (du|v)0,Γ0 .

Whence
d

dt
E3
u0

(t) = −‖
√
du(t)‖20,Γ0

, t > 0,
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where u(t) = etA3u0, u0 ∈ L2(Ω).
One more time, we observe that, if u0 6= 0 then t 7→ E3

u0
(t) is decreasing.

If Γ0 ∩ Γ1 6= ∅, we do not have necessarily D(Aj) ⊂ H2(Ω). In order to avoid
this case, we assume in the rest of this text, even if it is not always necessary, that
Γ0 ∩ Γ1 = ∅. In other words, Γ has at least two connected components.

Prior to give sufficient condition guaranteeing that D(Aj) ⊂ H2(Ω), j = 2, 3, we
introduce, for s ∈ R and 1 ≤ r ≤ ∞,

Bs,r(Rn−1) := {w ∈ S ′(Rn−1); (1 + |ξ|2)s/2ŵ ∈ Lr(Rn−1)},

where S ′(Rn−1) is the space of temperated distributions on Rn−1 and ŵ is the
Fourier transform of w. Endowed with its natural norm

‖w‖Bs,r(Rn−1) := ‖(1 + |ξ|2)s/2ŵ‖Lr(Rn−1),

Bs,r(Rn−1) is a Banach space (it is noted that Bs,2(Rn−1) is merely the usual
Sobolev space Hs(Rn−1)). By using local charts and a partition of unity, we con-
struct Bs,r(Γ) from Bs,r(Rn−1) similarly as Hs(Γ) is built from Hs(Rn−1).

The main interest in these spaces is that the multiplication by a function from
Bs,1(Γ0), s ≥ 0, defines a bounded operator on Hs(Γ0) (see [12, Theorem 2.1]).

Additionally to the previous conditions on a and d, we assume in the rest of this
text that a · ν ∈ B1/2,1(Γ0) and d ∈ B1/2,1(Γ0).

Under these supplementary assumptions, for u ∈ D(Aj), j = 2, 3, ∂νu ∈
H1/2(Γ1) and, since [

2ia · ∇+ idiv(a)− |a|2
]
u ∈ L2(Ω),

the usual H2-regularity for the Laplacian with mixed boundary conditions entail
u ∈ H2(Ω). Whence, D(Aj) ⊂ H2(Ω), j = 1, 2, 3.

Remark 1.1. 1) Let ψ ∈ W 2,∞(Ω,R) and denote by Aψj , j = 1, 2, 3, the operator
Aj in which we substituted a by a +∇ψ. Straightforward computations give

e−iψ∇ae
iψ = ∇a+∇ψ, e−iψ∆ae

iψ = ∆a+∇ψ

and then

(1.14) etA
ψ
j = e−iψetAjeiψ, j = 1, 2, 3.

In particular,

‖etA
ψ
j ‖B(H) = ‖etAj‖B(H), H = L2(Ω) for j = 1, 3 and H = V if j = 2.

Let Ej,ψu0
the energy corresponding to Aψj , with u0 ∈ L2(Ω), j = 1, 3 and u0 ∈ V for

j = 2. In light of (1.14), we have

Ej,ψu0
= Ej

eiψu0
, j = 1, 2, 3.

2) Assume n = 1 and let Ω = (0, 1). Denote by A0
j the operator Aj when a = 0,

j = 1, 2, 3. Using that ψ(x) =
∫ x

0 a(t)dt satisfies ∂xψ = a, we get from 1)

etAj = e−iψetA
0
j eiψ and Eju0

= E0,j
eiψu0

, j = 1, 2, 3.

Here E0,j
u0

is the energy corresponding to A0
j , j = 1, 2, 3. Therefore, all the re-

sults existing in the literature without the presence of magnetic potential can be
transferred to the magnetic case.
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1.3. Main results. Let H` = L2(Ω) if ` = 1, 3 and H2 = V . The first results
we are going to prove concern logarithmic stabilization in both cases of interior or
boundary damping. We will prove in each case of ` = 1, ` = 2 or ` = 3,

Theorem 1.1. Assume that assumptions (Ac) and (Ad) hold. For every µ ∈ R,
A` − iµ is invertible and
(i) ‖(A` − iµ)−1‖B(H`) ≤ CeK

√
|µ|, µ ∈ R, for some constants C > 0 and K > 0,

(ii) there exists a constant C1 > 0 such that

‖etA`u0‖H` ≤
C1

ln2k(2 + t)
‖u0‖D(Ak

`
), u0 ∈ D(Ak` ).

Next, we establish observability inequalities for the magnetic Schrödinger op-
erator. To this end, fix x0 ∈ Rn, let m = m(x) = x − x0, x ∈ Rn and assume
that

(1.15) Γ0 = {x ∈ Γ; m(x) · ν(x) > 0}.

Observe that in the present case the condition Γ0∩Γ1 = ∅ is satisfied for instance
if Ω = Ω0\Ω1, with Ω1 b Ω0, Ωj star-shaped with respect to x0 ∈ Ω1 and Γj = ∂Ωj ,
j = 0, 1.

Proposition 1.1. Assume that Γ0 is of the form (1.15). Then there exists a
constant C > 0, only depending on Ω and T , so that, for any u0 ∈ D(A0) and
u(t) = etA0u0, we have

‖∇au0‖0,Ω ≤ C‖∂νau‖0,Σ0 .

Consider the following assumption: (A) ω is a neighborhood of Γ0 in Ω so that
ω ∩ Γ1 = ∅.

Proposition 1.2. Under assumption (A), there exists a constant C > 0, only
depending on Ω, T , Ω and Γ0, so that, for any u0 ∈ D(A0) and u(t) = etA0u0, we
have

‖u0‖0,Ω ≤ C‖u‖0,Qω .

Here Qω = ω × (0, T ).

Finally, we use these observability inequalities to obtain the following exponential
stabilization results.

Theorem 1.2. If the assumption (A) holds, then there exists a constant % > 0,
depending only on Ω, T , Ω and Γ0, so that

E1
u0

(t) ≤ e−%tE1
u0

(0), u0 ∈ L2(Ω).

Theorem 1.3. Let Γ0 be of the form (1.15) for some x0. Then there exists 0 <
ς ≤ 1

2κ(V ) , depending on x0 and Ω, with the property that, if ‖a‖∞ ≤ ς and a = 0
on Γ0, then there exists two constants C > 0 and % > 0, depending only on x0 and
Ω, so that

E2
u0

(t) ≤ Ce−%tE2
u0

(0), u0 ∈ V.
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1.4. State of art. Observability inequalities for the Schrödinger equation were
established by Machtyngier [25] by the multiplier method. The corresponding ex-
ponential stabilization results are due to Machtyngier and Zuazua [26]. Our observ-
ability inequalities together with exponential stabilisation extend those in [25, 26].

Under the so-called geometric control condition, Lebeau [22] showed that the
Schrödinger equation is exactly controlable (or equivalently exactly observable) for
an arbitrary fixed time (see also Phung [34], Laurent [21] and Dehman, Gérard and
Lebeau [13] for the nonlinear case). In the case of a square, Ramdani, Takahashi,
Tenenbaum and Tucsnak [35] obtained an observability inequality by a spectral
method which is build on the fact that observability is equivalent to an observality
resolvent estimate, known also as Hautus test. This equivalence was first proved
by Burq and Zworski [10] (see also Miller [33]).

Early observability estimates for the Schrödinger equation on torus were estab-
lished by Haraux [17] and Jaffard [19] in two dimensions and without potentials.
The case of Schrödinger equation on spheres and Zoll manifolds was studied in
Macià [27], Marcià and Rivière [28, 29]. The observability inequalities for the
Schrödinger equation on the torus and the disk was also considered by Ananthara-
man, Fermanian-Kammerer and Macià [1], Anantharaman and M. Léautaud [4],
Anantharaman, M. Léautaud and Macià [2], Anantharaman and Macià [3]. Its is
worth mentioning that the results in [1, 2, 3] allow time-dependent potentials and
these results hold without any geometric condition on the observation set.

Exact observability inequalities for the (magnetic) wave equation can transferred
to observability inequalities for the (magnetic) Schrödinger equation and vice versa
via a transmutation method (see Miller [33] and references therein) or by an abstract
framework consisting in transforming a second order evolution equation into a first
order evolution equation (see [37, Theorem 6.7.5 and Proposition 6.8.2] for more
details).

There is wide literature on control, observability and stabilization for the wave
equation. We only quote the following few reference [6, 11, 15, 16, 20, 36].

1.5. Outline. The rest of this text is organized as follows. Section 2 is devoted to
establish logarithmic decay of each of the energies Eju0

, j = 1, 2, 3. The main step
consists in proving a resolvent estimate via elliptic Carleman inequalities. Logarith-
mic energy decay is obtained by using an abstract theorem guaranteeing such decay
when the resolvent satisfies some estimates. We note that the logarithmic stability
results we establish in Section 2 hold without any geometric condition. We revisit
in Section 3 the multiplier method with the objective to extend the existing results
for the Schördinger equation to the magnetic Schördinger equation, provided that
the magnetic potential satisfies certain conditions. In Section 3, we need the usual
geometric conditions on the control subregion. Namely, the boundary control re-
gion must contain a part of the boundary enlightened by a point in the space. For
the internal control region, its boundary must contain again a part of the boundary
enlightened by a point in the space. In the last section, we added supplementary
comments. Precisely, we give an exponential stabilization estimate based on a direct
application of a Carleman inequality and an observability inequality in a product
space.
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2. Logarithmic stabilization

We firstly recall some interior Carleman estimates as well as boundary Carleman
estimates. For this last case we have several estimates depending on the a priori
knowledge we have on traces. Next, we apply these inequalities in order to get
resolvent estimates on imaginary axis, yielded to obtain energy decay of logarithmic
type.

2.1. Carleman estimates. Carleman estimates can be viewed as weighted energy
estimates with a large parameter. The crucial assumption is the sub-ellipticity
condition introduced in this context by Hörmander [18].

Henceforth
X = (−2, 2)× Ω and L = (−2, 2)× Γ.

Let P be equal to the Laplace operator plus an operator of order 1 with bounded
coefficients. The principal symbol of P is then p(y, η) = |η|2.

Set, for ϕ ∈ C∞(Rn+1,R),

pϕ(y, η, τ) = p(y, η + iτ∇ϕ(y)).

Definition 2.1. Let O be a bounded open set in Rn+1 and ϕ ∈ C∞(Rn+1,R). We
say that ϕ satisfies the sub-ellipticity condition in O if |∇ϕ| > 0 in O and

(2.1) pϕ(y, η, τ) = 0, (y, η) ∈ O × Rn+1, τ > 0 ⇒ {=pϕ,<pϕ}(y, η, τ) > 0,

where {·, ·} is the usual Poisson bracket.

Remark 2.1. Note that the sub-ellipticity condition is not really too restrictive. To
see that, pick ψ ∈ C∞(Rn+1,R) such that ∇ψ(y) 6= 0 for every y ∈ O. Then
ϕ(y) = eλψ(y) satisfies obviously the sub-ellipticity property in O if λ is chosen
sufficiently large. This gives a method to construct a weight function having the
sub-ellipticity property in O but other choices could be possible.

2.1.1. Interior Carleman estimate. The following Carleman estimate is classical
and we can find a proof in Hörmander [18, Theorem 8.3.1].

Theorem 2.1. Let U be an open subset of X and assume that ϕ obeys to the
sub-ellipticity condition in U . Then there exist C > 0 and τ0 > 0, such that

(2.2) τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X ≤ C‖eτϕPf‖20,X ,

for all τ ≥ τ0, f ∈ C∞0 (U).

2.1.2. Boundary Carleman estimates. For simplicity sake’s, we use in the sequel
the notation

Y = (−2, 2)× Ω.
Let y0 ∈ L and O be a neighborhood of y0 in (−2, 2) × Rn. We say that f ∈
C∞0 (O|X) if there exists g ∈ C∞0 (O) such that f = g|Y . In particular f ∈ C∞(Y ).
This definition allows functions with non null traces on ∂X but with null traces on
∂(O ∩X) \ L. The following theorem is proved in [24, Proposition 1].

Theorem 2.2. Let y0 ∈ ∂X and O a neighborhood of y0 in (−2, 2) × Rn and
assume that ϕ satisfies the sub-ellipticity condition in O ∩X. We also assume that
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∂νϕ(y) 6= 0 in ∂O ∩ ∂X. Then there exist C > 0 and τ0 > 0, such that

τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X + τ‖eτϕ∇f‖20,L
≤ C

(
‖eτϕPf‖20,X + τ3‖eτϕf‖20,L + τ‖eτϕ∂νf‖20,L

)
,

for all τ ≥ τ0, f ∈ C∞0 (O|X).

This Carleman estimate is useful when we know Dirichlet and Neumann traces
of f on a part of the boundary. It allows to estimate the function f in an interior
domain by its Dirichlet and Neumann traces on a part of the boundary and Pf .

The two next theorems only assume that the knowledge of the Dirichlet trace
or Neumann trace. They permit to estimate the function f up to the boundary by
Pf and a priori knowledge of f in a small domain contained in X.

Henceforth, ∇T denotes the tangential gradient on Σ. The following theorem is
proved in [23, Proposition 1]

Theorem 2.3. Let y0 ∈ ∂X and O a neighborhood of y0 in (−2, 2)× Rn, assume
that ϕ satisfies the sub-ellipticity condition in O ∩X and ∂νϕ(y) < 0 on ∂O ∩ ∂X.
Then there exist C > 0 and τ0 > 0, such that

τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X + τ‖eτϕ∂νf‖20,L
≤ C

(
‖eτϕPf‖20,X + τ3‖eτϕf‖20,L + τ‖eτϕ∇T f‖20,L

)
,

for all τ ≥ τ0, f ∈ C∞0 (O|X).

The following theorem is a consequence of [24, Lemma 4].

Theorem 2.4. Let y0 ∈ ∂X and O a neighborhood of y0 in (−2, 2)× Rn, assume
that ϕ satisfies the sub-ellipticity condition in O ∩X and ∂νϕ(y) < 0 on ∂O ∩ ∂X.
Then there exist C > 0 and τ0 > 0, such that

τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X + τ3‖eτϕf‖20,L + τ‖eτϕ∇f‖20,L
≤ C

(
‖eτϕPf‖20,X + τ‖eτϕ∂νf‖20,L

)
,

for all τ ≥ τ0, f ∈ C∞0 (O|X).

2.1.3. Global Carleman estimates. We can patch together the interior and bound-
ary Carleman estimates to obtain a global one. The global Carleman estimate we
obtain will be very useful to tackle the stabilization issue for system (1.6).

Theorem 2.5. Let Z be a open subset of X and assume that ϕ satisfies the sub-
ellipticity condition in Y \ Z. Assume moreover that ∂νϕ(y) < 0 in L. Then there
exist C > 0 and τ0 > 0, such that

C
(
τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X + τ‖eτϕ∂νf‖20,L

)
≤ ‖eτϕPf‖20,X + τ3‖eτϕf‖20,L + τ‖eτϕ∇T f‖20,L

+ ‖eτϕf‖20,Z + ‖eτϕ∇f‖20,Z ,

for all τ ≥ τ0, f ∈ C∞(X).

We now state a theorem that we will use to deal with stabilization issue for
systems (1.7) and (1.13)

Set
Lj = (−2, 2)× Γj , j = 0, 1.
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Theorem 2.6. Let Λ an open subset of L0. Assume that ϕ satisfies the sub-
ellipticity condition in Y and ∂νϕ(y) < 0 in L \ Λ. Then there exist C > 0 and
τ0 > 0, such that

C
(
τ3‖eτϕf‖20,X + τ‖eτϕ∇f‖20,X + τ3‖eτϕf‖20,L + τ‖eτϕ∇f‖20,L

)
≤ ‖eτϕPf‖20,X + τ3‖eτϕf |20,L1

+ τ‖eτϕ∇T f‖20,L1

+ τ‖eτϕ∂νf‖20,L0\Λ + τ3‖eτϕf‖20,Λ + τ‖eτϕ∂νf‖20,Λ,

for all τ ≥ τ0, f ∈ C∞(X).

To prove Theorems 2.5 and 2.6 we can proceed similarly to the proof of [18,
Lemma 8.3.1]. A rough idea of the proof is the following. Assume that we have
a Carleman estimate in a neighborhood U of each point of X. If (Uj) is a finite
covering of X of such neighborhoods, we pick (χj) a partition of unity subordinate
to this covering. In each Uj , we apply the corresponding Carleman estimate to χju,
i.e. Theorem 2.1 if Uj ⊂ X or one of Theorem 2.2, 2.3 and 2.4 if Uj ∩ ∂X 6= ∅,
depending on assumptions we have on boundary terms. Putting together all these
estimates in order to get, in a classical way, Theorems 2.5 and 2.6.

Remark 2.2. All the previous theorems still hold if we substitute P by P plus a
first order operator Q having bounded coefficients. For that it is enough to observe
that

‖eτϕPf‖0,X ≤ ‖eτϕ(P +Q)f‖0,X + ‖eτϕQf‖0,X
and that the term ‖eτϕQf‖0,X can be absorbed by the left hand side of (2.2), by
modifying τ0 if necessary.

The assumptions on the weight function may impose some constraints on the
topology of Ω. In Theorem 2.5, if ϕ satisfies ∂νϕ(y) < 0 in L, ϕ has a maximum in
X, thus we have to impose that this maximum belongs to Z. In Theorem 2.6, we
need ∇ϕ 6= 0 in Y . This is always possible as long as we do not assume that ∂νϕ
is of constant sign on Z. However one can construct weight functions ϕ obeying to
the assumptions of the preceding theorems.

Proposition 2.1. Let Z an open subset of X. There exists ψ ∈ C∞(X) such that
∂νψ < 0 on L and ∇ψ 6= 0 in Y \ Z.

Proposition 2.2. Let Λ be an open subset of L0. There exists ψ ∈ C∞(X) such
that ∂νψ < 0 on L \ Λ and ∇ψ 6= 0 in Y .

To prove the existence of such functions ψ, we first construct ψ in a neighborhood
of L (resp. L\Λ). Next, we extend this function to Y and approximate the extended
function by a Morse function. Finally, we push the singularities in Z along paths to
singularities in a point in Z (resp. in the exterior of X along paths passing through
Λ). We refer for instance [37, Section 14.2, page 437] for a proof. One can then
check that ϕ = eλψ possesses the assumptions of Theorem 2.5 (resp. Theorem 2.6)
for ψ constructed in Proposition 2.1 (resp. Proposition 2.2).

2.2. Stabilization by a resolvent estimate. The resolvent set of an operator B
will denoted by ρ(B).

The following abstract theorem is the key tool in establishing the logarithmic
stabilization for each of the three systems we are interested in.
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Theorem 2.7. Let B the generator of a continuous semigroup etB on a Hilbert
space H. Assume that
(i) sup

t≥0
‖etB‖B(H) <∞,

(ii) iR ⊂ ρ(B),
(iii) ‖(B − iµ)−1‖B(H) ≤ CeK

√
|µ|, µ ∈ R, for some constants C > 0 and K > 0.

Then there exists a constant C1 > 0, such that

‖etBf‖H ≤
C1

ln2k(2 + t)
‖f‖D(Bk), f ∈ D(Bk)

or equivalently

‖etBB−k‖B(H) ≤
C1

ln2k(2 + t)
.

This result is a particular case of [7, Theorem 1.5].

2.2.1. Interior damping. We deal in this subsection with the system (1.6). Specifi-
cally we are going to apply Theorem 2.7 with B = A1 and H = L2(Ω). That is we
will prove Theorem 1.1 when ` = 1. We restate here for convenience this result.

Theorem 2.8. Assume that assumption (Ac) is satisfied. For every µ ∈ R, A1−iµ
is invertible and
(i) ‖(A1−iµ)−1‖B(L2(Ω)) ≤ CeK

√
|µ|, µ ∈ R, for some constants C > 0 and K > 0,

(ii) there exists a constant C1 > 0, such that

‖etA1u0‖L2(Ω) ≤
C1

ln2k(2 + t)
‖u0‖D(Ak1 ), u0 ∈ D(Ak1).

Proof. Let us first consider the resolvent equation (A1 − iµ)u = g, g ∈ L2(Ω).
Changing g by −ig, we are lead to solve

(2.3) ∆au+ icu− µu = g.

Multiplying this equation by u and integrating on Ω, we have

(∆au|u)0,Ω + i(cu|u)0,Ω − µ(u|u)0 = (g|u)0,Ω,

We obtain by applying (1.1)

(2.4) −‖∇au‖20,Ω + i(cu|u)0,Ω − µ‖u‖20,Ω = (g|u)0,Ω.

Taking the real part of this equation, we obtain

−‖∇au‖20,Ω − µ‖u‖20,Ω = <(g|u)0,Ω.

If µ ≥ 0, this estimate entails

‖∇au‖20,Ω ≤ ‖g‖0,Ω‖u‖0,Ω
and hence

‖u‖0,Ω ≤ κ2k2‖g‖0,Ω, µ ≥ 0.
Here κ is the Poincaré constant of H1

0 (Ω) and k is a constant so that ‖∇w‖0,Ω ≤
k‖∇aw‖0,Ω, for each w ∈ H1

0 (Ω). In other words, we proved the resolvent estimate
when µ ≥ 0.

Next, simple computations show that (iA1)∗ = iA1 + 2ic. Whence

ind(iA1 + µ) = −ind(iA1 + 2ic+ µ) = −ind(iA1 + µ)
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and then ind(iA1 + µ) = 0. Therefore, A1 − iµ is invertible if and only if it is
injective.

To prove that A1 − iµ is injective, take, for g = 0, the imaginary part of equa-
tion (2.4) in order to obtain that u = 0 in ω. Hence ∆au+ icu− µu = 0 in Ω and
u = 0 in ω. Then, by the unique continuation property, u = 0 in Ω.

We complete the proof by establishing the resolvent estimate when µ < 0. By
continuity argument, we are reduced to prove the resolvent estimate for large |µ|.
To do that, we obtain, by taking again the imaginary part of equation (2.4),

(2.5) c0‖u‖20,ω ≤ ‖u‖0,Ω‖g‖0,Ω.

Now are now going to apply a Carleman inequality to estimate ‖u‖0,Ω in terms
of ‖u‖0,ω. To this end, define f(s, x) = eαsu(x), where α =

√
−µ. Since u is the

solution of (2.3), we easily get that f satisfies

(2.6) ∂2
sf + ∆af + icf = esαg.

Fix ω′ b ω and set

X1 = (−1, 1)× Ω and X2 = (−1/2, 1/2)× ω′.

Pick χ ∈ C∞0 (R), such that χ(s) = 1 for |s| ≤ 3/4 and χ(s) = 0 for |s| ≥ 1. We put

ϕ(s, x) = eλ(−βs2+ψ(x)),

where ψ satisfies Proposition 2.1 with Z = X2 and β > 0 is fixed in what follows.
The critical points of −βs2 + ψ(x) are located in X2. Then for λ sufficiently
large (but fixed from now on) ϕ satisfies the sub-ellipticity condition according to
Remark 2.1. We can apply Theorem 2.5, with χf instead of f . We obtain as χf
satisfies the Dirichlet boundary condition

τ3‖eτϕχf‖20,X + τ‖eτϕ∇(χf)‖20,X . ‖eτϕ
(
∂2
s (χf) + ∆a(χf) + icχf

)
‖20,X

(2.7)

+ ‖eτϕf‖20,X2
+ ‖eτϕ∇f‖20,X2

.

Here and until the end of this proof, Q1 . Q2 means that Q1 ≤ CQ2, for some
generic constant C, only depending on Ω, ψ, a and c.

We have

∂2
s (χf) + ∆a(χf) + iaχf = esαχg + 2∂sχ∂sf + f∂2

sχ.

As ∂sχ is supported in the set {s ∈ R, 3/4 ≤ |s| ≤ 1}, we get

(2.8) ‖eτϕ(2∂sχ∂sf + f∂2
sχ)‖20,X . αeC1τ+2α‖u‖20,Ω,

with C1 = eλ(−9β/16+maxΩ ψ).
On the other hand

‖eτϕf‖20,X2
+ ‖eτϕ∇f‖20,X2

. αeτC3+2α‖u‖21,ω′ ,(2.9)
‖eτϕesαχg‖20,X . eτC3+2α‖g‖20,X .(2.10)

where C3 = 2eλmaxΩ ψ.
Inequalities (2.8), (2.9) and (2.10) in (2.7) yield

(2.11)
τ3‖eτϕχf‖20,X+τ‖eτϕ∇(χf)‖20,X . αeτC3+2α (‖u‖21,ω′ + ‖g‖20,Ω

)
+αeC1τ+2α‖u‖20,Ω.
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Let χ2
0 ∈ C∞0 (ω) where χ0 = 1 on ω′. We multiply (2.3) by χ2

0u and we make
an integration by parts. We obtain

‖∇u‖20,ω′ . α‖u‖20,ω + ‖g‖20,Ω
for which we deduce
(2.12)
τ3‖eτϕχf‖20,X+τ‖eτϕ∇(χf)‖20,X . α2eτC3+2α (‖u‖20,ω + ‖g‖20,Ω

)
+αeC1τ+2α‖u‖20,Ω.

In the set X ∩ {(s, x); |s| ≤ 1/2}, χ = 1 and

ϕ ≥ eλ(−β/4+minΩ ψ).

Then e2τϕ ≥ eτC2 , where
C2 = 2eλ(−β/4+minΩ ψ).

Fix then β sufficiently large in such a way that C1 < C2 < C3. From (2.12) we
thus obtain

eτC2+α‖u‖20,Ω . α2eτC3+2α (‖u‖20,ω + ‖g‖20,Ω
)

+ αeC1τ+2α‖u‖20,Ω.

Taking τ = γα = γ
√
|µ| with γ sufficiently large, there exist C4, C5 > 0 such that

‖u‖20,Ω . eC4α(‖u‖20,ω + ‖g‖20,Ω) + e−C5α‖u‖20,Ω.
For α sufficiently large, we have

‖u‖20,Ω . eC4α(‖u‖20,ω + ‖g‖20,Ω).

From (2.5) we have

‖u‖20,Ω ≤ KeC4α
(
‖u‖0,Ω‖g‖0,Ω + ‖g‖20,Ω

)
.

As
KeC4α‖u‖0,Ω‖g‖0,Ω ≤ ‖u‖20,Ω/2 + (K2/2)e2C4α‖g‖20,Ω,

we obtain
‖u‖20,Ω . e2C4α‖g‖20,Ω,

which is exactly the expected resolvent estimate. �

2.2.2. Boundary damping. This subsection is devoted to the proof of Theorem 1.1
when ` = 2 and ` = 3. We first restate for conveniance the result for ` = 2.

Theorem 2.9. Let assumption (Ad) holds. For every µ ∈ R, A2 − iµ is invertible
and
(i) ‖(A2 − iµ)−1‖B(V ) ≤ CeK

√
|µ|, µ ∈ R, for some constants C > 0 and K > 0,

(ii) there exists a constant C1 > 0, such that

‖etA2u0‖V ≤
C1

ln2k(2 + t)
‖u0‖D(Ak2 ), u0 ∈ D(Ak2).

Proof. We are going to prove that B = A2 obeys to the conditions of Theorem 2.7
when H = V . As in the preceding proof, we solve the resolvent equation: for g ∈ V ,
find u ∈ D(A2) satisfying

(A2 − iµ)u = g.

Substituting g by −ig, we are reduced the following equation: find u ∈ D(A2) so
that
(2.13) ∆au− µu = g.
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Multiply this equation by u and integrate over Ω in order to get

(∆au|u)0,Ω − µ(u|u)0,Ω = (g|u)0,Ω,

In combination with (1.1), this identity yields

−‖∇au‖20,Ω − µ‖u‖20,Ω + (∂νAu|u)0,Γ0 = (g|u)0,Ω.

As ∂νAu = −id∆au and ∆au = µu+ g on Γ0, we have

(2.14) −‖∇au‖20,Ω − µ‖u‖20,Ω − iµ‖
√
du‖0,Γ0 = (g|u)0,Ω + i(dg|u)0,Γ0 .

Taking the real part, we get

(2.15) −‖∇au‖20,Ω − µ‖u‖20,Ω = <(g|u)0,Ω + <(idg|u)0,Γ0 .

For µ ≥ 0, we have

‖∇au‖20,Ω + µ‖u‖20,Ω ≤ ‖g‖0,Ω‖u‖0,Ω + ‖d‖∞‖g‖0,Γ0‖u‖0,Γ0 .

We know that ‖∇a · ‖0,Ω is equivalent to the natural norm of V induced by that
on H1

0 (Ω). Therefore, the trace operator tr : V → L2(Γ0) is bounded when V is
endowed with norm ‖∇a · ‖0,Ω.

Thus, we have

‖∇au‖20,Ω + µ‖u‖20 ≤ κ2
1‖∇ag|‖0,Ω‖∇au‖0,Ω + ‖d‖∞‖tr‖‖|∇ag|‖0,Ω‖|∇au|‖0,Ω

≤
(
κ2

1 + ‖d‖∞‖tr‖2
)
‖∇ag‖0,Ω‖∇au‖0,Ω,

where ‖tr‖ denotes the norm of tr in B(V,L2(Γ0)) and κ1 is the Poincaré constant
of V . In particular

(2.16) ‖∇au‖0,Ω ≤
(
κ2

1 + ‖d‖∞‖tr‖2
)
‖∇ag‖0,Ω.

This is nothing but the resolvent estimate for µ ≥ 0.
Let us now consider the case µ < 0. To this end, we firstly observe that A2 − iµ

is injective. Indeed, take g = 0 and then the imaginary part in (2.14) to get u = 0
on γ0 yielding ∂νu = 0 on γ0. Whence u = 0 by the unique continuation property.
Obviously, g = 0 and µ = 0 entail ∇au = 0 and then u = 0. Next, as A2 is
invertible by the preceding step and D(A2) is compactly embedded in V according
to the elliptic regularity, A−1

2 : V → V is compact. Therefore B2 = I − iµA−1
2 ,

injective, is onto by Fredholm’s alternative and hence A2− iµ = A2B2 is also onto.
To complete the proof, it remains to prove the resolvent estimate for µ < 0. As

in the preceding proof it is enough to establish such an estimate for |µ| large. To
this end, taking one more time the imaginary part of (2.14), we obtain

(2.17) −µ‖
√
du‖20,Γ0

= −<(ig|u)0,Ω + <(dg|u)0,Γ0 .

From (2.17), we get by using the continuity of the trace operator tr and |µ| ≥ 1,

(2.18) d0‖u‖20,γ0
≤ ‖d‖∞‖tr‖2‖∇ag‖0,Ω‖∇au‖0,Ω.

Next we proceed as in the preceding theorem. We first use a Carleman inequality
to estimate ‖∇au‖0,Ω by ‖u‖0,Γ0 . Set f(s, x) = eαsu(x), where s ∈ (−2, 2) and
α =
√
−µ. Then it is straightforward to check that f satisfies

(2.19) Pf = ∂2
sf + ∆af = esαg.

Recall that
X = (−2, 2)× Ω, X1 = (−1, 1)× Ω
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and define
`0 = (−1/2, 1/2)× γ0.

Let χ ∈ C∞0 (R), such that χ(s) = 1 for |s| ≤ 3/4 and χ(s) = 0 for |s| ≥ 1. We
set

ϕ(s, x) = eλ(−βs2+ψ(x)),

where ψ is given by Proposition 2.2 with Λ = `0 and β > 0 is fixed in what follows.
The function −βs2 + ψ(x) has no critical point in X. Then for λ sufficiently large
(but fixed from now on) ϕ satisfies the sub-ellipticity condition of Remark 2.1.

In the rest of this proof Q1 . Q2 means Q1 ≤ CQ2, for some generic constant
C, only depending on n, Ω, a and d.

We can apply Theorem 2.6, with χf instead of f . As χf satisfies Dirichlet bound-
ary condition on Γ1 and as ∂νa = ∂ν + ia · ν, we get τ3‖eτϕf‖20,`0 + τ‖eτϕ∂νf‖20,`0
is equivalent to τ3‖eτϕf‖20,`0 + τ‖eτϕ∂νaf‖20,`0 . Then

τ3‖eτϕχf‖20,X + τ‖eτϕ∇(χf)‖20,X . ‖eτϕP (χf)‖20,X(2.20)
+ τ‖eτϕ∂νaf‖20,L0\`0 + τ3‖eτϕf‖20,`0 + τ‖eτϕ∂νaf‖20,`0 .

We recall the constants defined in the previous section,

C1 = 2eλ(−9β/16+supΩ ψ),(2.21)

C2 = 2eλ(−β/4+minΩ ψ),

C3 = 2eλ supΩ ψ(x).

Similarly to the previous section, we have

‖eτϕP (χf)‖20,X . e2α+C3τ‖∇ag‖20,Ω + e2α+C1τ‖∇au‖20,Ω,(2.22)
‖eτϕf |20,`0 . e

2α+C3τ‖u‖20,γ0
. e2α+C3τ‖∇ag‖0,Ω‖∇au‖0,Ω,

from (2.18). The two other terms of the right hand side of (2.20) may be estimated
by ‖eτϕ∂νaf‖20,L0

. We have

(∂νAf)|L0 = eαs(∂νAu)|Γ0 = −ideαs(∆au)|Γ0 = −ideαs(g + µu)|Γ0 .

Whence

‖eτϕ∂νaf‖20,L0
. e2α+C3τ (‖g‖20,Γ0

+ |µ|2‖d1/2u‖20,Γ0
)(2.23)

. e2α+C3τ
(
‖∇ag‖20,Ω + α4‖∇ag‖0,Ω‖∇au‖0,Ω

)
.

On the other hand, it is straightforward to check

τ3‖eτϕχf‖20,X + τ‖eτϕ∇(χf)‖20,X & τ3‖eτϕf‖20,(−1/2,1/2)×Ω(2.24)
+ τ‖eτϕ∇f‖20,(−1/2,1/2)×Ω

& eα+τC2(‖u‖20,Ω + ‖∇u‖20,Ω).

Inequalities (2.20) and (2.22) to (2.24) yield

eα+τC2‖∇au‖20,Ω
. e2α+C3τ (‖∇ag‖20,Ω + α4‖∇ag‖0,Ω‖∇au‖0,Ω) + αe2α+C1τ‖∇au‖20,Ω.
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As we have done in the preceding proof, taking β sufficiently large, we have C1 <
C2 < C3 and, for τ = γα with γ sufficiently large, we find C4 > 0 and C5 > 0 so
that

‖∇au‖20,Ω ≤ CeC4α
(
‖∇ag‖20,Ω + α4‖∇ag‖0,Ω‖∇au‖0,Ω

)
+ Ce−C5α‖∇au‖20,Ω.

Choose α sufficiently large in such a way that Ce−C5α ≤ 1/4. Then

Cα4eC4α‖∇ag‖0,Ω‖∇au‖0,Ω ≤ C2α8e2C4α‖∇ag‖20,Ω + ‖∇au‖20,Ω/2.

The last two estimates entail

(2.25) ‖∇au‖20,Ω ≤ CeCα‖∇ag‖20,Ω.

The proof is then complete. �

We move now to the system (1.13) for which we aim to prove Theorem 1.1 for
` = 3. We restate here for convenience this result.

Theorem 2.10. Under assumption (Ad), for every µ ∈ R, A3 − iµ is invertible
and
(i) ‖(A3 − iµ)−1‖B(L2(Ω)) ≤ CeK

√
|µ|, µ ∈ R, for some constants C > 0 and K,

(ii) there exists a constant C1 > 0, such that

‖etA3u0‖0,Ω ≤
C1

ln2k(2 + t)
‖u0‖D(Ak3 ), u0 ∈ D(Ak3).

Proof. As in the preceding two proofs, we first solve the resolvent equation: for
g ∈ L2(Ω), find u ∈ D(A3) so that

(2.26) ∆au− µu = g.

With the help of identity (1.1), we get

−‖∇au‖20,Ω − µ‖u‖20,Ω + (∂νAu|u)0,Γ0 = (g|u)0,Ω.

As ∂νAu = idu, we have

(2.27) −‖∇au‖20,Ω − µ‖u‖20,Ω + i‖
√
du‖20,Γ0

= (g|u)0,Ω.

Take the real part of each side in order to derive

(2.28) −‖∇au‖20,Ω − µ‖u‖20,Ω = <(g|u)0,Ω.

When µ ≥ 0, we obtain

(2.29) ‖∇au‖0,Ω ≤ ‖g‖0,Ω.

This and Poincaré inequality on V imply the resolvent estimate when µ ≥ 0.
When µ < 0, we can repeat the argument we used for A2. That is A3 − iµ will

be invertible if it is injective. Here again the fact that A3 − iµ is injective follows
from a unique continuation property.

Next assume that µ < 0. We get by taking the imaginary part of each side
of (2.27)

‖
√
du‖20,Γ0

= −<(ig|u)0,Ω.

Hence

(2.30) d0‖u‖20,γ0
≤ ‖g‖0,Ω‖u‖0,Ω.

In this proof . has the same meaning as in the proof of Theorem 2.9.
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With the notations of the preceding proof, we have

‖eτϕP (χf)‖20,X . e2α+C3τ‖g‖20,Ω + αe2α+C1τ‖u‖21,Ω(2.31)
‖eτϕf‖20,L0

. e2α+C3τ‖u‖2L2(γ0) . e
2α+C3τ‖g‖0,Ω‖u‖0,Ω,

where we used (2.30).
The two other terms of the right hand side of (2.20) are estimated by ‖eτϕ∂νaf‖20,L0

.
We have

(∂νaf)|L0 = eαs(∂νau)|Γ0 = ideαsu|Γ0 .

Whence, using (2.30), we get

‖eτϕ∂νaf‖20,L0
. e2α+C3τ‖

√
du‖20,Γ0

(2.32)
. e2α+C3τ‖g‖0,Ω‖u‖0,Ω.

On the other hand,

τ3‖eτϕχf‖20,X + τ‖eτϕ∇(χf)‖20,X & τ3‖eτϕf‖20,(−1/2,1/2)×Ω(2.33)
+ τ‖eτϕ∇f‖20,(−1/2,1/2)×Ω

& eα+τC2(‖u‖20,Ω + |∇u‖20,Ω).

Estimates (2.20) and (2.31) to (2.33), imply

eα+τC2‖u‖21,Ω . e2α+C3τ (‖g‖20,Ω + ‖g‖0,Ω‖u‖0,Ω) + e2α+C1τ‖u‖21,Ω.(2.34)

Similarly to the proof of the preceding theorem, we can take β large enough in
order to ensure that C1 < C2 < C3 and, for τ = γα with γ sufficiently large, there
exist C4 > 0 and C5 > 0 so that

‖u‖21,Ω ≤ CeC4α(‖g‖20,Ω + ‖g‖0,Ω‖u‖0,Ω) + Ce−C5α‖u‖21,Ω.

Pick α large enough in such a way that Ce−C5α ≤ 1/4. Then

CeC4α‖g‖0,Ω‖u‖0,Ω ≤ C2e2C4α‖g‖20,Ω + ‖u‖20,Ω/2.

The two last estimates yield

(2.35) ‖u‖20,Ω ≤ ‖u‖21,Ω ≤ CeCα‖g‖20,Ω,

That is we proved the resolvent estimate for µ < 0. �

3. Exponential stabilization

3.1. Observability inequalities. In this section, we use the following notation

Q = Ω× (0, T ), Σ = Γ× (0, T ) and Σj = Γj × (0, T ), j = 0, 1.

Following Lions and Magenes notation, the anisotropic Sobolev space H2,1(Q)
is given by

H2,1(Q) = L2((0, T ), H2(Ω)) ∩H1((0, T ), L2(Ω)).
We use frequently in the sequel the following Green’s formula

(3.1) ((∂j + iaj)u|v)0,Ω = −(u|(∂j + iaj)u)0,Ω + (u|vνj)0,Γ.

The following proposition is a key tool in the multiplier method.
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Proposition 3.1. Let ℵ ∈ C2(Q,Rn), u ∈ H2,1(Q) and set

f = i∂tu+ ∆au.

Then

〈∇au · ν|ℵ · ∇au〉0,Σ −
1
2(|∇au|2|ℵ · ν)0,Σ

+ 1
2(div(ℵ)u|∇au · ν)0,Σ −

i

2(u(ℵ · ν)|∂tu)0,Σ

= 〈Dℵ∇au|∇au〉0,Q + 1
2(u∇div(ℵ)|∇au)0,Q

+ i

2(u∂tℵ|∇au)0,Q −
i

2 [(uℵ|∇au)0,Ω]T0 dx

+ 〈fℵ|∇au〉0,Q + 1
2(div(ℵ)u|f)0,Q.

Here Dℵ = (∂kℵ`) is the Jacobian matrix of ℵ.

Proof. For simplicity sake’s, we use in this proof the following temporary notation

dj = ∂j + iaj and dj = ∂j − iaj .

First step. We prove

〈∆au|ℵ · ∇au〉0,Q = −〈Dℵ∇au|∇au〉0,Q

(3.2)

+ 1
2(|∇au|2|div(ℵ))0,Q −

1
2(|∇au|2|ℵ · ν)0,Σ + 〈∇au · ν|ℵ · ∇au〉0,Σ.

From Green’s formula (3.1), we have

(∆au|ℵ · ∇au)0,Ω =
n∑

j,k=1
(d2
juℵk|dku)0,Ω(3.3)

= −
n∑

j,k=1
(dju|dj(ℵkdku))0,Ω +

n∑
j,k=1

(djuνj |ℵkdku)0,Γ

= −
n∑

j,k=1
(dju|dj(ℵkdku))0,Ω + (∇au · ν|ℵ · ∇au)0,Γ.

Elementary calculations show

dj(ℵkdku) = ∂jℵkdku+ ℵkdjdku.

Therefore

(dju|dj(ℵkdku))0,Ω = (∂jℵkdju|dku)0,Ω + (djuℵk|djdku)0,Ω.

Hence

(3.4)
n∑

i,k=1
(dju|dj(ℵkdku))0,Ω = (Dℵ∇au|∇au)0,Ω +

n∑
i,k=1

(djuℵk|djdku)0,Ω.

Introduce the auxiliary function vj = dju. Then

djudj dku = vjdkvj = vj∂kvj − iaj |vj |2
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and then

<[djudj dku] = <(vj∂kvj) = 1
2(vj∂kvj + vj∂kvj) = 1

2∂k|vj |
2 = 1

2∂k|dju|
2.

Whence
n∑

i,j=1
〈ℵkdju|djdku〉0,Ω = 1

2(∇|∇au|2|ℵ)0,Ω

= −1
2(|∇au|2|div(ℵ))0,Ω + 1

2(|∇au|2|ℵ · ν)0,Γ.

This and (3.4) lead
n∑

j,k=1
〈ℵkdju|dj(ℵkdku))0,Ω = 〈Dℵ∇au|∇au)0,Ω

− 1
2(|∇au|2|div(ℵ))0,Ω + 1

2(|∇au|2|ℵ · ν)0,Γ.

Combine this identity with the real part of (3.3) and integrate with respect to t in
order to get the expected identity.
Second step. We have

2<
[
i∂tu

(
ℵ · ∇au

)]
= i∂tu

(
ℵ · ∇au

)
− i∂tu (ℵ · ∇au)

= i
[
∂tu

(
ℵ · ∇u

)
− ∂tu (ℵ · ∇u)

]
+ (ℵ · a)(∂tuu+ u∂tu)

= i
[
∂tu

(
ℵ · ∇u

)
− ∂tu (ℵ · ∇u)

]
+ (ℵ · a)∂t|u|2.

An integration by parts with respect to t gives

(ℵ · a|∂t|u|2)0,(0,T ) = −(∂tℵ · a||u|2)0,(0,T ) +
[
(ℵ · a)|u|2

]T
0 .

Therefore

〈i∂tuℵ|∇au)0,Q = i

2 [(∂tuℵ|∇u)0,Q − (∇u|∂tuℵ)0,Q](3.5)

− 1
2(∂tℵ · a||u|2)0,Q + 1

2
[
(ℵ · a||u|2)0,Ω

]T
0 .

Next we calculate the first term in the right hand side of the identity above. Inte-
grating with respect to t, we find

(∂tu|ℵ · ∇u)0,(0,T ) = −(u|∂tℵ · ∇u)0,(0,T ) − (u|ℵ · ∂t∇u)0,(0,T ) +
[
u(ℵ · ∇u)

]T
0 .

On the other hand, Green’s formula yields

(uℵ|∂t∇u)0,Q = −(div(ℵ)u|∂tu)0,Q − (ℵ · ∇u|∂tu)0,Q + ((ℵ · ν)u|∂tu)0,Σ.

Hence
i

2 [(∂tuℵ|∇u)0,Q − (∇u|∂tuℵ)0,Q] = − i2(u∂tℵ|∇u)0,Q + i

2(div(ℵ)u|∂tu)0,Q(3.6)

+ i

2 [uℵ|∇u)0,Ω]T0 dx−
i

2(u(ℵ · ν)|∂tu)0,Σ.

Step three. We calculate the term (div(ℵ)u|∂tu)0,Q in (3.6). Using i∂tu = −∆au+
f , we find

(3.7) i(div(ℵ)u|∂tu)0,Q = (div(ℵ)u|∆au)0,Q − (div(ℵ)u|f)0,Q.
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But

(div(ℵ)u|∆au)0,Q =
n∑
j=1

(div(ℵ)u|djdju)0,Q(3.8)

= −
n∑
j=1

(dj(div(ℵ)u)|dju)0,Q +
n∑
j=1

(div(ℵ)uνj |dju)0,Σ

= −
n∑
j=1

(div(ℵ)dju|dju)0,Q −
n∑
j=1

(∂jdiv(ℵ)u|dju)0,Q

+
n∑
j=1

(div(ℵ)uνj |dju)0,Σ

= −(div(ℵ)||∇au|2)0,Q − (u∇(div(ℵ))|∇au)0,Q

+ (div(ℵ)u|∇au · ν)0,Σ.

A combination of (3.5) to (3.8) entails

〈i∂tuℵ|∇au)0,Q =− i

2(∂tℵ|∇u)0,Q −
1
2(div(ℵ)||∇au|2)0,Q(3.9)

− 1
2(u∇(div(ℵ))|∇Au)0,Q −

1
2(a · ∂tℵ||u|2)0,Q

+ 1
2(div(ℵ)u|f)0,Q

+ i

2 [(uℵ|∇u)0,Ω]T0 dx+ 1
2[(uℵ|ua)0,Ω]T0 dx

+ 1
2(div(ℵ)u|∇au · ν)0,Σ −

i

2(u(ℵ · ν)|∂tu)0,Σ.

We put together the first and the fourth terms of the right hand side of this in-
equality. We obtain

− i2(u∂tℵ|∇u)0,Q −
1
2(∂tℵu|ua)0,Q = − i2(u∂tℵ|∇au)0,Q.

Similarly, we put together the sixtieth and the ninetieth terms for the right hand
of (3.9). We get

i

2 [(uℵ|∇u)0,Ω]T0 dx+ 1
2([(uℵ|ua)0,Ω]T0 dx = i

2 [(uℵ|∇au)0,Ω]T0 dx.

Then (3.9) becomes

〈i∂tuℵ|∇au)0,Q =− i

2(∂tℵ|∇au)0,Q −
1
2(div(ℵ)||∇au|2)0,Q(3.10)

− 1
2(u∇(div(ℵ))|∇au)0,Q

+ 1
2(div(ℵ)u|f)0,Q

+ i

2 [(uℵ|∇au)0,Ω]T0 dx

+ 1
2(div(ℵ)u|∇au · ν)0,Σ −

i

2(u(ℵ · ν)|∂tu)0,Σ.
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Step four. We complete the proof by noting the expected identity follows from
(3.2), (3.10) and

<
[
i∂tuℵ · ∇au

]
+ <

[
∆auℵ · ∇Au

]
= <

[
fℵ · ∇au

]
.

�

Bearing in mind that D(A0) = H1
0 (Ω)∩H2(Ω), we derive that, for u0 ∈ D(A0),

u(t) = etA0u0 ∈ C([0, T ], D(A0)) ∩ C1([0, T ], L2(Ω)) ⊂ H2,1(Q).

Corollary 3.1. There exists a constant C = C1 + C2
√
T > 0, the constants C1

and C2 only depend on Ω, so that, for any u0 ∈ D(A0) and u(t) = etA0u0, we have
(3.11) ‖∇au‖0,Σ ≤ C‖∇au0‖0,Ω.

Proof. We firstly note that according to [8, Lemma 3.2],
(3.12) ‖u(·, t)‖0,Ω = ‖u0‖0,Ω and ‖∇au(·, t)‖0,Ω = ‖∇au0‖0,Ω, 0 ≤ t ≤ T.

Let us choose ℵ ∈ C∞(Ω,Rn) as an extension of ν. In that case the left hand side of
the identity in Proposition 3.1 is equal to the square of the left hand side of (3.11).
While the right hand of the identity in Proposition 3.1 is bounded by the square of
the right hand side of (3.11). This a consequence of Cauchy-Schwarz’s inequality
and (3.12). �

In the rest of this section, x0 ∈ Rn is fixed, m = m(x) = x− x0, x ∈ Rn and
Γ0 = {x ∈ Γ; m(x) · ν(x) > 0}.

Observe that in the present case the condition Γ0∩Γ1 = ∅ is satisfied for instance
if Ω = Ω0\Ω1, with Ω1 b Ω0, Ωj star-shaped with respect to x0 ∈ Ω1 and Γj = ∂Ωj ,
j = 0, 1.

We now sketch the proof of the following observability inequality announced in
the introduction.

Proposition 3.2. There exists a constant C > 0, only depending on Ω and T , so
that, for any u0 ∈ D(A0) and u(t) = etA0u0, we have
(3.13) ‖∇au0‖0,Ω ≤ C‖∇au‖0,Σ0 = C‖∂νau‖0,Σ0 .

Sketch of the proof. Take ℵ = m in the identity of Proposition 3.1. We get

(m · ν||∂νau|2)0,Σ = ‖∇au‖20,Q −
i

2 [(um|∇au)0,Ω]T0 .

Whence, in light of (3.12),

T‖∇au0‖20,Ω ≤ (m · ν||∂νau|2)0,Σ0 + 1
2

∣∣∣[(um|∇au)0,Ω]T0
∣∣∣ .

But, for 0 < ε < T , there exists a constant Cε > 0, independent on T , so that
1
2

∣∣∣[(um|∇au)0,Ω]T0
∣∣∣ ≤ ε‖∇au0‖20,Ω + Cε‖u0‖20,Ω,

where we used again (3.12). Hence

(T − ε)‖∇au0‖20,Ω ≤ ‖m‖∞‖∂νau‖20,Σ0
+ Cε‖u0‖20,Ω.

As ‖∇a ·‖0,Ω and ‖∇·‖0,Ω are equivalent on H1
0 (Ω), we can repeat the compactness

argument in [25, Proposition 2.1] to complete the proof. �
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We also sketch the proof of the observability inequality with interior control. We
restate here for convenience this result.

Recall that for this result ω is a neighborhood of Γ0 in Ω so that ω ∩ Γ1 = ∅.

Proposition 3.3. There exists a constant C > 0, only depending on Ω, T , Ω and
Γ0, so that, for any u0 ∈ D(A0) and u(t) = etA0u0, we have
(3.14) ‖u0‖0,Ω ≤ C‖u‖0,Qω .
Here Qω = ω × (0, T ).

Sketch of the proof. Fix 0 < δ < T . Let νe ∈ C∞(Ω,Rn) be an extension of
ν, 0 ≤ φ ∈ C∞0 (0, T ) satisfying φ = 1 in [δ, T − δ], and ψ ∈ C∞0 (Rn) so that
supp(ψ) ∩ Ω ⊂ ω̃ and ψ = 1 on Γ0.

We have from Proposition 3.2 with ℵ = νeφψ, in which (0, T ) is substituted by
(δ, T − δ),
(3.15) ‖∇au0‖0,Ω = ‖∇au(·, δ)‖0,Ω ≤ C‖∂νau‖0,Γ0×(δ,T−δ) ≤ C‖(ℵ · ν)∂νau‖0,Σ.

Let ω̃ be a neighborhood of ω in Ω satisfying ω̃ ∩ Γ1 = ∅. As in the proof of
Corollary 3.1, we obtain by applying Proposition 3.1, where Qω̃ = ω̃ × (0, T ),
(3.16) C‖(ℵ · ν)∂νau‖0,Σ ≤ ‖∇au‖0,Qω̃ + ‖u‖0,Qω̃ .

On the other hand, using ∆au(·, t) = −i∂tu(·, t) in Ω and Caccioppoli’s inequality
in order to obtain
(3.17) C‖∇au‖0,Qω̃ ≤ ‖u‖0,Qω + ‖∂tu‖L2((0,T ),H−1(ω)).

Inequalities (3.16) and (3.17) at hand, we can mimic the interpolation argument in
the end of the proof of [25, Proposition 3.1] to complete the proof. �

3.2. Stabilization by an internal damping. The following result was announced
in the introduction. In this subsection we aim to prove it.

Theorem 3.1. There exists a constant % > 0, depending only on Ω, T , Ω and Γ0,
so that

E1
u0

(t) ≤ e−%tE1
u0

(0), u0 ∈ L2(Ω).

Proof. By density it is enough to give the proof when u0 ∈ D(A0). Fix then
u0 ∈ L2(Ω) and let u(t) = etA1u0. We decompose u into two terms, u = v + w,
with

v(t) = etA0u0 and w(t) = −i
∫ t

0
e(t−s)A0cu(s)ds.

As E1
u0

is non increasing, we have

E1
u0

(t) ≤ E1
u0

(0) = 1
2‖u0‖20,Ω.

Hence
E1
u0

(t) ≤ C‖v‖20,Qω ≤ C‖
√
cu‖20,Qω + C‖w‖20,Qω

by Proposition 3.3. Whence, using that c ≥ c0 > 0 a.e. in ω,
(3.18) E1

u0
(t) ≤ C‖

√
cv‖20,Q ≤ C‖

√
cu‖20,Q + C‖w‖20,Q.

On the other hand, it is straightforward to check that
‖w‖20,Q ≤ ‖cu‖20,Q ≤ ‖c‖∞‖

√
cu‖20,Q.
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This and (3.18) entail

E1
u0

(t) ≤ C‖
√
cu‖20,Q = −C d

dt
E1
u0

(t).

Or equivalently
d

dt
E1
u0

(t) ≤ −C−1E1
u0

(t).

This yields the expected inequality in a straightforward manner. �

3.3. Stabilization by a boundary damping. In this subsection we take d(x) =
m(x) · ν(x), x ∈ Γ0, which satisfies obviously the assumption required in Section 1.

Let u0 ∈ V and recall the E2
u0

(t) = 1
2
∥∥∇ae

tA2u0
∥∥2

0,Ω satisfies

d

dt
E2
u0

(t) = −‖
√
m · ν u′(t)‖0,Γ0 = −‖

√
m · ν∆a(t)‖0,Γ0 , t > 0.

Here u(t) = etA2u0.
Introduce,

E 2
u0

(t) = =(u(t)|m · ∇u(t))0,Ω.

Lemma 3.1. For any u0 ∈ V and u(t) = etA2u0, we have, where t > 0,
(3.19)
d

dt
E 2
u0

(t) = 2<(∆au|m · ∇u(t))0,Ω − n‖∇au(t)‖20,Ω −<((n+ i)(m · ν)u(t)|u′(t))0,Γ0 .

Proof. By density it is sufficient to give the proof when u0 ∈ D(A2). In that case,
we have

d

dt
E 2
u0

(t) = = [(u′(t)|m · ∇u(t))0,Ω + (u(t)|m · ∇u′(t))0,Ω] .

An integration by parts yields

(u(t)|m · ∇u′(t))0,Ω = −(div(u(t)m)|u′(t))0,Ω + (u(t)(m · ν)|u′(t))0,Γ

= −n(u(t)|u′(t))0,Ω − (m · ∇u(t)|u′(t))0,Ω + (u(t)(m · ν)|u′(t))0,Γ.

Hence

d

dt
E 2
u0

(t) = = [(u′(t)|m · ∇u(t))0,Ω − n(u(t)|u′(t))0,Ω]

−= [(∇u(t) ·m|u′(t))0,Ω + (u(t)(m · ν)|u′(t))0,Γ] .

Since

(u′(t)|m · ∇u(t))0,Ω − (∇u(t) ·m|u′(t))0,Ω = 2i=(u′(t)|m · ∇u(t))0,Ω,

we obtain
d

dt
E 2
u0

(t) = 2=(u′(t)|m · ∇u(t))0,Ω − n=(u(t), u′(t))0,Ω + =(u(t)(m · ν)|u′(t))0,Γ.

But u′(t) = i∆au(t). Therefore
d

dt
E 2
u0

(t) = 2<(∆au|m · ∇u(t))0,Ω − n<(u(t),∆a(t))0,Ω + =(u(t)(m · ν)|u′(t))0,Γ.

This and
(∆au(t), u(t))0,Ω = −‖∇au(t)‖20,Ω + (∂νau(t)|u(t))0,Γ
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entail
d

dt
E 2
u0

(t) = 2<(∆au|m · ∇u(t))0,Ω − n‖∇au(t)‖20,Ω(3.20)

+ n<(∂νau(t)|u(t))0,Γ + =(u(t)(m · ν)|u′(t))0,Γ.

Using that ∂νau = −(m · ν)u′(t) on Γ0 and u = 0 on Γ1, we get

n<(∂νau(t)|u(t))0,Γ + =(u(t)(m · ν)|u′(t))0,Γ = −<((n+ i)(m · ν)u(t)|u′(t))0,Γ0 .

In (3.20), this identity yields
d

dt
E 2
u0

(t) = 2<(∆au(t)|m · ∇u(t))0,Ω − n‖∇au(t)‖20,Ω
−<((n+ i)(m · ν)u(t)|u′(t))0,Γ0 ,

which is the expected inequality. �

Henceforward, κ1 is the Poincaré constant of V .

Lemma 3.2. Assume that ‖a‖∞ ≤ 1
2κ1

. Then, for any u ∈ D(A2), we have

<(∆au,m · ∇u)0,Ω ≤
n− 2

2 (1 + δ(‖a‖∞))‖∇au‖20,Ω(3.21)

+ <(∂νu|m · ∇u)0,Γ0 −
1
2(|∇u|2|m · ν)0,Γ0 ,

where the function δ, depending only on Ω and Γ0, satisfies δ(ρ)→ 0 as ρ→ 0.

Proof. By simple integration by parts, we have

(3.22) <(∇u|∇(m · ∇u))0,Ω = −n− 2
2 ‖∇u‖20,Ω + 1

2(|∇u|2|m · ν)0,Γ.

But

<(∆au,m · ∇u)0,Ω = <(∆u|m · ∇u)0,Ω − 2=(a · ∇u|m · ∇u)0,Ω(3.23)
+ <([idiv(a)− |a|2]u|m · ∇u)0,Ω.

Integrating by parts, the first term in the right hand side of inequality (3.23) in
order to get

<(∆u|m · ∇u)0,Ω = −<(∇u|∇(m · ∇u))0,Ω + <(∂νu|m · ∇u)0,Γ.

This identity combined with (3.22) yields

<(∆u|m · ∇u)0,Ω = n− 2
2 ‖∇u‖20,Ω + <(∂νu|m · ∇u)0,Γ −

1
2(|∇u|2|m · ν)0,Γ.

(3.24)

= n− 2
2

(
‖∇au‖20,Ω + 2=(u|a · ∇u)0,Ω − ‖|a|u‖20,Ω

)
+ <(∂νu|m · ∇u)0,Γ −

1
2(|∇u|2|m · ν)0,Γ.

Under the assumption on a, straightforward computations show

‖∇u‖0,Ω ≤ 2‖∇au‖0,Ω
and

‖u‖0,Ω ≤ 2κ1‖∇au‖0,Ω.



26 KAÏS AMMARI, MOURAD CHOULLI, AND LUC ROBBIANO

These inequalities enable us to derive from (3.24)

<(∆u|m · ∇u)0,Ω ≤
n− 2

2 (1 + δ0)‖∇au‖20,Ω + <(∂νu|m · ∇u)0,Γ(3.25)

− 1
2(|∇u|2|m · ν)0,Γ,

where
δ0 = 4(2κ1 + κ2

1)‖a‖∞.
Similarly, we have∣∣−2=(a · ∇u|m · ∇u)0,Ω + <([idiv(a)− |a|2]u|m · ∇u)0,Ω

∣∣(3.26)

≤ n− 2
2 δ1‖∇au‖20,Ω,

the constant δ1 = δ1(‖a‖∞) is so that δ1(ρ)→ 0 as ρ→ 0.
In light of (3.25) and (3.26), we get from (3.23)

<(∆au,m · ∇u)0,Ω ≤
n− 2

2 (1 + δ)‖∇au‖20,Ω + <(∂νu|m · ∇u)0,Γ(3.27)

− 1
2(|∇u|2|m · ν)0,Γ.

Here δ = δ0 + δ1.
On the other hand,

<(∂νu|m · ∇u)0,Γ1 −
1
2(|∇u|2|m · ν)0,Γ1(3.28)

= (|∂νu|2|m · ν)0,Γ1 −
1
2(|∂νu|2|m · ν)0,Γ1

= 1
2(|∂νu|2|m · ν)0,Γ1 ≤ 0.

A combination of (3.27) and (3.28) yields

<(∆au,m · ∇u)0,Ω ≤
n− 2

2 (1 + δ)‖∇au‖20,Ω

+ <(∂νu|m · ∇u)0,Γ0 −
1
2(|∇u|2|m · ν)0,Γ0 .

The proof is then complete. �

We are now able to prove the second exponential stabilization result. We recall
that this result is the following

Theorem 3.2. There exists 0 < ς ≤ 1
2κ1

, depending on x0 and Ω, with the property
that, if ‖a‖∞ ≤ ς and a = 0 on Γ0, then there exists two constants C > 0 and % > 0,
depending only on x0 and Ω, so that

E2
u0

(t) ≤ Ce−%tE2
u0

(0), u0 ∈ V.

Proof. Let u0 ∈ V and set u(t) = etA2u0. Since a = 0 on Γ0, we have
<(∂νu(t)|m · ∇u(t))0,Γ0 = −<((m · ν)u′(t)|m · ∇u(t))0,Γ0 .

This inequality and (3.21) entail
2<(∆au,m · ∇u)0,Ω ≤ (n− 2)(1 + δ(‖a‖∞))‖∇au‖20,Ω

− 2<((m · ν)u′(t)|m · ∇u(t))0,Γ0 −<(m · ν||∇u|2)0,Γ0 .
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Using this inequality in (3.19), we get
d

dt
E 2
u0

(t) ≤ −‖∇au(t)‖20,Ω − 2<((m · ν)u′(t)|m · ∇u(t))0,Γ0(3.29)

−<(m · ν||∇u|2)0,Γ0 −<((n+ i)u(t)|u′(t))0,Γ0 ,

provided that δ ≤ 1
n−2 . This last condition is satisfied whenever ‖a‖∞ ≤ ς, for

some 0 < ς ≤ 1
2κ1

.
Define, for ε > 0,

E2,ε
u0

= E2
u0

+ εE 2
u0
.

From inequality (3.29), we have

d

dt
E2,ε
u0

(t) ≤ −εE2
u0

(t)− (m · ν||u′(t)|2)0,Γ0

(3.30)

− ε
[
2<((m · ν)u′(t)|m · ∇u(t))0,Γ0 + <(m · ν||∇u|2)0,Γ0 + <((n+ i)u(t)|u′(t))0,Γ0

]
.

Let ‖tr‖ be the norm of the trace operator
u ∈ V →

√
m · ν u|Γ0 ∈ L

2(Γ0),
when V is endowed with the norm ‖∇a · ‖0,Ω. Then

|((m · ν)(n+ i)u(t)|u′(t))0,Γ0 | ≤
‖tr‖2

2 (n2 + 1)‖
√
m · νu′(t)‖20,Γ0

(3.31)

+ 1
2‖tr‖2 ‖

√
m · νu(t)‖20,Γ0

≤ ‖tr‖
2 (n2 + 1)‖

√
m · νu′(t)‖20,Γ0

+ 1
2‖∇au(t)‖20,Ω.

Also,

(3.32) 2
∣∣∣u′(t)(m · ∇u(t))

∣∣∣ ≤ ‖m‖2∞|u′(t)|2 + |∇u(t)|2.

If ϑ = ‖tr‖
2 (n2 + 1) + ‖m‖2∞, then inequalities (3.31) and (3.32) in (3.30) entail

d

dt
E2,ε
u0

(t) ≤ − ε2E
2
u0

(t)− (1− εϑ)‖
√
m · νu′(t)‖20,Γ0

.

That is

(3.33) d

dt
E2,ε
u0

(t) ≤ − ε2E
2
u0

(t) if 1− εϑ ≥ 0.

On the other hand, as
E 2
u0

(t) ≤ 2κ1‖m‖∞‖∇au(t)‖20,Ω = 2κ‖m‖∞E2
u0

(t),
we have

E2,ε
u0

(t) ≤ (1 + 2κ1‖m‖∞)E2
u0

(t).
This in (3.33) yields

d

dt
E2,ε
u0

(t) ≤ −εµE2,ε
u0

(t), 0 < ε ≤ ε0 = 1
ϑ
.

Here µ = 1
2+4κ1‖m‖∞ . Hence

E2,ε
u0

(t) ≤ e−εµtE2,ε
u0

(0)
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But
(1− 2κ1‖m‖∞)E2

u0
(t) ≤ E2,ε

u0
(t) ≤ (1 + 2κ1‖m‖∞)E2

u0
(t).

Therefore

E2
u0

(t) ≤ 1 + 2κ1‖m‖∞
2 e−εµtE2

u0
(0), 0 < ε ≤ min

(
ε0,

1
4κ1‖m‖∞

)
.

The proof is then complete. �

4. Additional comments

4.1. Exponential stabilization via a Carleman inequality. In this subsection
we show that we can retrieve the exponential stabilization result in Theorem 3.1
by using an argument based on a Carleman inequality.

Assume that ω can be chosen in such a way that there exists ψ ∈ C4(Ω) satisfying

ψ > 0 in Ω, ∇ψ 6= 0 in Ω \ ω, ∂νψ ≤ 0 on Γ

and the following pseudo-convexity condition: there exists $ > 0 so that

|∇ψ(x) · ξ|2 +∇2ψ(x)ξ · ξ ≥ $|ξ|2, x ∈ Ω \ ω, ξ ∈ Cn.

Here where ∇2ψ = (∂ijψ).
Note that since ∇2ψ is symmetric, ∇2ψξ · ξ is real.
We call this condition on ω by (G).
Let us provide a domain ω obeying to condition (G). In fact, any neighborhood

ω of Γ in Ω possesses this property. To see that, pick ω a neighborhood of Γ in Ω, x0
an arbitrary point in Rn\Ω and 0 ≤ χ ∈ C∞0 (Ω) satisfying χ = 1 in a neighborhood
of Ω \ ω. Then it is obvious to check that ψ(x) = 1 + χ(x)|x − x0|2 satisfies all
the conditions listed in (G). This construction can be improved to include domains
satisfying the condition for the exponential stabilization discussed in the multiplier
method. To this end, fix again x0 an arbitrary point in Rn \ Ω and set

Γ0 = {x ∈ Γ; ν(x) · (x− x0) > 0}.

Pick ω a neighborhood of Γ0 in Ω so that ω ∩ Γ1 = ∅ and let 0 ≤ χ ∈ C∞0 (Ω)
with χ = 1 in a neighborhood of Ω \ ω and supp(χ) ∩ Γ0 = ∅. A straightforward
computations show that ψ(x) = 1 + χ(x)|x− x0|2 fulfills condition (G).

Substituting, if necessary, ψ by ψ+C, for some large constant C, we can assume
that

ψ >
2
3‖ψ‖∞ in Ω.

In the sequel, the two functions θ and ϕ, defined on Q, are given by

θ(x, t) = eλψ(x)

t(T − t) , ϕ(x, t) = e2λ‖ψ‖∞ − eλψ(x)

t(T − t) .

Here λ is a parameter to be specified later.
Let

H = {w ∈ L2((0, T ), H1
0 (Ω)); i∂t + ∆a ∈ L2(Q)}.

A straightforward modification of the proof [31, Corollary 3.2] gives
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Lemma 4.1. There are three constants λ0 ≥ 1, s0 ≥ 1 and C0 > 0 such that for
all λ ≥ λ0, s ≥ s0 and w ∈H , it holds

‖
√
λsθe−sϕ∇aw‖0,Q + ‖λ2sθ

√
sθe−sϕw‖0,Q

≤ C0

(
‖e−sϕ(i∂t + ∆a)w‖0,Q + ‖

√
λsθe−sϕ∇aw‖0,Qω + ‖λ2sθ

√
sθe−sϕw‖0,Qω

)
.

Pick u0 ∈ D(A0) and let u(t) = etA0u0. Taking into account that

‖u(t)‖0 = ‖u0‖0,Ω and ‖∇au(t)‖0,Ω = ‖∇au0‖0,Ω,

we obtain by applying Lemma 4.1 the following observability inequality

Corollary 4.1. There exists a constant C > 0, depending on Ω, a, ω and T , so
that for any u0 ∈ D(A0) and u(t) = etA0u0, we have

(4.1) ‖∇au0‖0,Ω ≤ C (‖∇au‖0,Qω + ‖u‖0,Qω ) .

This observability inequality at hand, we can proceed similarly to the proof of
Theorem 3.1 in order to get the following theorem.

Theorem 4.1. Let ω be a neighborhood of ω0 in Ω, where ω0 obeys to the condition
(G). Then there exists a constant % > 0, depending only on Ω, T , ω, so that

E1
u0

(t) ≤ e−%tE1
u0

(0), u0 ∈ L2(Ω).

Clearly, from the previous discussion, Theorem 4.1 improve Theorem 3.1. How-
ever we do not know whether we can construct a domain ω obeying to condition
(G) but doesn’t satisfy the assumption in Theorem 3.1.

Remark 4.1. As in Theorem 3.1, one step in the proof consists in establishing the
following observability inequality

‖u0‖0,Ω ≤ C‖etA0u0‖0,Qω , u0 ∈ L2(Ω).

According to [32, Theorem 5.1], under the assumption of Theorem 4.1, this in-
equality is equivalent to the following the so-called observability resolvent estimate:
there exists two constants ℵ0 and ℵ1, depending on Ω, ω and a so that, for any
µ ∈ R and u ∈ D(A0), we have

‖u‖20,Ω ≤ ℵ0‖(A0 − iµ)u‖20 + ℵ1‖u‖20,ω.

4.2. Observability inequality in a product space. We consider the case in
which Ω = Ω1×Ω2, with Ωj a C∞ bounded domain of Rnj , j = 1, 2 and n1+n2 = n.
Assume that

a(x1, x2) = (a1(x1),a2(x2)) ∈ Rn1 ⊕ Rn2 , (x1, x2) ∈ Ω.

where aj satisfies the same assumptions as a when Ω is substituted by Ωj , j = 1, 2.
Denote by A0,j the operator A0 when Ω = Ωj and a is substituted by aj , j = 1, 2.

For u0,j ∈ L2(Ωj), j = 1, 2, it is not hard to check that

(4.2) etA0(u0,1 ⊗ u0,2) = etA0,1u0,1 ⊗ etA0,2u0,2.

Let ω1 be an open subset of Ω1, Qω1 = ω1 × (0, T ), ω = ω1 × Ω2 and Qω =
ω × (0, T ).

Following a simple idea in [10], we have
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Theorem 4.2. Assume that there exists a constant C > 0 so that the following
observability inequality holds

(4.3) ‖u0,1‖20,Ω1
≤ C‖etA0,1u0,1‖0,Qω1

, u0,1 ∈ L2(Ω1).

Then
‖u0‖20,Ω ≤ C‖etA0u0‖0,Qω , u0 ∈ L2(Ω).

Proof. Denote by (φk)k≥1 an orthonormal basis consisting of eigenfunctions of A0,2.
For u0 ∈ L2(Ω), we have

u0(x1, x2) =
∑
k≥1

ψk(x1)φk(x2).

Here
ψk(x1) = (u(x1, ·)|φk)0,Ω2 ∈ L2(Ω1), k ≥ 1

In light of (4.2) we have, where (iλk) ⊂ iR is the sequence of eigenvalues of A0,2,

etA0u0(x1, x2) =
∑
k≥1

eiλktetA0,1ψk(x1)φk(x2).

We get by applying Parseval’s identity

‖etA0u0‖20,Ω =
∑
k≥1
‖etA0,1ψk‖20,Ω1

=
∑
k≥1
‖ψk‖20,Ω1

= ‖u0‖20,Ω

and

(4.4) ‖etA0u0‖20,ω =
∑
k≥1
‖etA0,1ψk‖20,ω1

.

On other hand, apply observability inequality (4.3) in order to obtain

‖u0‖20,Ω =
∑
k≥1
‖ψk‖20,Ω1

≤ C
∑
k≥1
‖etA0,1ψk‖20,Qω1

.

This and (4.4) entail
‖u0‖20,Ω ≤ C‖etA0u0‖20,Qω .

This is the expected inequality. �
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