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Abstract This paper describes KAZOO, a web appli-
cation for sign language (SL) generation using a vir-
tual signer. Firstly, it explains the motivation to this
project, which is grounded on an approach designed
solely from SL corpus analysis and modelling. Then,
various projects conducted in the past few years on lin-
guistic modelling and 3D animation are presented. The
platform’s architecture integrates parts of this work and
new pieces of software allowing control and linking of all
these components. This is an on going project, though
the current version offers the possibility to animate a
virtual signer automatically and synthesize the contents
using an abstract representation, the authors’ own lin-
guistic model AZee, providing a means of validating this
model.

Keywords Sign Language Generation · Virtual
Signer · Signing Avatar

1 Introduction

Recent advances in computer graphics and animation
have allowed a significant leap forward in the world of
accessibility for the deaf, by offering the possibility to
create and display 3D content in sign language (SL).
Research in SL synthesis has proven that virtual signer
approaches represent useful solutions for broadcasting
information in public areas and for translating portions
of text. Various platforms have been developed with
this aim in the past years [17, 18, 26, 15].

This paper aims to describe KAZOO, a web-based
platform for French sign language (LSF) content syn-
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thesis and animation using a virtual signer. The design
of this platform was initiated one year ago, with two
initial aims: first, to gather the results of the various
studies carried out at LIMSI in recent years, on lin-
guistics and computing aspects, and second, to allow
evaluation and offer proofs of concepts. This is an on
going project that will still evolve significantly during
the following years; however, the first version is pre-
sented here.

This paper explains the motivation and specifica-
tions for a new platform, then presents the main blocks
it is built on, and describes the current implementation.

2 KAZOO: motivations, constraints and
specifications

The specifications of the platform consist of three as-
pects: its architecture, the type of animation generated
and displayed, and the underlying linguistic modelling
and associated processing. The motivations for the cho-
sen solutions on these three aspects are presented in the
following.

2.1 KAZOO architecture: a web-based platform using
WebGL

For the software design aspects, it was decided to use
a web-based infrastructure. The benefits of such archi-
tectures are the following:

• web applications only require a compatible web browser
to be used;

• they provide cross-platform compatibility in most
cases because they operate within a web browser
window;
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• they allow for easier introduction of new user devices
(e.g. smartphones, tablets) because they have built-
in browsers;

• they require no upgrade procedure since all new fea-
tures are implemented on the server’s side and au-
tomatically visible to the users.

These benefits come with some drawbacks:

• the application is no longer usable when the connec-
tion is interrupted;

• the application availability depends on the availabil-
ity of the server delivering the application.

Despite these drawbacks, web applications become in-
creasingly popular and participate to the growing ten-
dency of ubiquitous computing. Moreover, in the present
case, the targeted applications for the time being are
research prototypes. Web-based architecture allows to
easily design proofs of concepts accessible to the com-
munity and to evaluate them. Additionally, this choice
of architecture will allow designing collaborative appli-
cations, such as the SignWiki prototype1 designed dur-
ing the Dicta-Sign project [6].

Very few virtual signer platforms are web-based at
this moment. JASigning2 is one of them, and is based
on the Java programming, and language thus requires
a plugin to be installed on the client side. On the con-
trary, KAZOO is designed in a way that the clients do
not need any specific plugin or applet to be installed.
All computations are performed on the server side. The
client only has to deal with the 3D display, based on the
WebGL3 technology, which is now integrated in most
web browsers.

WebGL is a programming interface specification of
dynamic 3D for HTML5 pages and applications. It is
based on OpenGL and uses the JavaScript language.
WebGL is designed to run on the client side, with the
computationally intensive rendering operations carried
out if possible by the client’s graphics processing unit
(GPU). Of course, a consequence is that the efficiency
and quality of the graphics rely on the client’s capabil-
ities. WebGL scenes can be created without program-
ming using a content creation tool such as Blender. The
scenes are then exported to WebGL.

Within KAZOO, the WebGL element will be in charge
of displaying signing animation.

1 http://www.dictasign.eu/
2 http://vh.cmp.uea.ac.uk/index.php/JASigning
3 http://www.khronos.org/webgl/

2.2 KAZOO animations: combining synthesis and
ready-made signing

Several SL animation systems have been designed in
the past years, with various approaches, which can be
categorized in two main types:

• ready-made animations, using motion capture data
or created using rotoscoping or authoring tools (e.g.
the Sign Smith Studio platform4 is a stand-alone
application for authoring content using ready-made
animations);

• synthetic animations, built from symbolic represen-
tations and associated processing techniques (e.g.
the JASigning platform is a web-based system that
produces animated SL in an automatic way).

As stated in [13], the adequacy between the technol-
ogy (ready-made or synthetic animation) and the tar-
geted content (from fixed to completely open) is vari-
able. While these technologies could be used for any
kind of content, they are not equally appropriate for
all types of content. Typically, ready-made animations
are more appropriate for fixed or parameterized con-
tent, where the content elements are known in advance,
while synthetic ones are better for the cases where the
content is subject to frequent change or not known in
advance.

Moreover, the variability of the sign production due
to its grammatical context and the frequent use of pro-
ductive structures such as depicting units make com-
pletely ready-made animations not sufficient even for
very small content, given that these productive con-
structions are built on the fly and cannot be listed in
advance. On the other side, symbolic representations
that are used to produce synthetic animations are not
yet able to represent all the linguistic rules of SLs, those
languages still being less described linguistically. For ex-
ample, not enough is known on non-manual phonetics
and their linguistic role to be able to generate these
events with the correct form for every SL utterance.

For all these reasons, the aim is for KAZOO to offer
the possibility to use both synthetized and ready-made
animations, and to combine them where needed.

2.3 KAZOO language processing: SL-specific approach

The classical approaches in natural language processing
(NLP) are the rule-based and data-based approaches,
or a mix of them. These approaches, designed at the
beginning for written or speech processing, have been
applied with some adaptations in the field of SL pro-
cessing [21, 22, 23, 27].

4 http://www.vcom3d.com/
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The common point of these approaches is that they
consider SL utterances as describable in a sequence
of items, from a sequence of glosses to a sequence of
phonetic descriptions. In these approaches, non-manual
events are sometimes considered, but the utterance re-
mains modelled as a sequence of gestural units whose
components, whether manual or non-manual, all share
the same temporal boundaries, with possibilities to shift
boundaries in a limited way and always related to the
manual units. However, linguistic studies based on cor-
pus analysis have described much more complex tempo-
ral arrangements. At this moment, these approaches do
not allow representing the multilinearity and the com-
plex synchronization patterns involving all articulators
of SL production that can be observed when annotating
SL corpora at a sufficiently fine level.

The authors have carried out several linguistic stud-
ies, mainly dedicated to phonetic aspects, at a very fine
level, such as the study on eyebrow movements and
blinking [1] or on coarticulation [25]. More recent stud-
ies, initiated during the Dicta-Sign project [6] are re-
lated to specific linguistic functions and the way they
are performed [9]. Figure 1 shows an example of an-
notation of the LSF part of the Dicta-Sign corpus us-
ing iLex [14]. All these studies have emphasized the
importance of the multilinear property of SL and of
non-manual components in discourses and dialogues,
with many complex synchronization patterns [12]. Of-
ten discarded as prosody, or considered less important
than what is conveyed by the hands, non-manual com-
ponents actually bear various kinds of linguistic func-
tions that must be accounted for when designing SL
grammar models for SL processing. This point is veri-
fied when virtual signer production is assessed by deaf
signers [19].

Existing “linear-based” platforms are not flexible enough
to deal with descriptions of fine parallel gestural events.
Some researchers advocate the need to adopt other points
of view, specific to SLs, to overcome the limitations
inherent to the classical approaches, especially on the
multilinearity of gestural activity. Some models account
for parallel gestural events, carried by different articu-
lators over different time spans [16, 20, 10]. This was
the reason for designing a platform, grounded on these
SL-specific linguistic models.

In summary, KAZOO’s specifications are that it must
be a web-based application using WebGL technology to
display 3d animations of ready-made animations, to-
gether with synthetic ones based on an SL-specific lin-
guistic model.

3 LIMSI’s existing building blocks

In addition to these specifications, the aim was to gather
several models and applications carried out in previous
projects, related to linguistic modelling and signing an-
imation. A detailed description of these elements is out
of the scope of this paper. This section provides the
information needed to understand the purpose and ca-
pabilities of each part. More details can be found in the
given references.

3.1 Linguistic modelling: the AZee representation

Linguistic modelling is the core of the authors’ research.
They have worked on two representations these last
years: Zebedee and Azalee, now merged to form the
AZee model.

3.1.1 Zebedee

Zebedee [7] represents signs in a temporal and geomet-
ric way, defining constraints for the body at specific
times and how to move between these postures. The
syntax and operators, not detailed here, allow the signs
to adjust to semantic context by using abstract depen-
dencies.

For instance, a sign such as BALL in LSF (see Fig.
2a) can be performed in different ways, according to
the contextual size of the ball and its location in the
signing space.

Size and location are therefore parameters of the
sign, called contextual dependencies. The temporal struc-
ture of this sign is composed of three timing units: two
key-postures separated by a transition, each with a du-
ration. Each of these timing units is composed of a set
of geometrical constraints, some coming from the con-
text, others internal.

For example, the first key posture constraints for
the sign BALL are the following (Fig. 2b):

• the handshapes are parameterized by the size of the
ball: more or less rounded, fingers more or less out-
spread (contextual dependencies);

• the hands orientation is parameterized by the loca-
tion of the centre of the circle that represents the
ball in the signing space (contextual dependencies);

• the strong hand location is parameterized by the
same location, and a given distance to the centre of
the circle (contextual dependencies);

• the weak hand orientation and location are param-
eterized by a type of symetry to the strong hand
(internal dependencies).
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Fig. 1 Annotation of the Dicta-Sign corpus.

(a) (b)

Fig. 2 The BALL sign in its citation form (a), and the parameters used in the description (b).

3.1.2 Azalee

Azalee [8] is a language designed to specify synchroniza-
tion patterns for sets of identified time intervals (TIs)
on a single timeline. It describes the synchronization
constraints between the articulators. The current syn-
tax and available operators, not detailed in this paper,
allow specifying:

• separate articulators groups, such as head activity
or hand stroke;

• synchronize their boundaries in time.

For example, Azalee can describe the synchronization
constraints in depicting units such as those showing the
displacement of an entity towards another entity (e.g. a
person towards a car). The articulator groups involved
are eyegaze, weak hand and strong hand (see Fig. 3).
The weak hand has been anchored to its current loca-
tion in a previous signing unit. The eyegaze just precede
the strong hand movement.

3.1.3 AZee

AZee [8, 10] is a model for production grammars, usable
for SL synthesis, composed of set of nestable production
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Fig. 3 Displacement of a person towards a car: Beginning of
the strong hand movement.

Fig. 4 AZee timeline illustration of “pointing and activate
locus” production rule.

rules and able to derive any LSF utterance, integrating
Zebedee and Azalee.

For example, a pointing gesture coordinated with
an eye-gaze that activates the pointed locus can be de-
scribed using AZee (Fig. 4). In this example, the prece-
dence of eye-gaze on the manual activity is represented,
and for each articulator, the needed constraints: for the
eye, the target point ‘loc’ and for the strong hand, the
temporal structure ‘a little movement, i.e. a transition
surrounded by two key-postures (KP)’ and the pointed
direction, which is the same ‘loc’.

Details on the syntax and operators together with
examples can be found in other papers [12, 2].

This model allows to describe the various constraints
in a very flexible way and, most importantly, all the lin-
guistically motivated constraints, and only them. As a
result, the animation synthesis module must be able to
precess description of flexible synchronization between
the various articulators.

3.2 Virtual signer animation and posture synthesis:
Octopus and GeneALS

The authors have worked on two animation frameworks
in recent years: Octopus and GeneALS.

3.2.1 Octopus

Octopus [3] allows ready-made animations to be dis-
played in a standalone application. It handles the gen-
eration of a SL utterance as follows:

1. A database contains ready-made animations of signs
or chunks, and morphs for facial animation. These
sets of animations and morphs are designed using
rotoscoping by a specialized animator, providing highly
natural animations (Fig. 5).

2. The SL utterance is built by coarticulating anima-
tions, combined with facial morphs. Moreover, morphs
can be weighted and combined (e.g. one for the eye-
brows, one for the cheeks).

Octopus integrates results from studies such as eye-
brow movements and coarticulation [3], allowing to ad-
just:

• transition lengths between postures within a sign;
• duration of gestural phases for both manual and

non-manual events;
• weight of facial events, such as eyebrow raising or

lowering.

Octopus has been used for evaluation of some of the
models, such as coarticulation [24].

Moreover, it has been used in the first version of a
product developed by the company WebSourd and used
by the SNCF French railway company. This product
provides announcements about train incidents, modifi-
cations or delays in LSF. The messages in audio, written
and LSF forms are generated at the same time (Fig. 6).

The sentences are composed of concatenated prede-
fined pieces of information stored in a database. This
is a typical parameterized type of content. For exam-
ple in sentence (1) below, there are obviously variable
parts, such as the platform and train numbers, the type
of train, the name of the stations and the arrival time.
There also are bigger chunks that can be reused in other
sentences, such as “your attention please”.

Sentence 1: “Your attention please, platform 10, due
to a technical problem, TGV trains number 2456 and
2457, coming from Strasbourg and Reims, will arrive at
1.30pm.”

3.2.2 GeneALS

GeneALS [4, 5] is a generation module that produces
synthetic body postures. The initial aim was to evaluate
the capability of the Zebedee linguistic representation.

GeneALS takes a sign description in Zebedee as
input and produces a list of the posture descriptions
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Fig. 5 Illustration of the use of rotoscoping for animation generation.

Fig. 6 Jade, the virtual signer used in SNCF French railway stations (here: Gare de l’Est in Paris).

needed to animate this sign as output. The output de-
scribes the joint angles for each bone composing the
skeleton, excluding the legs and the face (Fig. 7).

Given the description of a sign, GeneALS extracts
constraints on the skeleton for each key posture, which
defines the problems to be solved by the inverse kine-
matics (IK) process. This process works in three steps:

1. Explore: the system builds a high number of random
solutions within the limits of the skeleton. The N
best solutions are kept for the next step. The best
solutions are selected regarding their overall score
(how close they are from the target posture), and
their distance to the others solutions (the further,
the better).

2. Optimize: the system processes gradient descent on
each of the N solutions, normally converging to the
nearest optimum.

3. Select: each of these solutions is given a comfort
score defining which posture is the most comfort-
able for the skeleton. The solution with the best
comfort score is considered to be the most realistic
one. The comfort score is computed using a statis-
tical comfort model which has been built thanks to
a prior study based on motion capture corpora.

The skeleton has also been designed with special focus
on the shoulder and thumb structures for more human-
like postures [5].

In summary, KAZOO uses the AZee linguistic model
and partly reuses Octopus and GeneALS applications,
with some adaptations. AZee and GeneALS have been
put together to provide an animation from an AZee
description. Parts of Octopus have been used for com-
putation and final display of the 3D animation.
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Fig. 7 GeneALS manager window for manipulation of the anatomic model and posture resolution.

4 KAZOO: a web application for virtual signer
animation

In addition to these building blocks, KAZOO integrates
a database and new pieces allowing to control and link
all the components.

The database is used to store LSF representations in
AZee. The GeneALS’s IK module computes postures.
The coarticulation and combination capabilities of Oc-
topus are used to render the final animation, includ-
ing interpolations between postures, and addition of
morphs and the visualization of the animation.

In addition to these modules, a web server has been
added that allows the user to input his/her request and
receive the animation description. The overall architec-
ture is illustrated in Figure 8. The features of the var-
ious modules and the current state of their implemen-
tation are described hereafter.

4.1 Database module (DB)

The database is a PostgreSQL server. It is planned to
integrate the AZee production rules, together with rep-
resentations of various formats, e.g. ready-made anima-
tion using rotoscoping or motion capture techniques.

At this moment, the database contains a represen-
tative set of signs and production rules, described using
AZee descriptions. Four categories of input are distin-

Fig. 8 Kazoo: module organization.

guished regarding the way the interaction with the user
interface must be implemented to complete a descrip-
tion (see Sec. 4.2):

• frozen descriptions, with no contextual dependen-
cies;

• modifiable descriptions, where one or more elements
can optionally depend on the context (such as the
sign for tree, whose location can be modified de-
pending on the context);

• descriptions where at least one contextual element
has no default value (such as a pointing sign);

• components that can be part of a description but
not processed alone, i.e. that do not result on a
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signed performance (such as the list of sites on the
body, or locations in the signing space).

Figure 9 shows an example of description for the sec-
ond category, the sign for tree, which can be signed in
a neutral location in the signing space or in a different
location, driven by the context. The description starts
with this contextual dependency (line 2: “loc”) and de-
fault value at a location in the signing space (lines 3 and
4). Then, the information on the temporal structure is
given (lines 5 and 6: a key-posture with duration). Fi-
nally, five articulatory constraints are listed for this key
posture:

• a “place” for the weak-side palm to be moved to the
strong-side elbow (lines 8-14);

• a “place” for the strong-side elbow to be moved to
the ‘loc’ contextual dependency (lines 15-19);

• an “apply” using the “cfg5” shortcut for the descrip-
tion of the handshape of the strong hand (lines 20-
23);

• an “orient” for the strong-side fore-arm (lines 24-28);
• an “orient” for the strong-side palm (lines 29-36).

The database is currently being populated with a
set of more than 1000 lexical sign descriptions and a
dozen of production rules currently being prepared. Its
size will grow with the results of future studies.

4.2 Web server module (WebS)

The web server is in charge of collecting the user’s re-
quest and of displaying the virtual signer animation. It
is built on a client-server architecture, using PHP and
JavaScript languages, Ajax techniques for the interac-
tion side, and WebGL for the 3D animation display.

The planned functionalities include:

• An interface that allows listing the available ele-
ments in the database, and collecting the user’s re-
quest; this interface must depend on the category of
the chosen element: that is, if a complex structure is
chosen, the interface must analyse which parts of the
description must be populated and by what type of
data (e.g. another element from the database, a di-
rection, a location in the signing space to be chosen
for the TREE description for example);

• A WebGL window for displaying the virtual signer
animation, which is updated dynamically depending
on the user’s requests.

At this moment, the interface is designed with up-to-
date technology (HTML5, CSS3, etc.), though a basic
graphical user interface. For example, only a subset of
possible locations is proposed for a given relocatable

Fig. 9 Linguistic description for the lexical sign ARBRE
(tree).

lexical sign. This will be improved in the future ver-
sions, by adding descriptions for more possible locations
or sites.

This module is operational and provides a complete
AZee description of the selected input, which is then
transferred to the SL generation module.

4.3 SL generation module (SL Gene)

This module is in charge of the automatic computation
of the animation description from the linguistic descrip-
tion. It proceeds in four steps:

1. collects the user’s request;
2. builds a complete and consistent AZee representa-

tion combining all the linguistic constraints on all
the articulators;
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3. computes the animation description using GeneALS
as described in Sec. 3.2.2, together with specifica-
tions for the facial components;

4. outputs a low-level XML description of the anima-
tion.

This module interacts with the database a number of
times in order to get all the AZee descriptions needed,
because structures or sign descriptions can embed AZee
descriptions.

After collecting all the necessary descriptions, the
module solves the constraint system and generates the
key frames and articulations needed for the animation.
The result of the computation is stored in an XML
structure containing all the key frames needed for the
animation, together with the skeleton posture, facial
morphs, durations and profiles for the transitions (Fig.
10).

At present, most of the parts have been implemented.
However, the automatic synthesis of sign postures de-
rived from GeneALS is really costly and can take a few
minutes to process. Therefore, optimization of the gen-
eration system is a necessary improvement.

4.4 Virtual signer animation module (VS Anim)

This module is in charge of applying the animation to a
virtual signer. It uses part of Octopus, implemented in
C# language. It also uses the JavaScript language and
the WebGL API. The specifications of this module are
the following:

• it takes the output of the SL Gene module as input
(the XML description);

• it outputs an animation in a WebGL window using
the Octopus capabilities (see Sec. 3.2.1).

At this moment, the skeleton animation is operational,
and the face animation using morphs is being inte-
grated. Figure 11 shows a screenshot of the current ver-
sion of the KAZOO web page.

5 Conclusion

KAZOO, a web application for SL generation using a
virtual signer, and the theoretical and technical prin-
ciples it is built on, has been presented. While this is
an on-going project for which significant changes are
expected in the near future, a first operational version
is already available.

AZee linguistic model allows more flexibility, pre-
cision and completeness in the descriptions of SL pro-
ductions, paying more attention to all articulators (not

centered on the manual ones) and the way they are com-
bined (not time-aligned). The synthesis and animation
modules allow for the creation of 3D SL content that
follows this linguistic approach.

This first version now offers to animate a virtual
signer from this linguistic model, which is a first step
towards its validation.

Once KAZOO has reached a sufficient level of com-
pleteness and robustness, the plan is to offer public web
access to it. It will be used to assess both the linguis-
tic models and the animation modules. Other possible
uses of this platform are web-based collaborative appli-
cations, such as SL wikis or e-learning platforms, and
computer-assisted translation system from text to SL
[11].
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