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Electron energy loss spectra were measured on hexagonal boron nitride single crystals employing an electron
energy loss spectroscopic setup composed of an electron microscope equipped with a monochromator and
an in-column filter. This setup provides high-quality energy-loss spectra and allows also for the imaging of
energy-filtered diffraction patterns. These two acquisition modes provide complementary pieces of information,
offering a global view of excitations in reciprocal space. As an example of the capabilities of the method we
show how easily the core loss spectra at the K edges of boron and nitrogen can be measured and imaged. Low
losses associated with interband and/or plasmon excitations are also measured. This energy range allows us to
illustrate that our method provides results whose quality is comparable to that obtained from nonresonant x-ray
inelastic scattering but with advantageous specificities such as an enhanced sensitivity at low q and a much
greater simplicity and versatility that make it well adapted to the study of two-dimensional materials and related
heterostructures. Finally, by comparing theoretical calculations to our measures, we are able to relate the range
of applicability of ab initio calculations to the anisotropy of the sample and assess the level of approximation
required for a proper simulation of our acquisition method.

DOI: 10.1103/PhysRevB.96.115304

I. INTRODUCTION

Two-dimensional (2D) materials are currently the object
of many investigations concerning their electronic and optical
properties. Most of the 2D materials, with the exception of
graphene, are semiconductors with optical properties domi-
nated by excitonic effects which depend on the number of
layers and on the nature of the layer stacking [1]. In this
landscape, h-BN displays a singular situation since it is a
large-band-gap (about 6 eV) semiconductor with a honeycomb
lattice similar to that of graphene in which boron and nitrogen
alternate at the vertices of the honeycomb lattice. Optical
measurements on h-BN are difficult because of the necessity to
work in the far-UV range and require dedicated laser sources
and detection devices [2–5]. Another possibility is to excite
the system with electrons and to perform cathodolumines-
cence experiments [6–9]. Finally, photoemission excitation
spectra can be obtained using VUV synchrotron radiation
excitation [10]. All these experiments have clearly shown
the importance of excitonic effects, in agreement with several
theoretical studies [11–16], although their exact nature remains
far from being fully clarified.

To go further in understanding excitonic properties, inelas-
tic scattering techniques are useful and complementary tools
to the above-cited optical spectroscopies. It is recalled here
that the response to electronic excitations is characterized
by the dynamical structure factor S(q,ω), which is itself
related to the dielectric response ε(q,ω), where ω and q
are, respectively, the energy (or frequency) and momentum
variations during the involved scattering process [17,18]. As
far as energy is concerned, optical techniques (absorption
and photoluminescence) are very accurate but are confined
to the q → 0 limit. Recently, the full Brillouin zone (and

beyond) of h-BN single crystals was explored by means of
nonresonant inelastic x-ray scattering (NRIXS) experiments,
and energy losses were recorded between a few and 40 eV. At
low energy the resolution (down to 200 meV) made accessible
the investigation of the near-edge excitonic regime for different
values of q [19,20].

Such experiments can also be performed by using inelastic
scattering of fast electrons [electron energy loss spectroscopy
(EELS)]. EELS has suffered for a long time from low-energy
resolution. That is no longer the case with the latest generations
of electron microscopes, and this method can now be used
to investigate not only the core-loss regime where energy
variations are in the range 102–103 eV but also the low-loss
regime, ω = 1–50 eV. The current implantation of electron
spectroscopy in transmission electron microscopes makes this
technique particularly attractive as it opens the possibility
for local investigations at the nanoscale, with no need for
large samples, giving access to the impact of defects on the
spectroscopic properties.

In this paper we present an EELS setup based on a transmis-
sion electron microscope (TEM) tweaked for angular-resolved
electron spectroscopy and its application to a detailed study
of h-BN single crystals. We show that the results are similar
to those obtained using synchrotron x-ray sources (NRIXS)
in terms of energy resolution, but this setup exhibits specific
advantages: (i) It can be employed in two different acquisition
modes, also allowing for the measurement of global maps of
S(q,ω) in the diffraction plane. (ii) It has privileged access to
the small-q region of the Brillouin zone. (iii) The method is fast
and can be applied to small samples, which opens the way to
a broad field of applications, including 2D materials and their
heterostructures. The methods are described in Sec. II. The
results are presented in Sec. III, with those for the core-loss
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spectra at the boron K edge in Sec. III A and those for the
low-loss spectra in Sec. III B. Further documentation can be
found in the Supplemental Material [21].

II. TEM-EELS EXPERIMENTS

In the past decade, the development of aberration-corrected
TEM has brought new tools to the scientific community
which are particularly suited to imaging thin materials [22,23].
Moreover, with the improvement of electron sources and
monochromators associated with optimized spectrometers,
EELS spectra can be recorded with atomic and sub-eV
energy resolutions [24,25]. However, such systems still make
compromises in order to increase the signal by integrating over
a finite collecting solid angle [23] or by shining a very focused
beam with a large illumination angle on the sample so that the
angular-dependent information is averaged or truncated [26].
The techniques presented here avoid these disadvantages.
They combine energy-filtered TEM (EFTEM) and EELS. The
electron microscope is a Zeiss Libra 200 MC equipped with an
electrostatic CEOS monochromator, an in-column � filter, and
a Gatan ultrascan 1000 CCD camera. The microscope operates
at 80 kV, and the monochromated beam gives a resolution of
100 meV with the narrowest slit. The Köhler illumination
ensures that the beam is parallel and that its convergence is
kept below 80 μrad.

To measure the dynamical structure factor it is convenient to
work within the diffraction plane of the microscope where the
scattering angles can be related to the transferred momenta.
Since the transferred momentum is much smaller than the
momentum of the incoming beam, the relation between them
is given by q2 � k2(θ2 + θ2

E), where k is the initial momentum,
θ is the scattering angle, and θE is proportional to the energy
loss [17]. For a given orientation of the sample, a data cube is
built from the values of ω,qx , and qy , with the incident beam
being along the z direction [27]. The component along this
direction, qE = kθE , is negligible in general, except when q is
close to zero. This is illustrated in Fig. 1.

Two strategies have been applied to record this information
and are described below. The first method consists of recording
scattering patterns at given energy losses and stacking them in
order to build the horizontal slices of the data cube. The main
advantage of this procedure is to obtain the qx and qy values
of the transferred momentum with the same resolution. The
spectral resolution of the EFTEM experiment is determined
by the exit slit of the energy filter, which selects a bandwidth
in the energy-selecting plane [28]. The filtered electrons within
this bandwidth form the scattering pattern. The intensity of the
signal is an order of magnitude lower than the intensity of a
usual diffraction pattern. As a consequence, the integrating
time to record one slice is usually larger than 10 s. Data are
measured every 0.25 eV to get a smooth spectrum which is
used to subtract a power-law background in the ω direction of
the data cube for every (qx,qy) pixel.

In order to take full advantage of the monochromator
and to obtain more quantitative results on the double
ω-q dependence, the second method is to combine the
imaging capabilities of the projective system with the energy
dispersion generated by the � energy filter in the microscope.
A rectangular slit can be placed at the entrance of the filter

FIG. 1. Left: data cube in reciprocal space (top), (E,qx,qy) data
cube construction in EFTEM (middle), and (E,qx,qy) data cube
construction in the ω-q map (bottom). Right: schematic principle
of the ω-q map acquisition.

in order to select a direction in reciprocal space [29,30]. The
orientation of the slit is fixed, and its larger dimension is
perpendicular to the direction of the energy dispersion. The
orientation of the sample must be adjusted in order to align
the slit with a specific crystallographic direction. This can
be done using a tilt/rotation holder ensuring a 360◦ rotation
around the optical axis. Furthermore, since the slit is placed
after the first projective system of the microscope, we can also
rotate the diffraction pattern by changing the camera length.

The multipoles of the filter must be adjusted in order to keep
the qx information in the direction of the slit while dispersing
the energy of the electrons. The image recorded on the camera
is therefore in the (qx,ω) plane, as illustrated in Fig. 1 (right).
Thus, by shifting the scattering pattern with the first projector
system, we can scan the qy direction using discrete steps. In
other words, the data cube is now built with vertical slices, as
illustrated in Fig. 1 (bottom left).

It is worth noting that the q resolution in both experiments
depends on several instrumental parameters as well as on
sample specifications. Indeed, both experiments are diffraction
experiments, and the broadening of the signal is related to the
illumination angle, the camera length used, the optical design
of the column, the width of the slits, and apertures [30]. One
should also take into account the crystallinity of the sample
over the diffracting area. In our case, the area is delimited by
an aperture which gives a virtual circular area with a diameter
of 70 nm. Section III shows that the resolution along qx can be

estimated to be about a few 10−2 Å
−1

, whereas the thickness
of the slice along qy in the ω-q mode is about 0.2 Å

−1
.

The procedures described above require h-BN samples
with well-defined orientations. Three slabs have been cut by
a focused ion beam from a h-BN single crystal [31] along
(0001),(101̄0), and (112̄0) crystallographic planes whose
normal directions in the first Brillouin zone are �A,�M , and
�K (see Fig. 2). Further details are given in the Supplemental
Material [21].
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FIG. 2. Top: Hexagonal Brillouin zone and diffraction pattern of
h-BN in a plane containing the hexagonal axis (direction �A) and the
�K direction. Bottom: energy-filtered scattering patterns recorded at
192 eV (left) and at 200 eV (right).

III. RESULTS

A. Core losses at the boron K edge

Studying electron energy loss (EEL) at the boron K edge is a
textbook case for illustrating the potentialities of our technique.
The different peaks are sharp and related to well-known
transitions with typical symmetries between the deep 1s level
and the first unoccupied π∗ states (192 eV) and σ ∗ states
(199 eV) [32–39]. Energy-filtered scattering patterns have
been recorded in the 185–215 eV range for the three samples.
Figure 2 presents the elastic diffraction pattern of the second
sample with labeled directions as well as inelastic filtered
patterns at the 1s → π∗ energy (192 eV) and the one close to
the 1s → σ ∗ energy (200 eV) obtained by EFTEM. Notice that
in both cases diffuse intensities also occur around the Bragg
peaks. This is due to double-scattering processes involving
inelastic scattering and elastic Bragg scattering. At 192 eV, all
diffraction spots are split into two symmetric lobes with the
specific [0001] orientation (along the axis of the hexagonal
cell). The corresponding ω-q plot in the �A direction is shown
in Fig. 3. We have a clear illustration here of the anisotropy
of the losses in the 1s → π∗ transition, which can simply be
explained as follows [32,38].

In the simplest single-electron picture the dynamic structure
factor is given by

S(q,ω) =
∑

f

|〈f |eiq·r |i〉|2δ(Ef − Ei − h̄ω) , (1)

where i and f denote the one-electron initial and final states,
respectively, with the differential cross section d2σ/d�dE for
electron scattering being equal to 4S(q,ω)/(a2

0q
4), where a0 is

the Bohr radius. The matrix element 〈f |eiq·r |i〉 reduces here to

FIG. 3. Top: ω-q image recorded in the �A direction close to
the boron K-edge energy. Dashed lines delimit the Brillouin zone.
Bottom: related EELS spectrum integrated over the whole Brillouin
zone. Dotted lines indicate the Brillouin zone section and significant
edge structures.

the matrix element between the core boron 1s function and the
conduction-band states. In the case of h-BN the conduction
states at low energy are concentrated on the boron atoms,
more precisely on their π‖ states pointing along the hexagonal
axis [16], so that, finally, within the dipolar approximation,
we have to calculate the dipolar matrix element 〈π‖|q · r|1s〉.
Because of the symmetry of the π‖ state, only the component
of r along the hexagonal axis survives, so that we expect that
S(q,ω)/q4 � q2

‖/q
4 = cos2 α/q2, where here α is the angle

between q and the hexagonal axis [32]. This means that the
symmetry of the scattered intensity around the origin should
be similar to that of the π electron density itself. This is clearly
the case, as shown in Fig. 2 and in Fig. 4, where an enlargement
of the central lobes is shown.

More precisely, let us decompose the scattering wave
vector q into its component in the diffraction plane q̄ and
its inelastic component qE along the incident beam, normal to
this plane [30]. Then the scattering cross section measured in
the diffraction plane is proportional to q̄2 cos2 α/(q̄2 + q2

E)2.
This induces an intensity dip along the hexagonal lattice, with
a width equal to 2qE , when approaching the origin. Actually,
in this limit q̄ → 0, the scattering vector is normal to the
diffraction plane and therefore in the nodal plane of the π

orbital. We can calculate qE , which is equal to E/h̄v0, where
E is the energy loss and v0 is the electron velocity determined
by the accelerating tension of the microscope. In our case,

qE � 0.20 Å
−1

, and it can be seen in Fig. 4 that the above
formula fits the measured profiles perfectly. This indicates that
the (angular) resolution in q space is very good. It is estimated

to a few 10−2 Å
−1

.
At higher energy (200 eV) the diffraction pattern is

modified, with an intensity much more isotropic and with an
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FIG. 4. Enlargement of the inelastic scattered intensity corre-
sponding to the σ → π∗ transition and related profile in the �A

direction in EFTEM at 192 eV (top) and the ω-q plot (bottom). The
fit is made using a profile function proportional to q̄2/(q̄2 + q2

E)2,

with qE = 0.20 Å
−1

.

extension in the basal plane typical of the appearance of σ

states, as also discussed by Leapman et al. [32].
The difference between the two regimes is even more

obvious when looking at the ω-q plot shown in Fig. 3. It can
be noticed that the π∗ peak at low energy is separated from
a quasicontinuum starting with the σ ∗ peak at higher energy
which is typical of excitonic behavior. The splitting of the main
σ ∗ peak apparent in the ω-q plot probably also has an excitonic
origin [40]. The corresponding EEL spectrum for q̄ along the
hexagonal axis is shown in Fig. 4. Actually, the presence
of a core hole is important here, and the single-electron
description should be improved. For instance, the authors of
reference [38] calculated the full dielectric constant using the

Bethe-Salpeter formalism [41] and found good agreement with
the experimental data.

The ω-q plots have also been obtained for energies close to
the nitrogen K edge (see the Supplemental Material [21]).
The core hole is on the nitrogen atom, but the electron
in the conduction band is still concentrated on the boron
atoms. Excitonic effects and oscillator strengths are therefore
expected to be weaker, which is the case: The measured EELS
signals are much weaker and therefore less accurate, and
the spectra show broader and less “atomiclike” features, in
agreement with previous studies [34,35,37,40,42].

B. Low-loss region

The low-loss regime is related to the loss function equal
to −Im[1/ε(q,ω)] and proportional to S(q,ω)/q2, so that
the differential scattering cross section is proportional to
−1/q2 Im[1/ε(q,ω)]. The peaks of the loss function are
frequently associated with plasmons. Two energy ranges are
generally distinguished, with a π plasmon peak in the 6–8 eV
range and a σ + π peak at about 25 eV for bulk h-BN and
also for graphite [43–47], the position and intensity of the
latter peak being strongly dependent on the number of sheets
in thin samples. The position of some structures can also be
associated with specific interband transitions, particularly if
they are correlated with the behavior of ε(q,ω) itself through
Kramers-Kronig analyses [43], but some controversy has ap-
peared recently between these two interpretations concerning
the nature of the observed signals in 2D systems such as
graphene [48–51]. Actually, deriving well-defined dispersion
relations and deciding between the two possibilities is not
obvious. In most cases the excitations have a mixed character
reinforced by the fact that local field and many-body effects
are important, so that the discussion has a somewhat semantic
character. Nevertheless, accurate calculations based on the
Bethe-Salpeter equation are now available and recently were
used successfully to analyze NRIXS experiments [19,20],
notably in relation to specific excitonic peaks arising at q
outside the first Brillouin zone.

The capabilities of our approach in the low-loss regime
are well exemplified by Figs. 5 and 6, which show images
produced by the two recording techniques of the spectroscopic
setup. In Fig. 5 we present ω-q maps (top panels) as well as
the corresponding loss function along the �A, �M , and �K

directions in the range 0–25 eV (bottom panels). Along �K

the low-energy peak moves upwards, from about 8 to about
12 eV, whereas along �M this peak splits when q approaches
the Brillouin zone boundary at M . The two spectra instead
look similar at small q and coincide at q ≈ 0. Along �A

the peaks do not disperse significantly as a manifestation of
the weak interplanar interaction. The �A spectrum differs
significantly from the other two because of the anisotropy
of the dielectric function ε‖(ω) 
= ε⊥(ω). As a complementary
piece of information, we also have access to scattering patterns
at fixed energy in both basal and prismatic orientations.
As an instructive example, Fig. 6 shows two patterns taken by
averaging the signal in the basal plane within 1 eV around 8
and 12 eV. Although multiple-scattering effects spoil the signal
outside the Brillouin zone [52], inside it the diffuse intensity,
which is the relevant quantity here, is clearly detectable. These

115304-4



ANGLE-RESOLVED ELECTRON ENERGY LOSS . . . PHYSICAL REVIEW B 96, 115304 (2017)

FIG. 5. Top: ω-q plots as measured (dashed lines indicate the Brillouin zone boundaries). Bottom: loss function spectra along high-symmetry
directions. Spectra at q = 0 are shown separately, while the others are distributed every 20% of the Brillouin zone.

maps clearly show the differences in the dispersion of the
diffuse intensity observed from the ω-q maps along �K and
�K at about 8 and 12 eV.

In the following, we illustrate the specific characteristics of
our method applied to the low-loss regime by discussing its
complementarity to x-ray spectroscopy [19]. Then we compare
ab initio calculations against our data with the intent to assess
the level of approximation required for an accurate description.

1. Comparing EELS and NRIXS

The small-q regime is particularly appealing for discussing
the strong points of EELS with respect to NRIXS. It is
recalled here that the scattering cross section is proportional to
q2 Im[−1/ε(q,ω)] in the case of NRIXS and proportional to
(1/q2) Im[−1/ε(q,ω)] in the case of EELS. This makes EELS
particularly suited for probing small exchanged momenta. This
complementarity is evident when comparing our data (Fig. 5)
to NRIXS data [19]. In Fig. 5, the signal starts becoming

FIG. 6. Energy-filtered scattering patterns measured at different
energies in the low-loss regime. The Brillouin zone boundary is
marked in white.

noisy at q ≈ 1.0 Å
−1

(around 60% of �K and 80% of �M);
conversely, in Fig. 1 of Ref. [19], the signal is extremely

weak up to 0.6 Å
−1

, which is even beyond the zone border
along �A. Being intrinsically very sensitive in the small-q
regime, our EELS method can bridge the gap between optical
measurements (very precise but limited to q → 0) and the
x-ray experiments (sensitive at large q). It is hence a powerful
and versatile tool for accurately investigating the dielectric
properties inside the Brillouin zone, notably in the vicinity of
q = 0, where excitonic effects exhibit peculiar characteristics
in 2D materials and thin films [15,53].

However, in the optical limit results have to be analyzed
carefully. When comparing the �K and �M directions at
q ≈ 0, it is clear that the scattered intensity becomes isotropic
in the basal plane (see bottom panels in Fig. 5), as expected
from physical considerations and in agreement with theoretical
calculations [45,54,55]. In the same limit, the spectrum along
�A differs from the in-plane ones because of the anisotropy
of ε(q,ω), but it exhibits an intense structure at 8 eV which is
unexpected. In fact, most calculations predict a much weaker
intensity for structures below 12 eV [45,54,55]. In the core
losses, the q → 0 limit was problematic because of the qE

component. But here qE can be neglected as it is of the order

of 0.005 Å
−1

owing to the lower energy loss. In this case,
actually, the problem comes from the width �qy of the slit used

in the ω-q mode, which is about 0.20 Å
−1

. When collecting
data along �M and �K , the slit lies parallel to the basal plane,
where h-BN is isotropic at q → 0. Instead, when measuring
along the �A direction, qx is parallel to z, while qy still lies
parallel to the basal plane. This leads to a mixture of ε‖ and
ε⊥, the latter being predominant. This explains why the 8
eV structure in the q ≈ 0 �A spectrum looks so similar to
the equivalent peak in the basal-plane spectra and is instead
washed out at higher q.
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FIG. 7. Top: comparison between our EELS and NRIXS [19] measures. Bottom: comparison between theoretical curves (ours and
Fugallo’s [20]). Our theoretical spectra have been convoluted with a Gaussian with a width of 0.2 eV.

We now point out that the “low-q” region is actually
wide enough to explore the entire first Brillouin zone. In
the top panels of Fig. 7 we report the comparison between
our data and NRIXS data [19] at the high-symmetry points
A, M , and K located at the zone boundary. In these points
both techniques have reasonably high accuracy. Gray shaded
strips delimit the energy intervals for the averages done in
obtaining the diffraction maps in Fig. 6. The good agreement
between the two techniques demonstrates that EELS gives
accurate results for q as large as the zone border. Together
with the considerations above, this shows that EELS ensures
high-quality data inside the whole Brillouin zone.

2. Comparison with theoretical calculations

As discussed by Galambosi et al. [19] and by Fugallo
et al. [20], several theoretical ingredients are necessary to
account for all the details of inelastic scattering experiments.
This is especially true for excitonic features that can be
correctly simulated only by going beyond the independent-
particle approach [random-phase approximation (RPA)] and
solving instead the Bethe-Salpeter equation (BSE). In the
works cited above, the authors used BSE to investigate the
origin of specific peaks, in particular for momenta outside

the first Brillouin zone. However, BSE is computationally
very demanding with respect to RPA. The question we
want to answer in this section is then, Is the BSE accuracy
indispensable for describing our EELS data?

All calculations were carried out with the code GPAW [56].
Structural parameters are a = 2.50 Å and c = 6.5 Å, in agree-
ment with those obtained from measured diffraction patterns.
The ground-state density was obtained sampling the Brillouin
zone with a 6 × 6 × 2 �-centered k-point grid and including
plane waves up to 900 eV. The Perdew-Burke-Ernzerhof
approximation was adopted for the exchange-correlation
potential [57]. The RPA loss function was computed in all
q points of a 24 × 24 × 8 �-centered grid, including 20 bands
and having a cutoff of 60 eV. The diffraction patterns at energy
E were obtained by first averaging the computed spectra in
the range E ± 0.5 eV and then interpolating the result on a
sufficiently dense mesh (50 points). The BSE was solved for six
valence bands and eight conduction bands on a 12 × 12 × 4 (8)
�-centered q-point grid for q in plane (out of plane). A scissor
operator of 1.73 eV (derived from the average GW correction
across the gap) was applied to the Perdew-Burke-Ernzerhof
energies. A cutoff of 60 eV and 20 bands were included to
converge the dielectric constant entering in the direct term of
the excitonic Hamiltonian.
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In the bottom panel of Fig. 7 we report our RPA and
BSE curves together with data extracted from the work by
Fugallo and coworkers [20] used as a validation benchmark.
The main differences between RPA and BSE spectra are (i) a
redistribution of the spectral weight, notably in the first peaks
at q = M , and (ii) a shift of the low-energy peak at q = A.
These excitonic effects have already been discussed in the
literature [19,20], and further details can be found in the
Supplemental Material [21]. Indeed, to account for these
relatively tiny effects BSE is unavoidable, but what we want to
stress here is that at q = M and q = K , not only are the main
structures correctly reproduced already at the RPA level, as
expected, but they also fall in the right position. Moreover, this
is true in the whole basal plane (see Fig. 6 of the Supplemental
Material [21]).

The physical reason is that on the basal plane the quasipar-
ticle normalization due to e-e scattering (here approximated
by the scissor operator) is almost entirely canceled by the e-h
attraction. From a practical point of view this means that, as
long as q lies on the basal plane, the RPA is good enough to
describe the dispersion of the loss function, and it can be used
successfully to simulate both acquisition methods. Instead,
along �A, the anisotropy of the electronic screening spoils this
mutual cancellation, leading to a misalignment of the first peak.
This is clearly shown in the left panels of Fig. 7, where the mea-
sured data exhibit a local maximum at 8 eV, whereas the RPA
spectrum is almost vanishing. Both sets of data instead overlap
pretty well at ∼12 eV. As a consequence, the loss function
with q ‖ �A cannot be computed at the RPA level in a large
energy range with the right alignment of all peaks. In particular

FIG. 8. Experimental and calculated loss functions (scattered
intensities multiplied by q2) at 8 eV for the �KM plane and at 12 eV
for the �KM and �AM planes. Dashed lines delimit the Brillouin
zone.

this is a problem when simulating diffraction patterns (e.g., in
the �AM plane) since a single plot includes perpendicular
q (correctly aligned), parallel q (wrongly aligned), and all
momenta in between. The right alignment in all directions
can be surely ensured by BSE, but the heavy computational
cost of the method hinders the applicability to the simulation
of diffraction patterns. Moreover, the energy average carried
out would wash out most of the weight redistribution, which
makes the use of BSE quite disproportionate.

In order to display the quality of the RPA, in Fig. 8 we report
simulated and measured energy-filtered dispersion patterns of
the loss function at energies of 8 and 12 eV in the basal
plane (top and middle panels). At low energy (8 eV), the
patterns in the �KM plane are characterized by an intensity
concentrated at the origin, with diffuse arms pointing along the
�M directions, whereas at higher energy the intensity is higher
close to the Brillouin zone boundary, with diffuse arms along
the �K directions. This is consistent with a simple analysis in
terms of π -π∗ excitations in this energy regime. At low energy
the transitions are mainly direct transitions (q � 0), whereas
they are indirect at higher energy [19]. In the bottom panel
of Fig. 8, we show similar maps at 12 eV in the �AM plane,
which contains therefore the �A direction. This is possible
because at this energy the signal is accidentally well aligned
in all directions. As expected from the spectra in Fig. 5, the
intensity at low q is maximum in the �A direction.

IV. CONCLUSION

In summary we demonstrated that momentum-resolved
EELS allows us to obtain accurate information on the
electronic excitation spectra for core losses as well as for low
losses. We illustrated this by treating the case of h-BN for
which NRIXS data are available. The energy-filtered diffrac-
tion patterns provide a global view of anisotropy effects in q
space, whereas the ω-q plots allow us to map the symmetries
of the losses as a function of the energy transferred to the
material. The case of core losses related to the excitonic σ -π∗
transitions at the boron K edge was shown to be particularly
spectacular. In the case of low losses, our results confirm those
of inelastic x-ray scattering experiments, allowing us to point
out some advantages specific of our method.

EELS is an efficient technique complementary to other
inelastic scattering tools such as NRIXS, despite their compa-
rable energy resolution of about 100–200 meV. Indeed, their
accuracy in q space is different. As EELS performs much
better at low q, it opens the way to make contact with optical
measurements. In particular, in 2D materials and heterostruc-
tures excitonic effects are important and present peculiar
characteristics close to q = 0 [15,53]; it is therefore highly
desirable to have a tool adapted for measuring the dispersion
of the excitonic levels in the low-q regime. Moreover, EELS
within an electron microscope has the nonnegligible advantage
of permitting fast and local experiments at the nanoscale.

Finally, with the support of ab initio calculations at the
RPA and BSE levels, we pointed out that in h-BN e-e and e-h
effects almost cancel out in excitations with q parallel to the
layers, while the former dominates for q ‖ �A. The practical
consequence is that, as long as the exchanged momentum lies
in plane, RPA calculations describe well energy loss spectra
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and diffraction patterns in a pretty large energy range. Instead,
when excitations perpendicular to the planes are involved,
one has to rely on BSE calculations to correctly align all
the peaks. This is particularly problematic when simulating
diffraction patterns because of the high computational cost of
these calculations.
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