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We present a theoretical investigation of the excited-state properties of a large series of structurally
diverse arylcarbonium derivatives that are known to be challenging for theoretical models. More
specifically, we compare the pros and cons of TD-DFT (TD-M06-2X), ADC(2), and BSE/GW
approaches for a large panel of compounds, using two different solvent models. Both 0-0 and ver-
tical transition energies are considered and compared to the experimental values. All approaches
reasonably reproduce the auxochromic and acidochromic shifts, although in most cases both
TD-DFT and BSE/GW return larger correlation with experimental values than ADC(2) for these
shifts. In contrast, the absolute transition energies obtained with ADC(2) tend to be closer to the
measurements, TD-DFT using the M06-2X functional largely overestimating the experimental ref-
erences (by ca. 0.5 eV), and BSE/GW providing intermediate values. In addition, we show that the
selected solvent model has a significant impact on the results, the corrected linear-response approach
providing larger transition energies than its linear-response counterpart. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4974097]

I. INTRODUCTION

Arylcarbonium derivatives constitute one of the first suc-
cessful families of artificial dyes and still remain widely used
today. Developed in the 19th century, these cationic com-
pounds have been originally introduced for dyeing textile,
due to their extreme brilliance and high color depth, but their
applications now extend to a wider range of research fields,
including medicine,1 biology,2 cosmetics,3 analytical chem-
istry,4 and electronics.5 As illustrated in Figure 1, this class of
dyes presents a great structural diversity. They are composed of
a formal cationic center but, applying the classical mesomeric
theory, the charge can be viewed as delocalized over the whole
π-system that is formed by two or three aromatic rings that are
typically functionalized by auxochromic groups. Depending
on the nature and position of these substituents, as well as on
the nature of the heteroatom (R, X, and X′ in Figure 1), these
dyes can provide a large panel of hues covering the whole visi-
ble part of the electromagnetic spectrum. For instance, adding
a dimethylamino group at position 4 on the Malachite Green
(MG, C.I. Basic Green 4) leads to the Crystal Violet dye (CV,
C.I. Basic Violet 3), inducing, as these names suggest, a sig-
nificant change of color. Likewise, replacing the three NMe2

groups of CV with NH2 yields the deep-red Pararosaniline
dye (C.I. Basic Red 9). The interactions with the surround-
ings (solvent molecules, fibers, polymers, etc.) also tune the
shades of these dyes. Additionally, changing the pH allows to
control the protonation states of the peripheral amine groups

a)Electronic mail: Denis.Jacquemin@univ-nantes.fr

and consequently change their donor character, which, in turn,
allows tuning the color (acidochromism) of the arylcarbonium
chromophores.6–9

Despite their venerable age, the accurate prediction of the
UV-visible spectra of these industrially relevant dyes remains
both challenging and of interest today. Amongst all ab initio
approaches developed for modeling excited-state (ES) prop-
erties, the most popular is certainly Time-Dependent Density
Functional Theory (TD-DFT)10 that has been widely used in its
linear-response (LR) adiabatic formulation.11,12 Indeed, this
theory is now a common theoretical-spectroscopy tool because
of the following: (i) it benefitted from the implementation of
refined implicit solvation model such as the well-known polar-
izable continuum model (PCM) that enables one to consider
the system in a realistic environment;13 (ii) it presents a favor-
able O(N4) formal scaling so that one can model large and
diverse compounds in a systematic way;14 (iii) analytical geo-
metrical derivative expressions have been obtained and imple-
mented,15–18 giving a rapid access to fluorescence properties,
0-0 energies, and vibronic couplings.19–21 Despite all the
advantages that TD-DFT offers, it presents some drawbacks
such as significant dependency on the exchange-correlation
functional (XCF) used22 and a failure to deliver accurate transi-
tion energies for cyanine-like compounds.22–33 This latter lim-
itation is particularly problematic for the arylcarbonium family
as the majority of these dyes exhibit electronic transitions sim-
ilar to those of the standard merocyanines that also present
a formal positive charge delocalized on a chain containing
an odd number of carbon atoms. Consequently previous TD-
DFT calculations have provided rather poor results.34,35 For
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FIG. 1. Structure of selected arylcarbonium dyes with the numbering of the
substitution positions.

instance, in the extended benchmark of Ref. 35, the mean abso-
lute deviation (MAD) obtained with the well-known CAM-
B3LYP36 attains 0.25 eV for the π→π? transitions in neutral
dyes whereas for the arylcarbonium family, the error is twice
as large. This TD-DFT failure for cyanine-like compounds
is now understood, notably by the inadequacy of “standard”
TD-DFT to capture differential electron correlation effects that
are very large in this class of dyes.25,28–30,33,37,38 It is also note-
worthy that these large errors cannot be completely cured by
“simply” changing the selected exchange-correlation func-
tional due to the relative insensitivity of the TD-DFT
response to the functional for cyanine excited-states. For
instance, in MG, the TD-DFT vertical transition energies are
2.40 eV, 2.53 eV, and 2.52 eV with B3LYP, LC-BLYP, and
CAM-B3LYP, respectively,35 whereas for most dyes, going
from B3LYP to CAM-B3LYP induces a much bigger upshift.

Amongst all the available wavefunction theories suited to
model excited-states, the second-order algebraic diagrammatic
construction, ADC(2)39,40 is becoming increasingly used due
to its good compromise between accuracy and computational
cost. In particular ADC(2) generally delivers transition ener-
gies very similar to those obtained with the second-order
approximate coupled-cluster singles and doubles model (CC2)
for a smaller computational cost.41–43 Nevertheless, these
approaches present a less favorable O(N5) formal scaling
with system size than TD-DFT and solvent models coupled
to ADC(2) have only started emerging.44–46 For the classical
merocyanine dyes, ADC(2) has been shown to deliver reason-
able estimates,30,33 but there is, to the best of our knowledge, no
application of ADC(2) to arylcarbonium dyes. Another valu-
able approach for ES calculations is the Bethe-Salpeter Equa-
tion (BSE)47–49 formalism that relies on the GW exchange-
correlation self-energy operator and the related occupied and
virtual energy levels.50–52 This approach conserves the O(N4)
scaling of TD-DFT while allowing for a significantly more
limited dependency on the starting XCF when a (partially)
self-consistent GW approach is applied.43,53,54 While both

BSE and GW were originally mainly applied to periodic solids
using planewave implementations, applications of the BSE for-
malism to molecular systems have been booming during the
last decade.31,32,43,53–82 As in the case of ADC(2), it has been
demonstrated that BSE/GW performs well for merocyanine
derivatives,31 and this also holds for BODIPY dyes,32 but no
applications for non-trivial charged dyes appeared yet.

In this framework, we investigate here a large number
of arylcarbonium derivatives with TD-DFT, ADC(2), and
BSE/GW, in an effort to obtain accurate theoretical estimates
for these dyes. When the emission spectra were experimentally
determined, we computed 0-0 energies allowing physically
well-grounded comparisons with the experimental values. To
the very best of our knowledge, the present study stands as the
first work to compare the performances of these three theories
to this important class of dyes.

II. COMPUTATIONAL DETAILS

All calculations have been performed following a two-
step protocol. First, we performed geometry optimization and
Hessian calculations using (TD-)DFT, to compute equilib-
rium geometries and zero-point vibrational energies (ZPVE)
of both ground- and excited-states. In the second stage, we
determined the gas phase (and solvated for TD-DFT) ver-
tical electronic transition energies at the TD-DFT, ADC(2),
and BSE/GW levels using the geometries obtained in the
first step. The solvent effects have been computed with PCM
at the TD-DFT level, and the BSE or ADC(2) transition ener-
gies have been corrected for solvation using the difference
between the “solvated” and gas phase TD-DFT transition ener-
gies. This protocol allows for the efficient calculation of the
vibronic 0-0 transition energy, sum of the adiabatic transi-
tion energy and the differential ZPVE between ground- and
excited-states (see Ref. 43 for details). Nevertheless, as the
solvent effects on the absorption and emission energies are
determined on the basis of TD-DFT (transition or total) densi-
ties, it should be noted that when the TD-DFT description of
the excited-state is not physically sound, this approximation
may induce a significant error.

A. Structural and vibrational calculations

All the geometry optimization and Hessian calculations
have been performed with DFT and TD-DFT using the Gaus-
sian09 program,83 tightening self-consistent field (10−10 a.u.)
and geometry optimization (10−5 a.u.) thresholds, and apply-
ing the (99 590) pruned integration grid (the so-called ultra-
fine grid). These calculations relied on the M06-2X hybrid
functional84 and the 6-31G(d,p) atomic basis set that has
been shown to be satisfying for the geometry optimizations
of arylcarbonium derivatives.34 During the force minimiza-
tions and Hessian calculations, environmental effects have
been accounted for using PCM method,13 as implemented
in Gaussian09. More precisely, we used the linear-response
approach85,86 in its equilibrium (eq) limit.

B. Determination of the transition energies

We computed the transition energies on the opti-
mal ground-state (GS) and ES geometries, using TD-DFT,
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ADC(2), and BSE/GW. In this step, the Dunning aug-cc-pVDZ
atomic basis set87,88 was systematically applied in combina-
tion with the corresponding auxiliary aug-cc-pVDZ-RI basis
set for the two latter methods, a choice that is justified by
the trifling variations of the results when larger basis sets are
selected (see the supplementary material). TD-DFT transitions
were computed using the M06-2X84 functional that contains
an exact exchange percentage of 54%. TD-DFT calculations
have been performed with Gaussian0983 in both gas phase
and solution using both the LR and the corrected LR (cLR)89

PCM13 scheme considering the non-equilibrium (neq) limit.
The ADC(2) calculations were performed with the Turbomole
code,90 applying the so-called ADC(2)-s formalism40 and
relying on the resolution-of-the-identity (RI) technique.91,92

The GW and BSE calculations have been performed with
the Fiesta package,63,93,94 a Gaussian-basis implementation
of the GW and BSE formalisms using the Coulomb-fitting
(RI-V) approach.95 The input DFT eigenstates were generated
with the NWChem package,96 using the M06-2X functional84

except when noted explicitly. The NWChem calculations rely
on the xfine integration grid with total energies and densi-
ties converged to 10−7 and 10−6 a.u., respectively. We used
a partially self-consistent GW approach, denoted as evGW
in the following. It consists in converging the GW equa-
tions by re-injecting the eigenvalues until self-consistency is
reached, the DFT eigenfunctions being frozen. The evGW
scheme avoids any significant XCF dependency. This state-
ment was confirmed using one cationic dye (Table S2 in the
supplementary material): the BSE/evGW@M06-2X transition
energies are very similar to those obtained with other XCF
of the M06 family. Since the computational cost of calcu-
lating the GW correction rises with the number of corrected
eigenvalues, we corrected explicitly a finite number of states
around the gap, rigidly shifting the other states to preserve the
DFT energy spacing with the lowest/highest evGW -corrected
energy levels. We typically chose to correct the same num-
ber of occupied valence states and of virtual states, and test
calculations revealed that correcting 5 occupied and 5 vir-
tual levels was suited for our purposes (see Table S3 in the
supplementary material). Comparisons between BSE and
TD-DFT computational costs can be found elsewhere.97 In
practice, the computational cost of BSE/evGW is mostly due
to the GW step and the total computational cost of BSE/evGW
is in between the ones of TD-DFT and ADC(2). We recall here
that the BSE/evGW computational cost scales as O(N4) that
can be compared to O(N5) for ADC(2).

III. RESULTS AND DISCUSSION
A. 0-0 energies

We start by comparing experimental and theoretical 0-0
energies, as such comparison allows a well-grounded assess-
ment of the theoretical approaches.98–100 However, besides
the fact that 0-0 theoretical energies require a large compu-
tational effort (the ES Hessian needs to be determined), one
can only perform such comparisons for dyes for which the
emission spectrum has been measured, as the experimental
0-0 reference energy is the absorption-fluorescence crossing
point.98–100 We have gathered a set of five cationic compounds
with available experimental values in Table I that also lists the
theoretical 0-0 energies obtained following a protocol detailed
elsewhere.43 A comparison between experimental and theo-
retical values can be found in Figure 2. Clearly, irrespective
of the selected environmental model, TD-DFT provides too
large 0-0 energies, in line with previous works.34,35 Both
ADC(2) and BSE/evGW yield much more accurate results,
the former method being the most accurate when neglect-
ing solvent effects (left panel of Figure 2) or when using the
cLR-PCM scheme (right panel), while the latter approach is
the closest from the spot in combination with LR-PCM (cen-
tral panel). In these three “optimal” cases, i.e., gas/ADC(2),
LR-PCM/BSE/evGW, and cLR-PCM/ADC(2), the obtained
MAD is smaller than 0.1 eV, which is certainly an excel-
lent result. Interestingly, irrespective of the selected model,
BSE/evGW systematically delivers the largest correlation with
experiment, e.g., R = 0.994 with cLR-PCM. As this stage,
we recall that cLR-PCM relies on the change of total dipole
moment upon transition and is therefore adequate for charge-
transfer cases, whereas LR-PCM relies on the transition dipole
moment and consequently includes dispersion-like effects that
can dominate the response for local ES; the interested reader
will find more throughout the discussions about the differences
of these approaches elsewhere.101–103 As the dyes considered
here are between these two extreme cases, no univocal choice
of the “best” solvent model can be made and we have therefore
continued our study with both models.

B. Vertical transitions and auxochromic effects

In this Section, we compare the lowest excitation energies
obtained for 26 dyes with the three selected levels of theory.
The main results, obtained within the vertical approximation,
are listed in Table II. As can be seen, many compounds show
two strong absorption bands so that a statistically significant

TABLE I. Comparison between experimental and theoretical 0-0 energies for five compounds. TD, ADC, and BSE stand for TD-M06-2X, ADC(2), and
BSE/evGW@M06-2X, respectively. All values are in eV and rely on the aug-cc-pVDZ atomic basis set (see main text).

Experiment Gas LR-PCM cLR-PCM

Dye Solvent ∆E References TD ADC BSE TD ADC BSE TD ADC BSE

MHB, R==H Water 2.02 104 2.60 1.93 2.34 2.14 1.47 1.87 2.59 1.92 2.32
MHB, R==NH2 Water 2.71 105 and 106 3.06 2.43 2.84 2.81 2.17 2.59 3.08 2.45 2.86
ACRC, X,X′==N,S, R,R′==Me Water 1.82 105 2.49 1.87 2.18 2.05 1.43 1.74 2.43 1.80 2.11
ACRC, X,X′==N,O, R,R′==Et MeOH 1.90 9 2.56 1.90 2.25 2.09 1.43 1.78 2.50 1.84 2.19
ACRC, X,X′==CH,N, R,R′==Me Water 2.40 105 2.96 2.38 2.70 2.66 2.08 2.40 2.93 2.35 2.68

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-018704
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-018704
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-018704
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FIG. 2. Comparison between experimental (solution) and theoretical 0-0 energies for the data listed of Table I. From left to right, theoretical values obtained in
gas phase, with LR-PCM and cLR-PCM results. The central line indicates a perfect theory/experiment match. All values are in eV.

TABLE II. Vertical transition energies corresponding to the main π → π? transitions of arylcarbonium dyes. AC stands for acetic acid and CHL for chloroform.
See caption of Table I.

Dye Expt. LR-PCM cLR-PCM

Series Subst. Solvent λmax References TD ADC BSE TD ADC BSE

MG None AC 2.00 107–113 2.502 1.806 2.273 2.619 1.923 2.391
2.90 3.426 2.843 3.245 3.488 2.904 3.307

2,6-Me AC 1.99 108, 111, and 114 2.476 1.753 2.232 2.612 1.889 2.367
3.02 3.424 3.096 3.382 3.295 2.966 3.253

4-Cl AC 1.98 113 and 114 2.483 1.783 2.250 2.602 1.902 2.369
2.86 3.370 2.837 3.205 3.415 2.882 3.250

4-CF3 AC 1.95 110 and 111 2.449 1.749 2.213 2.573 1.873 2.337
2.92 3.526 2.911 3.329 3.592 2.977 3.395

4-CN AC 1.93 110 2.416 1.718 2.188 2.535 1.838 2.307
2.89 3.475 2.905 3.305 3.545 2.974 3.375

4-Me AC 2.01 107–109, 111, and 114 2.522 1.826 2.283 2.635 1.939 2.396
2.83 3.305 2.762 3.134 3.350 2.807 3.179

4-NMe2 Water 2.10 106 2.657 1.982 2.433 2.721 2.047 2.498
4-NO2 AC 1.92 109, 110, 113, and 114 2.388 1.694 2.175 2.500 1.806 2.287

2.92 3.492 2.881 3.313 3.561 2.950 3.382
4-OH AC 2.06 114 2.552 1.858 2.320 2.656 1.961 2.423

2.64 3.139 2.576 2.938 3.180 2.617 2.980
4-OMe AC 2.04 107 and 114 2.558 1.867 2.327 2.661 1.971 2.431

2.67 3.097 2.516 2.901 3.126 2.545 2.930
TPC None Water/H2SO4 2.88 115 3.316 2.947 3.025 3.354 2.982 3.062

3.06 3.488 3.142 3.286 3.522 3.179 3.321
4,4′,4′′-OMe CHL 2.58 115 3.011 2.437 2.770 3.087 2.513 2.846

4,4′-OMe, 4′′-NO2 CHL 2.44 115 2.777 2.156 2.548 2.891 2.270 2.661
2.95 3.598 3.175 3.433 3.658 3.236 3.493

MHB R==H AC 2.04 108, 114, and 116–118 2.525 1.904 2.259 2.695 2.075 2.430
R==H and 2-CF3 AC 1.99 119 2.498 1.885 2.249 2.617 2.004 2.367

R==H and 2,2′-CF3 AC 1.91 119 2.375 1.736 2.118 2.520 1.881 2.263
R==H and 2-Me AC 2.02 108 and 116 2.497 1.873 2.238 2.655 2.031 2.396

R==H and 2,2′-Me AC 1.99 108 and 116 2.455 1.839 2.203 2.602 1.985 2.349
R==CF3 AC 1.80 118 2.319 1.644 2.062 2.475 1.800 2.219

R==CF3 and 2-Me AC 1.81 118 2.301 1.638 2.051 2.453 1.791 2.203
3.42 3.849 3.102 3.579 3.897 3.150 3.627

R==CF3 and 2,2′-Me AC 1.92 118 2.233 1.534 1.985 2.343 1.644 2.095
3.50 3.770 3.111 3.513 3.823 3.165 3.567

R==NH2 Water 2.88 114 and 120 3.215 2.618 3.008 3.228 2.631 3.022
3.37 3.855 3.170 3.676 3.893 3.208 3.715

R==tBu AC 2.03 108, 114, and 118 2.493 1.715 2.225 2.574 1.796 2.307
3.08 3.674 2.933 3.446 3.732 2.991 3.504

DPC None Water/H2SO4 2.81 115 3.250 2.913 2.950 3.367 3.030 3.066
BGa None MeOH 1.71 121 1.996 1.645 1.809 2.136 1.785 1.948

2,2′-Cl MeOH 1.67 121 1.925 1.614 1.770 2.054 1.743 1.899

aIn the calculations, NMe2 rather than NEt2 groups were used.
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set of 41 maxima has been considered. We provide in Table S4,
the Pearson correlation matrix for all approaches. As could be
expected, all correlations are very large (R > 0.96), but the cor-
relation between TD-DFT and BSE/evGW are especially big
(R > 0.99), in line with a recent investigation focussed on 0-0
energies.43 The correlation between experimental and theoret-
ical results is also very satisfying and very similar with both
solvent models, e.g., 0.985 and 0.982 with BSE/evGW using
LR-PCM or cLR-PCM solvent corrections. Figure 3 provides
a comparison between experimental and theoretical values for
all methods. The trends are very similar to those of Figure 2
with (i) a strong overestimation of the experimental data with
TD-M06-2X; (ii) BSE/evGW values bracketed by the results
of the two other methods; (iii) LR transition energies smaller
than their cLR counterparts; and (iv) the combination of cLR-
PCM with ADC(2) leading the smallest deviations. However,
as the theoretical estimates neglect vibrational effects, it is
probably more sound to compare auxochromic effects than
absolute transition energies.

In the MG series, the largest measured hypsochromic
(bathochromic) shift is obtained when adding a dimethy-
lamino (nitro) group at position 4 (see Figure 1): +0.10 eV
(−0.08 eV). With the cLR-PCM solvation model, these effects
are well reproduced by all theories with variations of +0.10 eV
(−0.10 eV), +0.12 eV (−0.12 eV), and +0.11 eV (−0.10 eV)
with TD-DFT, ADC(2), and BSE/evGW, respectively. Using
LR-PCM yields very similar auxochromic effects for the
4-NO2 compound, but significantly overestimated variations
for the 4-NMe2 dye (see Table II). Replacing the central hydro-
gen atom (R) of MHB by a CF3 (NH2) group yields an
experimental λmax shift of−0.24 eV (+0.84 eV). Theory nicely
reproduces the impact of the trifluoromethyl moiety with esti-
mated changes of −0.22 eV, −0.28 eV, and −0.21 eV with
TD-DFT, ADC(2), and BSE/evGW, respectively, when apply-
ing cLR-PCM and similar values with LR-PCM. In contrast,
for the amino group, the LR-PCM estimates of +0.69 eV,
+0.71 eV, and +0.75 eV are significantly more accurate than
their cLR-PCM counterparts of +0.53 eV, +0.56 eV, and
+0.59 eV, for the same three theoretical models, respec-
tively. For fifteen compounds, two absorption bands have been
reported in the experimental works and the separation between
these two bands (in the 0.18–1.61 eV range experimentally) is
also an important criterion for assessing the quality of the the-
oretical models. For these separations, the MAD obtained at
TD-DFT, ADC(2), and BSE/evGW levels, respectively, attain
0.08 eV, 0.16 eV, and 0.12 eV, with the LR-PCM model and
0.12 eV, 0.13 eV, and 0.11 eV with the cLR-PCM approach. In

other words, for this parameter, both TD-DFT and BSE/evGW
are slightly more accurate than ADC(2), irrespective of the
selected environmental model.

A statistical analysis of the results of Table II can be
found in Table S5 in the supplementary material. This analy-
sis confirms the above trends: ADC(2) provides the smallest
absolute deviations with respect to the experimental values
with a MAD of 0.10 eV for cLR-PCM/ADC(2), but the two
other approaches deliver larger correlation of the experimental
values, at the cost of an overestimation of the transition ener-
gies that is large (ca. 0.50 eV) with TD-M06-2X. In short, all
approaches reproduce auxochromic effects, BSE/evGW and
TD-DFT being slightly better for these shifts.

C. Acidochromic effects

In this Section, we compare the lowest excitation energies
obtained for a series of ACRC derivatives, as many com-
pounds of this group have been investigated under different
protonation states (see Table III). Reproducing the aci-
dochromic effects, i.e., the change of color following variations
of the pH, is clearly a major challenge as the nature of the
relevant ES can be significantly modified with the protonation
state, e.g., it can go from a cyanine to a local or charge-transfer
state. First, we underline that considering the singly positively
charged species only (12 compounds), we obtain similar statis-
tical values as in Sec. III B. For instance, the cLR-PCM MAD
is 0.63 eV, 0.12 eV, and 0.34 eV with TD-DFT, ADC(2), and
BSE/evGW, respectively, and these figures are close to the
0.56 eV, 0.10 eV, and 0.34 eV average deviations listed in
Table S-V. For methylene blue (top compound in Table III),
the protonation induces a large redshift of the main absorption
band (−0.20 eV). All theoretical models correctly reproduce
the sign of this variation but with significantly different ampli-
tudes. Indeed, ADC(2) underrates this change (−0.12 eV and
−0.10 eV with LR-PCM and cLR-PCM), whereas both
TD-DFT (−0.36 eV and−0.34 eV) and BSE/evGW (−0.40 eV
and −0.38 eV) suffer from the opposite error. For the acri-
dine derivative (X,X′==CH,N, R,R′==Me,Me in Table III),
starting from the monocationic structure and going to the
neutral and dicationic forms induce variations of the λmax

of +0.32 eV and −0.05 eV, respectively, according to
the measurements. The cLR-PCM theoretical estimates are
+0.29 eV and −0.14 eV with TD-DFT, +0.47 eV and
−0.11 eV with ADC(2), and +0.26 eV and −0.12 eV
using BSE/evGW, respectively. In other words, the sign of
the change is systematically correct, but ADC(2) overesti-
mates significantly the magnitude of the difference between

FIG. 3. Comparison between experimental (λmax) and
theoretical (vertical) transition energies for the ES listed
in Table II. Left: LR-PCM; right: cLR-PCM results. The
central line indicates a perfect theory/experiment match.
All values are in eV.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-018704
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TABLE III. Vertical transition energies corresponding to the main π → π? transitions in ACRC derivatives in eV. Q is the total charge of the dye, indicating
its protonation state.

Dye Expt. LR-PCM cLR-PCM

X,X′ R,R′ Subst. Q Solvent λmax References TD-DFT ADC(2) BSE/GW TD-DFT ADC(2) BSE/GW

N,S Me,Me +1 Water 1.87 8 and 122 2.422 1.874 2.112 2.532 1.984 2.222
+2 Water 1.67 8 2.058 1.751 1.712 2.191 1.884 1.846

N,S H,H 0 Water 2.41 7 2.856 2.709 2.643 2.899 2.753 2.687
+1 Water 2.08 7 and 123 2.649 2.221 2.296 2.764 2.336 2.410
+2 Water 1.84 7 2.290 2.113 1.902 2.389 2.211 2.000
+3 Water 1.84 7 2.135 1.715 1.858 2.133 1.714 1.857

N,N−−H Me,H 3-Me +1 Water 2.35 124 2.796 2.307 2.495 2.852 2.363 2.551
CH,N Me,Me 0 Water 2.85 9 3.353 3.015 3.068 3.368 3.029 3.083

+1 Water 2.53 9 and 125 3.018 2.493 2.760 3.081 2.556 2.823
+2 Water 2.48 115 2.982 2.486 2.743 2.939 2.443 2.699

N,N−−Ph H,H 3,6-Me +1 Water 2.36 125 2.918 2.550 2.625 3.013 2.645 2.719
C−−H,O Me,Me +1 EtOH 2.25 126 2.804 2.230 2.548 2.911 2.337 2.655
C−−CN,O Me,Me +1 EtOH 1.90 126 2.433 1.865 2.183 2.534 1.965 2.284
C−−CF3,O Me,Me +1 EtOH 2.01 126 2.581 1.973 2.333 2.694 2.086 2.446
S,CH Me,Me +1 EtOH 2.21 126 2.721 2.132 2.447 2.812 2.223 2.538
N,S Me,Mea 0 Water 2.00 6 2.643 2.451 2.444 2.676 2.485 2.477

+1 Water 1.91 6 2.470 1.949 2.147 2.585 2.063 2.262
CH,N H,H 0 Water 3.14 115 and 127 3.639 3.426 3.325 3.660 3.448 3.346

+1 Water 2.79 106, 115, and 127 3.263 2.870 2.984 3.337 2.944 3.057
+2 Water 2.76 115 3.178 2.803 2.918 3.138 2.763 2.878

N,O Et,Etb +1 Water 1.90 122 2.486 1.929 2.182 2.617 2.060 2.313

aThe donating group is NMe in the neutral form and NHMe in the cationic form.
bIn the calculations, NMe2 rather than NEt2 groups were used.

the monocationic and neutral forms. The results are rather sim-
ilar for proflavine (X,X′==CH,N, R,R′==H,H in Table III): the
difference between the mono- and dicationic forms is well
restored by TD-DFT and BSE/evGW and overestimated with
ADC(2), whereas the shift when going to the neutral species
is always overshot by all theories, especially when using the
cLR-PCM model. Overall, from Table III, one can extract nine
linearly independent acidochromic shifts and, using the mono-
cation case as reference in each case, we determined MAD of
0.10 eV (0.13 eV), 0.17 eV (0.17 eV), and 0.10 eV (0.13 eV)
for TD-DFT, ADC(2), and BSE/evGW, respectively, using the
LR-PCM (cLR-PCM) environmental model. In all cases, all
theories reproduce the correct sign of the acidochromic effect.

IV. CONCLUSIONS AND OUTLOOK

In an effort to extend the palette of applications of ES
calculations, we have investigated more than sixty electronic
transitions in a large panel of carbocationic dyes known to
be especially challenging for theoretical approaches. We have
applied three levels of theory: (i) TD-DFT in combination
with the M06-2X functional; (ii) ADC(2) that remains a rel-
atively affordable wavefunction approach despite its formal
O(N5) scaling with system size; and (iii) BSE relying on
a partially self-consistent GW approach allowing to obtain
transition energies almost independent of the starting eigen-
states while conserving the same O(N4) scaling as TD-DFT.
We have also considered two solvation models: the linear-
response PCM approach and the state-specific corrected linear-
response PCM scheme. It appeared that BSE/GW transition

energies are almost systematically more accurate than their
TD-DFT counterparts that are significantly too large. Indeed,
the TD-M06-2X overestimations are of the order of 0.5 eV,
an usually large error related to the specific nature of these
dyes. ADC(2) provides smaller deviations with respect to the
experiment in the vast majority of cases. In terms of corre-
lation with respect to experiment, BSE/evGW outperforms
ADC(2) and this holds for auxochromic shifts, separation
between the two main absorption bands and acidochromic
effects. The selection of the LR or cLR PCM models has
a small impact on these correlations but significantly tunes
the absolute transition energies: the former model leads to
larger solvatochromic effects and hence smaller transition
energies. This might have an important effect on the obtained
conclusions, e.g., for the 0-0 energies that allow the most sig-
nificant comparisons between simulated and measured spec-
tra, BSE/evGW is the most accurate approach when using
LR-PCM solvent corrections, whereas ADC(2) occupies the
top spot when cLR-PCM corrections are applied. In short, we
can recommend the use of the LR-PCM-BSE/evGW method
to model the excited-states of arylcarbonium dyes because it
delivers the most valuable accuracy/time ratio of the tested
approaches.

We are continuing our efforts to assess the perfor-
mances of the BSE/GW theory, especially for the molecules
or states for which TD-DFT is experiencing limitations.
As the present work also demonstrates that the solvation
effects going beyond the linear-response regime are essen-
tial, the coupling of BSE with such state-specific approach
is also one of our short-term objective, following the recent
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merging of the GW formalism with continuous128 and dis-
crete129 polarizable models.

SUPPLEMENTARY MATERIAL

See supplementary material for methodological investiga-
tion of (i) basis set effects; (ii) impact of the selected functional
on the BSE results; (iii) impact of the number of corrected lev-
els at the GW level. Complementary statistical analysis for the
data of Table II.
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