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[1] The atmospheric gravity wave energy spectra often show power law dependencies
with wavenumbers and frequencies. A simple mechanism involving off-resonant scale-
separated interactions is proposed for their formation, namely the refraction of the wave
packets in pseudorandom shears encountered during their vertical propagation. In the
Boussinesq and rotating frame approximation the evolution of the spectral distribution of
wave action is calculated within the eikonal formalism, i.e., via the simulation of the ray
paths for an ensemble of elementary wave packets. The energy spectra are then easily
built from the wave action spectra. Experiments are conducted where wave packets
propagate away from Dirac delta function, or spectrally uniform sources at low altitudes,
in realistic atmospheric background flows. The energy spectra show dependencies with
the vertical wavenumber m and horizontal wavenumber k that are consistent with the most
widely recognized empirical spectral models. A specific focus is given on the vertical
evolution of the vertical wavenumber spectrum. The spectrum shows an invariant scaling
as N2/m3 at large wavenumbers. It possesses a central wavenumber whose value depends
on the total wave energy and is controlled by the statistics of the background mean flow.
Similarly, the wave packet azimuths show an increasingly strong anisotropy resulting
from the wave mean flow interaction at critical levels. INDEX TERMS: 3384 Meteorology and

Atmospheric Dynamics: Waves and tides; 3367 Meteorology and Atmospheric Dynamics: Theoretical

modeling; 3334 Meteorology and Atmospheric Dynamics: Middle atmosphere dynamics (0341, 0342); 0342

Atmospheric Composition and Structure: Middle atmosphere—energy deposition; KEYWORDS: gravity wave,

quasi-universal spectra, ray tracing, wave refraction

1. Introduction

[2] The interpretation of the quasi-universal distribution
of energy in the atmospheric gravity wave spectra and the
real fluid-dynamical process or processes leading to what
has been termed ‘‘wave saturation’’ are still questions that
are open to debate. In practice, ‘‘saturation’’ means the
occurrence of a m�3 asymptotic law (tail) in the vertical
wavenumber energy spectrum. Many observations with
balloons and radar/lidar systems show spectra with quasi-
universal shapes and intensities regardless of the geograph-
ical location and time [Allen and Vincent, 1995; Smith et al.,
1987; Fritts et al., 1988; Sidi et al., 1988; Tsuda et al.,
1989]. Therefore several empirical models have been built
in order to synthesize such observations [Smith et al., 1987;
Sidi et al., 1988; Fritts and VanZandt, 1993]. They all

depend on a small set of parameters, each weakly varying
with the altitude and the location, such as a wavenumber
cutoff, the total energy, and the slopes of the asymptotic
power laws. On one hand, such models are particularly
useful when trying to parameterize the net long-term effect
of the wave mean flow interaction, as far as energy and
momentum flux deposition can be calculated. On the other
hand, these statistical descriptions do not provide enough
information on the mechanisms involved in the energy
transfer. Several internal processes (among them, wave
breaking, resonant triad interaction, radiative damping,
and turbulent and eddy diffusion) have been proposed to
explain the equilibrium in a wave field subject to forcing (at
sources level) and sinks (presumably at small scales). All of
these processes have been studied separately and in detail
and are likely to be important, although each in different
spectral and altitude ranges. However, up to now none of
those have provided a convincing theoretical basis for the
formation and the maintenance of the energy spectra.
[3] In this paper, we limit our study to a single process,

the off-resonant nonlinear interaction between the waves

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 107, NO. D12, 4145, 10.1029/2001JD000815, 2002

1Now at Laboratoire de Meteorologie Dynamique, Palaiseau, France.

Copyright 2002 by the American Geophysical Union.
0148-0227/02/2001JD000815

ACL 4 - 1



and a scale-separated background flow. For a background
flow produced by both long waves and balanced motion
(baroclinic eddies), the interaction can be studied within the
WKBJ approximation with the eikonal theory [Henyey and
Pomphrey, 1983]. More specifically, we use ray techniques
to calculate the spatial and spectral evolution of distribu-
tions of wave action and wave energy. Such techniques have
been already developed in the atmospheric context, e.g., for
the analysis of the geographical gravity wave patterns
produced by planetary-scale winds [Dunkerton, 1984; Dun-
kerton and Butchart, 1984] and for the study of the eikonal
approximation (scale separation, stationarity, etc.) [Ecker-
mann, 1997; Walterscheid, 2000]. In the oceanic context,
Broutman [1986] and Broutman et al. [1997] gave accounts
of the refraction of short-scale wave packets by inertial
waves including the occurrence of caustics. In this our main
purpose is to show that the interaction captured by the ray
techniques produces an efficient net spectral transfer of
wave energy and is almost entirely responsible for the
formation of the observed spectra. Our results rely on the
numerical implementation of the ray equations in a box
model in which the background flow is provided by the
analyses of the European Center for Medium-Range
Weather Forecasting (ECMWF) model. Those equations
enable the following of the evolution of the wave packets
in the physical space (i.e., trajectories) and in the spectral
domain (i.e., refraction).
[4] The paper is organized as follows. We devote section

2 to a short review of the most popular descriptions for the
wave field. This will serve to refer the reader the various
paradigms that were proposed to explain the observed
shapes of gravity wave spectra in the atmosphere. The
general framework for the eikonal description is provided
in section 3 with a discussion on the necessary assumptions.
Section 4 contains a description of the numerical details in
the box model. For the different experiments that have been
conducted, the initial conditions are also reported along with
the method for the numerical evaluation of the spectra.
General diagnostics from the numerical experiments are
made in section 5 for the wave action and energy transport.
In particular, we present typical ray trajectories and also
discuss the marginal occurrence of reflection. Then the one-
dimensional (1-D) energy spectra are constructed from the
ray trajectories, and we identify the main mechanism
responsible for the shaping of the spectra. In section 6 we
put the emphasis on the robustness of the results for the
vertical wavenumber spectrum and compare such spectrum
with (1) semiempirical and observational models and (2) the
theoretical analytical spectrum as described by Souprayen et
al. [2001] with a purely stochastic approach. Section 7 is
devoted to a summary of the most important results
obtained with the eikonal approach.

2. Possible Mechanisms for Wave Saturation

[5] Historically, the saturation of gravity wave spectra
has been attributed to the linear instability of a wave or a
superposition of waves [Dewan and Good, 1986; Smith et
al., 1987]. The onset of convective or dynamical instability
for large-amplitude fluctuations results in gravity wave
breaking and acts as a limitation for further growth of the
amplitude with altitude. In order to account for the m�3

spectral variation of the energy density (where m is the
vertical wavenumber), the saturated variance that scales as
m�2 must be distributed on a spectral bandwidth, which is
supposed to be proportional to the central wavenumber of
the wave packet, �m � m. The physical meaning of this
statement is that any wave packet is made of a given and
constant number of oscillations. The arbitrary nature of this
choice is one of the several criticisms that have been made
by Hines [1991a], added to the fact that �70% of the
saturated wave field should undergo nonlinear interactions.
More recently, Dewan [1997] tried to relax the abovemen-
tioned hypothesis for the spectral bandwidth using a sim-
ilitude cascade argument.
[6] Another successful explanation for the spectra has

been given by Weinstock [1990]. Following a statistical
description of the wave field perturbations formerly devel-
oped by Weinstock [1976], Weinstock [1990] achieved the
diffusive theory that establishes an equilibrium spectra in
the nonlinear regime. This is one of the seldom theories that
gives an explicit and quantitative explanation for the �3
slope at large wavenumbers for the energy spectra. Wein-
stock [1990] applies techniques employed in turbulence
statistics, such as the direct interaction approximation, in
order to estimate a scale-dependent diffusion closure for the
wave-wave interaction. Equating the energy flux and the
diffusion term in the equilibrium state leads to the power
law variation for the energy spectra.
[7] It is noteworthy that while the wave-wave interaction

is accounted for by oceanographers mostly through resonant
triad interactions, this mechanism has been invoked for
atmospheric waves only recently Daubner and Zeitlin
[1996]. The analysis is restricted to a 2-D wave field
problem, but an extension to the 3-D problem, including
the interaction with the vertical mode, is in progress (V.
Zeitlin, personal communication, 2000).
[8] Finally, Hines [1991b] has developed a statistical

approach for the wave-wave interaction through the Dop-
pler shift effect. By assuming simple statistics for the wave-
induced horizontal wind statistics, Hines calculates a
diffusion function applied to arbitrary input spectra. How-
ever, this theory does not predict a universal shape for the
vertical wavenumber spectrum as far as it is strongly
dependent on the input spectrum. In the eikonal approach
used in this paper the wave field evolves only via off-
resonant interactions. The refraction that results from such
interactions leads to an ensemble transport of wave action
and energy from larger to smaller scales. The study pro-
vided in this article is based solely on the estimate of such
an effect, as obtained from ray calculations.

3. Eikonal Formalism

[9] In this section we recall the assumptions needed for
the eikonal formalism to be valid. Situations where the
eikonal approach has to be questioned are reported at the
end of this section and in Appendix C. Our objective is to
derive a transport equation for the evolution of the wave
field. It can be shown that in a time-varying (inhomoge-
neous) flow, the energy (E) (pseudomomentum ( ~P)) carried
by a wave packet varies during its nondissipative propaga-
tion. In contrast, the wave action (A) is conserved. There-
fore we focus on the wave action transport rather than on
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the energy transport. Energy and pseudomomentum spectra
can be reconstructed from the action spectrum using the
following relations [Whitham, 1974],

e ¼ wA
~P ¼ k~A;

ð1Þ

where w and~k represent the wave packet intrinsic frequency
and wave vector, respectively.

3.1. Basic Assumptions

[10] For the eikonal theory to be valid, a separation
between the background field characteristic scales and the
characteristic scales of the wave packet (e.g., central wave-
length) are required. The technique amounts to solving the
interaction of individual wave packets with the background
flow. The mean evolution of the whole wave field is obtained
by ensemble averaging on all wave packets. Therefore the
mechanism enters the WKB framework, and the interaction
relies on the long-wave/short-wave scattering.
[11] A further assumption is that the background flow

follows an independent evolution equation or, equivalently,
that the nonlinear feedback of the waves is neglected.
Finally, we neglect any dissipative process for the waves
along the ray trajectories. At first sight this assumption
might seem unrealistic. However, in our numerical imple-
mentation we stop some of the wave trajectories that have
been strongly refracted by the mean flow. This procedure
somewhat mimics the dissipation of waves with small
vertical scales (regardless of the exact mechanism).

3.2. Transport Equations

[12] As quoted earlier, the starting point of the theory is
the conservation of the wave action in time-dependent and
inhomogeneous media. The related equation, which was
given by Bretherton and Garrett [1968] and Whitham
[1970], reads

@tA ~x; tð Þ þ rx
~CgA ~x; tð Þ
h i

¼ 0

d~x

dt
¼ rk

�!
w0 ¼ ~Cg ð2Þ

d~k

dt
¼ �rx

�!
w0;

where A is the wave action density in the 3-D (spatial) phase
space, ~Cg is the group velocity (defined as ~Cg ¼rk

h
w0ð~k;~x; tÞ

i
),

and w0 is the absolute frequency. The time derivatives of~x
and ~k are along the ray path of the wave packet.
[13] We need to build an equivalent transport equation

not only for a single wave packet but also for the whole
wave field. Therefore, applying a ‘‘weak turbulence’’
approximation, we describe the wave field as a superposi-
tion of wave packets. It is convenient, using techniques
employed in plasma physics, to lift the wave action density
in an augmented 6-D phase space (~x, ~k), where ~k is
considered as an independent variable. This formalism has
been employed recently with success in 2-D turbulence
studies [Dubrulle and Nazarenko, 1997] and in works on
isentropic transport of stratospheric tracers [Haynes and
Anglade, 1997]. The technical details of the derivation are

provided in Appendix A. In the 6-D phase space the wave
action is given by its density A

�
~x;~k; t

�
, and its evolution

equation is

@tA ~x;~k; t
� �

þ _~x  rx

�! A ~x;~k; t
� �h i

þ _~k  rk

�! A ~x;~k; t
� �h i

¼ 0: ð3Þ

[14] Given an initial distribution for the wave action
density at time t0, say A0 ¼ A ~x;~k; t ¼ t0

� �
, one can

calculate its distribution for any time by evolving A0

conservatively along ray paths, which are the characteristics
of equation (3). In the following numerical simulations we
apply a Monte Carlo integration method using random ray
paths.
[15] Furthermore, in the context of Boussinesq approx-

imation in a rotating frame, the gravity-wave dispersion
relation is

w2 ¼ N2 k2 þ l2ð Þ þ f 2m2

k2 þ l2 þ m2

w0 ¼ wþ~k~u:
ð4Þ

[16] The related ray equations (system 2) are detailed in
Appendix B. The time and space variations of the back-
ground flow enter the equations through N, the Brunt-
Väisälä frequency, and ~u, the velocity field. In the latter
the vertical velocity component will be neglected (herein-
after, ~u will denote the horizontal wind component). The
consequences of such an approximation are discussed by
Eckermann [1997] and Walterscheid [2000]. Furthermore,
we keep the Coriolis parameter f constant along the rays.

4. Description of the Numerical Model

[17] In the following sections we report on the numerical
implementation of the ray equations. We also describe the
background fields and the method for the construction of
the 1-D and 2-D spectral evolution of the wave energy
density. Finally, we discuss the initial conditions of the
experiment that have been conducted.

4.1. Background Fields and Numerical Integration

[18] In order to study the transport and dispersion of the
wave packets, we need to prescribe the background flow. In
their simulation of oceanic waves, Henyey and Pomphrey
[1983] have constructed such a flow from the spectral
model from Garrett and Munk [1975].
[19] Here we adopt another approach by using real

synoptic-scale flows provided by the ECMWF model anal-
yses. Ideally, the background field should contain the
fluctuations produced by the large-scale component of the
wave field. It is only partially true for the ECMWF analyses
(using the T106 resolution, the horizontal and time scales
for the flow are small enough to include some inertia-
gravity wave components). Actually, we suppose that the
mean transport of energy, as estimated when computing the
ensemble average, does not depend on the exact statistics of
the background field but rather on its pseudorandom nature
along the wave packet trajectories. This statement is sup-
ported by the results obtained with the purely 1-D stochastic
model [Souprayen et al., 2001].
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[20] The calculations are made in a 3-D box centered on
the northern midlatitudes with horizontal dimensions given
in Table 1. The time and space resolution for the wind and
temperature fields is also reported. In the course of the
numerical integration, cubic splines are performed in order
to interpolate the background fields at the wave packet
position. It also provides the first- and second-order deriv-
atives for both the wind and the Brunt-Väisälä frequency.
[21] The starting day (February 1998) corresponds to a

wintertime meteorological condition with a strong synop-
tic-scale wave activity to ensure the randomness of the
fields. The flow near the tropopause (200 hPa) is depicted

in Figure 1 and presents a strong and meandering tropo-
spheric jet. The maximum duration for the calculation is 3
days.
[22] The rays are launched at a constant altitude above

the boundary layer (to ensure a stable stratification) and on a
regular 2� � 2� horizontal grid in the center of the ECMWF
domain. In doing so, we aim at simulating an arbitrary and
spatially homogeneous distribution for the sources. At each
location, four azimuths of propagation are used, and for
each azimuth, 10 random pairs of intrinsic frequencies and
vertical wavenumbers (w, m) are selected from uniform
distributions (bounds are reported in Table 1). (Note that
the lower limit for vertical wavenumbers may be question-
able with regard to the WKB approximation. However, it
will be shown, e.g., in section 6.1, that the waves with large
vertical wavelengths are not those that are important for the
mechanism that we describe in this paper.) The total number
of rays is 8800. Selecting opposite signs for m and w, we
prescribe only initially upward propagating wave packets.
The initial horizontal wavenumber is calculated from the
dispersion relation (4), and the absolute frequency is recov-
ered from the wind velocities at the initial position.
[23] The system of equations for the rays B1 (and when

applied, for the amplitude or ray tube C1) is integrated with
a fourth-order Runge-Kutta scheme with an adaptive time
step. During the integration the physical and spectral
characteristics of each wave packet are stored at regular
altitude intervals (100 m). There are two situations when the
numerical integration has to be stopped, when the time step
is <1 s and when the wave packet exits the box domain. In
the first case the time step has been decreased because the
rate of variation of at least one of the wave characteristics is
very large. This is usually due to fast variations of the

Table 1. Characteristics of the ECMWF Fields and Initial Wave

Distributions

Parameter Value

ECMWF
Longitude [�40�, 30�]
Latitude [30�, 60�]
Altitude, km [0, 30]
Time 18–21 February 1998
Horizontal resolution 1.125�
Vertical resolution 31 layers
Time resolution 6 h

Source at 2 km
Longitude [�24�, 14�]
Latitude [34�, 54�]
Horizontal grid 2� � 2�
Wavenumbers, cycles m�1

Vertical [5 � 10�5, 1.6 � 10�3]
Horizontal [1 � 10�7, 1 � 10�4]

Intrinsic angular frequency [ f, 6f ]
Azimuth distribution isotropic

Figure 1. Flow structure in the ECMWF analyses on 20 February 1998 at 0000 UT. (left) Contours of
the wind intensity at 200 hPa (velocities larger than 25 m s�1 have been shaded). (right) Vertical profile
of the zonal (solid) and meridional (dashed) components at the geographical location (star).
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background flow that correspond to the breakdown of the
WKBJ approximation. Actually, a small number of such
stopped rays is observed (<2%).
[24] The wave packets that exit the domain are forever

discarded from the statistics that we compute. Those exit
events can be split into two categories. On one hand, it can
correspond to waves whose propagation is weakly dis-
turbed. This case may occur for the waves that are launched
close to box sides and exit through them or for the waves
whose vertical propagation was not inhibited and exit the
domain through its top boundary. On the other hand, lateral
exits are often associated with the almost horizontal prop-
agation of the large m waves. In this case, discarding those
waves from our statistics may be considered as a proxy for
dissipation near critical levels. This last point is discussed
further in section 5.

4.2. Experiment

[25] A single experient has been conducted. It helps gain
insight into the wave field equilibrium that results from
continuously emitting sources located in the lower tropo-
sphere and sinks at large wavenumbers (dissipation). To
design such a simulation, however, we should have
launched rays at regular time intervals and analyzed the
output at later time, waiting for the equilibrium to be
achieved. Rather, we used another approach by prescribing
an impulsive source at t = 0 and by applying an ergodic
assumption. In this way we can estimate the stationary
spectral distributions by integrating in time the wave char-
acteristics as observed along the trajectories. (Note that, in
this context, we should not have discarded the waves that
exit the domain through its sides without being refracted
toward large m. We have, however, checked that similar
results to those presented in the following are obtained if we
only use in our statistics the waves that are launched far
away from the sides; in other words, our conclusions are not
determined by the fact that we are working in a box with a
finite horizontal extension.) Though stationary, the spectral
distributions that we obtain are not homogeneous since they
exhibit strong variations with altitude. We are going to
study in detail the shaping of the spectra from the arbitrary
sources distributions to the observed distributions in the
upper layers.
[26] As reported above, the initial vertical wavenumbers

and intrinsic frequencies for the emitted wave packets are
uniformly distributed in some bounded intervals. Therefore
the value of the individual wave action Ai

0 at the source level
can be freely chosen and determines the shape of the source
spectra. In sections 5 and 6 we discuss basically two types
of source spectra, large-band spectra (with various spectral
slopes) and Dirac-like distributions where Ai

0 is nonzero
only for a small region of m about m0, the central wave-
number of source.

4.3. Derivation of the 1-D Spectra

[27] We use the Lagrangian conservation of the wave
action along the ray in the 6-D phase space to calculate the
evolution of the action density distribution A ¼ ~x;~k; t

� �
. Thus,

at any time, this distribution can be reconstructed from the
joint probability distribution function (pdf) for the character-
istics (position and wavenumbers) of the wave packets. For
instance, if we considerNwave packets with initial action Ai

0,

i = 1, 2,. . ., N and calculate their trajectories ~xi tð Þ;~ki tð Þ
� �

,
the action density at later time is given by

A ~x;~k; t
� �

�~x�~k ¼
XN
i¼1

A0
i H ~x;~xi tð Þ;~k;~ki tð Þ

h i
; ð5Þ

where the characteristic function H ~x;~xi tð Þ;~k;~ki tð Þ
h i

is equal to 1 if
~xi tð Þ;~ki tð Þ
h i

is in the volume �~x�~k centered on ~x;~k
� �

and 0
otherwise. Similarly, the energy distribution is obtained by
the substitution of Ai

0 by w ~xi;~ki

� �
A0
i in the above formula. For

example, to compute the vertical wavenumber energy spectra
in a given altitude layer, we use the time-integrated version
of equation (5),

E m; zð Þ�m�z ¼
X
i2I

w ~xi;~ki

� �
A0
i ; ð6Þ

where the ensemble I is a restriction of all the trajectory
points to the subspace [m �� m/2, m +�m/2] \ [z ��z/2,
z + �z/2]. In section 5 we apply this technique to build the
energy spectra with respect to horizontal wavenumbersffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ l2

p
, apparent and intrinsic frequencies, and azimuths

of propagation.

5. Numerical Results

[28] First, we provide a general and qualitative overview
of the trajectories and their refraction in the physical space.
Then we discuss the quantitative estimate of the 1-D and 2-
D energy spectra and their evolution with altitude. Finally,
we identify what we believe to be the essential mechanism
responsible for the energy transfer between scales in the
wave field and therefore the resulting spectral shapes.

5.1. General Overview

[29] The output from the model consists in complex
trajectories in a high-dimensional phase space. In this
section we only show and analyze the wave packet positions
in the physical space (Figure 2). A small subset of the 8800
rays is plotted in this figure, and each ray is color coded
according to the value of the wave intrinsic frequency.
[30] Two dominant behaviors are roughly observed, wave

packets propagating freely upward through the top of the
domain and wave packets strongly horizontally refracted
that are exiting the domain through its lateral sides. Accord-
ingly, the intrinsic frequencies are strongly modified toward
higher values (red rays) for the faster, almost vertically
propagating waves and toward smaller values for those
waves for which vertical propagation is inhibited (black
rays). Most of the refraction processes occur essentially in
the layers close to the strong and meandering tropospheric
jet. The refracted waves become quasi-inertial with a very
small intrinsic group velocity; therefore, they are passively
advected by the horizontal background wind. The beam of
black rays in Figure 2 roughly indicates the position and
direction of the jet (compared with Figure 1).
[31] We selected a small number of specific rays corre-

sponding to wave packets that have been reflected verti-
cally. Their trajectories in the altitude-time domain are
shown in Figure 2. Those reflections occur when the
refraction produces high-frequency waves (w � N ) as seen
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on the red part of the trajectories. It happens also at the
tropospheric (and stratospheric) jet level.
[32] We also want to emphasize the fact that some

refracted low-frequency waves can eventually escape the
jet level after a long period and propagate freely upward
(see, for example, those trajectories in Figure 2 with long
horizontal sections). Those escapes are made possible
thanks to the nonstationarity of the background flow. For
such waves the related variation from large to small vertical
scales is reversible, which means that the associated energy
spectral transfer is not unidirectional. However, real atmos-
pheric waves for which the vertical propagation is inhibited
for a long period are likely to be dissipated (either by
radiative or turbulent processes). In that sense the removal
from the statistics of wave packets that are exiting the
domain through the lateral boundaries (mainly low-fre-
quency refracted waves) somewhat mimics the real dissi-
pative process at small scales.

5.2. Energy Spectra

[33] In this section we study the variation with altitude of
the energy spectra with respect to the vertical and horizontal
wavenumbers and intrinsic frequency. A unique source
distribution is chosen. The initial energy joint spectrum at
any geographical location is expressed as

E m;wð Þ ¼ E0A mð ÞB wð Þ; ð7Þ

with E0 = 1 J kg�1. A(m) and B(w) are normalized uniform
distributions (white spectra) in the spectral ranges 5 � 10�5

< m (cycles m�1) < 1.6 � 10�3 and f < w < 6f, respectively.
The total altitude domain is split in adjacent layers with

increasing depth (in order to compensate for the decrease in
the number of wave packets entering the statistics). The
spectra are normalized accordingly. Finally, to account for
the exponential decrease of the density, the individual wave
packet energy per unit mass is multiplied along the
trajectory by the factor exp(z/H ), with H = 7 km.
5.2.1. Vertical wavenumber spectrum
[34] The result for the vertical wavenumber energy spec-

trum is shown in Figure 3a. The striking feature is the
shaping of the distribution toward the observed ‘‘universal’’
spectrum just above the source level.
[35] Namely, at large wavenumbers, the spectrum exhib-

its a m�3 asymptotic tail down to the largest wavenumber
retained (note that this limit is unrealistically within the
stratospheric turbulent range). Furthermore, the spectral
magnitude at large wavenumbers varies weakly with alti-
tude despite the increase of energy for the individual wave
packets. For comparison, the N2/6m3 model of Smith et al.
[1987] is also plotted in Figure 3. Those characteristics are
classically referred to as the saturated regime for the wave
field.
[36] Conversely, the spectral level at low wavenumbers is

increasing with altitude, and a central wavenumber is
emerging. This central wavenumber varies with altitude
and is similar to m*, which is a key parameter in most of
the empirical spectral models.
[37] Finally, the total energy for each layer (provided in

the plot) is increasing with altitude. Several processes can
explain the small change in energy between the last two
layers; it may be related either to the vertical structure of the
mean flow (with alternate mean vertical shear above and
below the jet) and/or to the diminution of the number of

Figure 2. Arbitrary subset (2%) of wave packets trajectories. The crosses at 2 km altitude indicate the
source locations, and the color index is related to the wave intrinsic frequencies. Some wave packets are
refracted horizontally at the tropospheric jet level and toward low frequencies (shown in black); other
wavesare refracted toward high frequencies (shown in red) and are propagating freely upward. Upper
right corner shows an arbitrary subset of wave packets trajectories z = f (t) that shows vertical reflections.
See color version of this figure at back of this issue.
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surviving wave packets above the jet. Note also that the
spectral tail for the uppermost layer is departing from the
expected shape, which is likely due to the limited vertical
resolution of the ECMWF data in that layer.
5.2.2. Intrinsic and absolute frequency spectra
[38] In a similar way we present the variation of the

intrinsic frequency energy spectrum in Figure 3b. The initial
or source spectrum is quickly and strongly modified at
upper levels. However, the spectra do not exhibit any clear
power law. Rather, there is a general spreading of the
distribution, which is reminiscent of the behavior found in
the stochastic model from Souprayen et al. [2001]. In this
1-D model with constant horizontal wavenumber, the
intrinsic frequency is proportional to the vertical wavelength
and undergoes a diffusion process. Therefore the diffused
spectrum strongly depends on the shape of the source
spectrum at high frequencies.
[39] The decrease of the spectral levels at low frequencies

(�f ) can be attributed to dissipation processes near critical
levels. Besides, it is important to note that, although spectral
slopes as �1, �5/3, and �2 are usually reported, the
intrinsic frequency spectrum has never been observed in
the atmosphere until recently, as far as it requires Lagran-
gian observations. Yet recent long-duration isopycnic bal-
loon experiments, conducted in the equatorial lower
stratosphere, seem to confirm the �2 spectral slope of the
intrinsic frequency spectrum [Hertzog and Vial, 2001].

[40] The absolute (ground-based) frequency spectrum is
shown in Figure 3d. Studies based on radar and lidar
observations have reported spectral slopes between �5/3
and �2 for the absolute frequency spectrum [e.g., Gage and
Nastrom, 1985; Senft et al., 1993; Hertzog et al., 2001]. The
spectra that we obtain actually exhibit spectral slopes close
to �2 in the high-frequency domain. Yet the power law
behavior is not observed at periods larger than a few hours,
which is at odds with observations. We shall, however,
stress that the temporal resolution of the fields that we use in
the simulations is relatively poor (i.e., 6 hours). Conse-
quently, this can seriously prevent spectral transfers in the
frequency domain (see equation (8)), and may explain part
of the discrepancies between the observations and our
results.
5.2.3. Horizontal wavenumber spectrum
and anisotropy
[41] We use the total horizontal wavenumber distribution

along the rays to calculate the energy spectrum as provided
in Figure 3c. From the dispersion relation, and the initial
source spectrum as expressed earlier in sction 5.2, it can be
shown that the initial k spectrum is uniform in the interval
[0, 5.10�5 cycles m�1]. We show the spectra for 5.10�6 < k
(cycles m�1) < 5.10�4, which covers simultaneously the
source distribution and higher wavenumbers. As for the
vertical wavenumber spectrum, there is a strong modifica-
tion of the source spectrum. Spectral power law scalings

Figure 3. Altitude evolution of the 1-D energy spectra versus (a) vertical wavenumbers, (b) intrinsic
frequencies, (c) horizontal wavenumbers, and (d) absolute frequencies. Launch spectra are step functions
(solid black line). The colors correspond to the several adjacent vertical layers (whose thickness is
increasing). The total energy per unit mass is estimated by integration of the numerical spectrum for each
layer. (Note that the total energies slightly differ between each plot since the spectral ranges are not
exactly overlapping.) Reference spectra are shown (dashedlines), with slopes detailed in each plot. In
Figure 3a thereference spectrum corresponds to the N2/6m3 tail [Smith et al., 1987]. See color version of
this figure at back of this issue.
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emerge at large wavenumbers. We observe a k�3 shape for
the largest wavenumbers (e.g., above 2 � 10�4 cycles m�1)
and a clear k�2 shape for the intermediate scales. According
to one of the existing models for the horizontal wavenumber
spectrum [Gardner, 1994], the spectral slope should be �2
down to h* = fm*/N � 10�6 cycles m�1. Our results do not
reproduce this behavior even though the predicted transition
at h = m* is captured by the simulations.
[42] In most models, horizontal wavenumber spectra are

supposedly isotropic. As far as a strong jet dominates the
flow, this hypothesis is likely to be incorrect. It is the reason
why we analyzed the azimuth distribution of the wave
directions from the 2-D horizontal spectrum in Figure 4.
[43] The maps for such spectra are obtained for wave-

lengths between 10 and 1000 km as for the 1-D spectra and
for adjacent layers. As soon as the rays reach the lower part
of the tropospheric jet, a strong filtering effect is produced
for the waves which phase speeds match the wind velocity.
Therefore, in the lower stratosphere, the emerging wave
field is strongly anisotropic with preferred westward prop-
agation.

5.3. Dominant Mechanism for Wave Transport

[44] To identify the mechanism responsible for the shap-
ing of the spectra, we repeated the simulations presented in
this study in a windless atmosphere (not shown). In this
windless simulation the rays were straight lines, with the
sole exception of the tropopause region, where the vertical
gradient of the Brunt-Väisälä frequency induces one local-
ized refraction event during the wave propagation. Con-
sequently, the spectral transfers were found to be very small,
and the obtained spectra neither exhibited power law tail nor
significant changes from the source shape. The spectral

transfer of energy that is observed in the simulations with
realistic winds is thus almost entirely due to the inhomoge-
neities and nonstationarities of the background flow.
[45] Some characteristics of this shaping mechanism can

be evidenced by looking at the evolution of the wave packet
wavenumbers along the rays. However, since we are ana-
lyzing the stationary spectra and their variation with alti-
tude, it is natural to eliminate the time dependence in favor
of the altitude dependence in the ray equations. This method
helps to evidence the sole variation with altitude. Using the
same technique and approximations as Souprayen et al.
[2001] (i.e., f � w � N and a purely unidirectional
background wind U and constant N ), we can relate the
vertical and time increment along the rays dz = Nk/m2dt and
can modify equation (2) accordingly:

dm

dz
¼ �m2

N
Uz

dk

dz
¼ �m2

N
Ux

ð8Þ

dw
dz

¼ m2

N
Ut:

[46] Thus the more the vertical wavenumber increases, the
more the spectral transfer in vertical wavenumber becomes
strong. On the contrary, the spectral transfers in horizontal
wavenumbers and intrinsic frequencies do not depend on the
wave packet actual horizontal wavenumber or frequency.
Consequently, since the waves with the highest energy that
control the spectral shapes have vertical wavenumbers close
to m*, at first order, spectral transfers in horizontal wave-
numbers and intrinsic frequencies are scale independent.

Figure 4. Two-dimensional (azimuth) energy distributions with horizontal wavelengths. The axis and
the color index are in log scale, and each map corresponds to a 4 km depth layer centered at the indicated
altitude. Note that the center of the maps is removed (|l| < 10 km). The isocontours for the energy density
have arbitrary units. The prescribed isotropy at the source level is lost when crossing the tropopause.
White (dark) areas correspond to waves with high (low) energy.
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Moreover, for realistic values of the a spect ratio Uz/Ux the
transfer intensities in the vertical wavenumber direction are
expected to be stronger than in the horizontal wavenumber
direction, and the winds being dominated by synoptic-scale
low-frequency eddies, the rate of transfer along the fre-
quency direction, should also be relatively small.
[47] With these last considerations and the fact that we

are using ECMWF analyses that are possibly under-resolv-
ing the horizontal and temporal structures of the flow in
mind, we will focus our following analysis on the vertical
wavenumber energy spectrum. Furthermore, a large part of
wave observations relies on vertical soundings, and the
particularly well-documented vertical wavenumber spec-
trum serves as a benchmark for the theory.

6. Focus on the Vertical Wavenumber Spectrum

[48] The results presented in section 5.2 have been
obtained with a given uniform source spectrum. We now
analyze their robustness with respect to the initial condi-
tions. Then we compare the output from the 3-D simulation
with (1) published semiempirical spectral models and (2)
the theoretical and analytical model obtained with the
stochastic approach [Souprayen et al., 2001].

6.1. Robustness

[49] To test the sensitivity of the vertical wavenumber
simulated spectrum to the initial conditions, we report in
this section on experiments where the source spectrum has
been modified. Actually, the Monte Carlo technique offers
the possibility to prescribe various spectral distributions for
the source from the same and single numerical experiment:
This is realized by changing the initial values for the action
(or equivalently energy) of the wave packets. More specif-
ically, we used three distinct source spectra, two delta Dirac
distributions Ei

0 = wi
0d(m0) (with m0 = 1.6 � 10�3 cycles

m�1 and m0 = 2.5 � 10�4 cycles m�1, respectively) and a
large-band m1 distribution. We will also study the spectral
levels; therefore we prescribe the same total energy per unit
mass for each source distribution (Et = 1 J kg�1).
[50] The results are reported in Figure 5. Those spectra

have to be compared with the one shown in Figure 3. The
first significant conclusion is that the m�3 tail limit is

reproduced whatever the initial shape. This behavior has
been explained in the 1-D stochastic model and results solely
from the dispersion-refraction processes of the wave packets.
However, the spectral levels in this m�3 spectral range varies
from one experiment to the other. For the low-wavenumber
launch spectrum the refraction process is less efficient, and
the tail limit is achieved at higher altitudes. Furthermore, the
level is significantly lower than the limit of Smith et al.
[1987] except for the two uppermost layers. For the high-
wavenumber launch spectrum the shaping at large wave-
number is already obtained for the first layer. However, the
spectral level for this first layer is higher than the prediction
of Smith et al. [1987]. It is likely due to the misrepresentation
of the dissipation processes at the lower levels, as far as such
dissipation is rendered numerically only through the lateral
escape of the wave packets from the domain. The escape
events only become significant at upper levels.
[51] The spectral shape at low wavenumbers should be

sensitive to the launch distribution since wave packets with
small wavenumbers have high vertical group velocities and
are likely to propagate more freely through the domain than
high-wavenumber waves (see equation (8)). However, only
the spectra just above the launching altitude seem to be
dependent on the source. Indeed, the spectra obtained for
the last four layers do not differ from one experiment to the
other. It means that the energy in this low-wavenumber
portion of the spectra is mainly brought by wavepackets that
have been refracted from high wavenumbers.

6.2. Scaling From Empirical Models

[52] In most of the semiempirical models, key parameters
are characterizing the shape, magnitude, and variation
with altitude of the vertical wavenumber spectrum. Such
modelsprovidecoherentpredictions, namely the scalingof the
energy E(m) � N2/m3 for m > m*, where the transition
wavenumber is related to the total energy, m� � N

2p
ffiffiffiffiffi
6Et

p [e.g.,
Sidi et al., 1988]. We provide a comparison between those
predictions and our results in Figure 6.
[53] In the plot on the left-hand side the variation with

altitude of the energy spectrum is shown. One hundred
adjacent layers are selected, and each associated spec-
trum is shifted such as to verify E(m

*
, z) = 10z. The

estimate N

2p
ffiffiffiffiffi
6Et

p for m
*
, as calculated from the local value of

Figure 5. Sensitivity of the resulting spectra with respect to the source distributions. From left to right:
Dirac distributions at low wavenumber, at intermediate wavenumber, and large band m+1 distribution.
The color code for the altitude layers is the same than in Figure 3. The total initial energy is 1 J kg�1 for
all distributions. See color version of this figure at back of this issue.
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the Brunt-Väisälä frequency and from the total energy
deduced by integration of the local spectrum, is shown in
the same figure. This value obviously matches the local knee
dividing the spectral domains. The m* variation with altitude
can be explained by the opposite effects of (1) the energy
increase with altitude and (2) the increase of N around the
tropopause. The former is related to the shear-induced
diffusion and to density variation. Furthermore, the mean
vertical structure of thewind is likely to produce an additional
mean Doppler effect on the m* value.
[54] Owing to the variation of the Brunt-Väisälä fre-

quency from the ground to the middle stratosphere, we
can assess the scaling of the spectral magnitude in the m�3

range with N2. The scatterplot [E(m = 1 cycles km�1), N2]
on the right-hand side of Figure 6 shows the obvious
consistency of our simulation with such a prediction; the
best least-square linear regression has a 1.1 slope.

6.3. Comparison With the Analytical Stochastic Model

[55] In the study by Souprayen et al. [2001] the analytical
solution for the 1-D stochastic problem has been given for a
delta Dirac source spectrum along with the method to
calculate the resulting spectrum for large-band sources.
We use this generic shape to try to reproduce the numerical
3-D results. More precisely, the comparisons provided in
this section are for the uniform launch spectrum, as given in
section 5.2.1. Furthermore, the portion of the spectra that is
the most sensitive to the background fields lies in the low
wavenumbers. We are going to focus on the shape and
variations with altitude of this portion.
[56] The technique to obtain the spectrum at each layer is

to convolute the spectrum from the underlying layer with

the generic (transfer) function given in equation (9) of
Souprayen et al. [2001]. This transfer function depends on
two key parameters, the variance of the vertical shear and its
correlation length. We are unable to get reliable estimates
for such parameters from the 3-DECMWF data; therefore
we decided to prescribe ad hoc values for each layer. The
results are shown in Figure 7.
[57] The analytical shapes match the numerical results

fairly well in the low-wavenumber section. However, there

Figure 7. Comparison between the numerical spectra
(thick line) with the predicted spectral shapes (thin line)
deduced from the analytical 1-D stochastic model Sou-
prayen et al. [2001]. We use the same source and layers as
in Figure 3. The last, uppermost layers are not shown.

Figure 6. Comparison with the empirical model. (left) Variation of m
*
¼ N

2p
ffiffiffiffiffi
6Et

p (thick black line) with
altitude. (right) Scaling of the saturated spectral level with N2. The straight line is a least-square linear fit
of the cloud of points. The reported slope is close to 1.
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is a discrepancy between the spectral magnitudes in the
high-wavenumber tail. Given the over simplifications of the
stochastic model (the most important being that the mean
background shear is neglected), it is not surprising that we
are not able to represent correctly and simultaneously the
entire shape of the spectra. For the same reason we have not
been able to reconstruct the spectrum for the last uppermost
layers (not shown in the plot). Some new modeling efforts
are therefore required. Obviously, we must carefully assess
the effects of (1) the mean shear, (2) the variations with
altitude of the Brunt-Väisälä frequency, (3) the modifica-
tions of the shear variance, and (4) its correlation length on
the shaping of the wave spectra.

7. Discussion and Summary

[58] Until recently the quasi-universal spectral distribu-
tions of the gravity wave energy were explained by satu-
ration concepts where the energy transfer in the wave field
is due to convective/dynamical instabilities. Such descrip-
tions lead to generic spectral models that agree with
observations, but they suffer several drawbacks or incon-
sistency that have been underlined by, e.g., Hines [1991a].
We try to analyze an alternative process that may explain
the shape and intensity of the observed spectra.
[59] We choose to calculate the energy transfer using

eikonal techniques, which have been already employed in
the frame of oceanic waves [Henyey and Pomphrey, 1983].
It allows us to estimate the energy and action transfer in the
wave field that is produced by off-resonant nonlinear
random interactions between scale-separated waves. This
approach has been used in a stochastic 1-D model [Sou-
prayen et al., 2001] where successful results for the vertical-
wavenumber energy spectra were obtained. In this paper, we
complement and confirm those results using numerical
simulations in real 3-D and time-varying flows. We simu-
lated the energy transport by randomly launching wave
packets from low-level sources and studied the resulting
stationary wave field. We calculated the spectral distribu-
tions of the energy and analyzed their variations with
altitude during the wave propagations away from the
sources.
[60] The most significant result obtained from such

simulations is that a net energy transport in the spectral
domain is observed. This transport is essentially produced
by successive refractions of the wave packets in the pseu-
dorandom shears of the flow encountered along the trajec-
tories. Indeed, although the background flow is dominated
by large spatial and temporal scales, the Lagrangian trajec-
tories of the wave packets present random characteristics.
This process is in close analogy with the classical chaotic
advection of tracers in the large-scale stratospheric flow
[e.g., Pierce and Fairlie, 1993]. More specifically, the
dominant mechanism is associated with the vertical shear
of the horizontal wind that produces strong refractions of
the vertical wavenumber. We show that, regardless of the
initial (source) spectral shapes, the vertical wavenumber
energy spectra quickly presents the quasi-universal behav-
ior. In particular, the asymptotic m�3 tail and the variation
withaltitude of the characteristic wavenumber (m*) that are
predicted by the semiempirical spectral models [e.g., Sidi et
al. 1988] are successfully simulated.

[61] As far as horizontal gradients of the flow are taken
into account, there is a simultaneous spectral transport along
the horizontal wavenumbers (and related along the intrinsic
frequencies). However, this transfer appears to be more
limited.It could be due to the relatively low horizontal and
temporal resolutions of the background fields used in the
simulations.Despite this drawback we are able to simulate
the azimuth anisotropy of the upward propagating wave
field above the dominant tropospheric jet. Preferred west-
ward propagation, as resulting from the filtering of the
eastward components by the flow, is usually reported from
the observations.
[62] We also attempted a reconstruction of the vertical

wavenumber spectrum from the analytical transfer function
deduced from the stochastic 1-D model. For an equivalent
white noise source spectrum the analytical shapes from the
stochastic model and the numerical 3-D simulations are in
good agreement. The observed discrepancies are essentially
related to the presence of the mean vertical shear of the jet
that is not taken into account in the analytical model.
[63] The shaping mechanism of gravity wave spectra that

is described in this paper is in close connection with the
Doppler-spreading theory (DST) [Hines, 1991b]. Yet se-
veral discrepancies exist between both approaches. In our
approach most of the vertical shear encounters needed for
the spectral transfers to occur maybe produced by the sole
background flow; in contrast with the DST, waves with
large vertical wavelengths are not necessary eventhough
they certainly are responsible for part of the total vertical
shear of the horizontal wind. Furthermore, the DST assumes
that the shaping of the vertical wavenumber spectrum is
quasi-instantaneous, whereas we are able to describe its
evolution with altitude (or time). Finally, our results seem to
be insensitive to the spectral shape of the source, whereas
the resulting spectral slope in the DST depends on the
source distribution.
[64] We shall, however, note that our results have been

obtained without considering breaking processes, i.e., when
the wave amplitude exceeds stability criteria. This obviously
must be included in more realistic simulations (note, how-
ever, that we used a proxy for wave dissipation at critical
levels). In the atmosphere, breaking processes may occur
especially at high altitudes, where gravity waves can reach
large amplitudes.However, the mechanism considered in this
study is ubiquitous and may limit the energy growth. The
respective predominance of each process is still an unre-
solved question, which deserves further numerical studies.
[65] Finally, several aspects of our approach may be

improved in the future: (1) the statistics of the transfer rate
and its local increase can be used to diagnose the production
of turbulent patches, (2) horizontal wavenumber and fre-
quency spectra have to be obtained in simulations with
higher resolution background flows, and (3) the analysis of
the shear statistics should be considered, as required for a
better use of the purely stochastic model.

Appendix A: Conservation Equation
for the Wave Action Distribution

[66] A formal derivation of a conservation equation for
the distribution of wave action has been obtained in the
Lagrangian formalism [see, e.g., Dewar, 1970]. This deri-
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vation is an extension to multiple random waves of the
variational method employed for the single wave by [e.g.,
Whitham, 1970]. Here we give a direct derivation of this
extended equation for gravity waves.
[67] We consider that the wave action distribution, i.e, its

joint physical and spectral distribution, A
�
~k;~x; t

�
, is given

by the sum over all wave packets of Dirac delta distribution
of action located on the dispersion surface in the 6-D phase
space

A ~x;~k; t
� �

¼
X
w

Aw ~x; tð Þd ~k �~kw ~x; tð Þ
h i

: ðA1Þ

[68] In this linear superposition of wave packets, ~k is a
new independent variable. We now search for an evolution
equation for A. The detail of this derivation is given below.
(Note that such lifting method holds for any kind of wave-
dispersion relation provided that one can construct a con-
servation equation for a single wave packet and that the
weak turbulence approximation is valid.) We begin by
differentiating equation (A1) with respect to time,

@tA ~x;~k; t
� �

¼
X
w

@t Aw ~x; tð Þ½ � d ~k �~kw ~x; tð Þ
h i

þ
X
w

Aw ~x; tð Þ @t d ~k �~kw ~x; tð Þ
h in o

ðA2Þ

@tA ~x;~k; t
� �

¼
X
w

@t Aw ~x; tð Þ½ �d ~k �~kw ~x; tð Þ
h i

�
X
w

Aw ~x; tð Þrk

�!
d ~k �~kw ~x; tð Þ
h in o

@t~kw ~x; tð Þ: ðA3Þ

Time derivatives are now eliminated in the right-handside of
equation (A3); we use the last two equations of system 2 for
the first and second term,

@tA ~x; ~k; t
� �

¼�
X
w

rx rkw

��!
w0wð ÞAw ~x; tð Þ

h i
d ~k �~kw ~x; tð Þ
h i

þ
X
w

Aw ~x; tð Þrk

�!
d ~k �~kw ~x; tð Þ
h in o

 rx

�!
w0w þrkw

��!
w0w rx

�!~kw

� �
: ðA4Þ

In the first term of the right-hand side of equation (A4) the
Dirac delta function can be included in the divergence
operator, provided that the extra term accounting for its
derivative with respect to~x is removed,

@tA ~x;~k; t
� �

¼�
X
w

rx rkw

��!
w0wð ÞAw ~x; tð Þd ~k �~kw ~x; tð Þ

h in o
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

A

þ
X
w

Aw ~x; tð Þrkw

��!
w0wð Þ  rx

�!
d ~k �~kw ~x; tð Þ
h in o

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
B

þ
X
w

Aw ~x; tð Þrk

�!
d ~k �~kw ~x; tð Þ
h in o

 rx

�!
w0w|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

C

þ
X
w

Aw ~x; tð Þrk

�!
d ~k �~kw ~x; tð Þ
h in o

 rkw

��!
w0w ? rx

�!~kw

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

D

ðA5Þ

[69] In term B the gradient of the Dirac delta function can
be expanded using a derivative rule, and this term cancels
out exactly with term D. Besides, in term C, Aw ~x; tð Þ and
rx

�!
w0w are functions of~x and t only. Both can be included

in the rk operator to produce a divergence in wavenumber
space,

@tA ~x;~k; t
� �

¼�
X
w

rx rkw

��!
w0wð ÞAw ~x; tð Þd ~k �~kw ~x; tð Þ

h in o
þ
X
w

rk rx

�!
w0wð ÞAw ~x; tð Þd ~k �~kw ~x; tð Þ

h in o
: ðA6Þ

Owing to their linearity, the divergence operators can be
inverted with the sum

@tA ~x;~k; t
� �

¼�rx

X
w

rkw

��!
w0wð ÞAw ~x; tð Þd ~k �~kw ~x; tð Þ

h i( )

þrk

X
w

rx

�!
w0wð ÞAw ~x; tð Þd ~k �~kw ~x; tð Þ

h i( )
: ðA7Þ

Furthermore, the multiplicative factors rkw

��!
w0wð Þ and rx

�!
w0wð Þ

in front of the Dirac delta functions depend on each wave
packet component w. However, due to the delta Dirac
function property

R
x f (x0)d(x � x0) =

R
x f (x)d(x � x0), they can

be replaced by two k-dependent expressions holding for
the whole phase space and identical for all wave packets,
namely _~x ¼ rk

�!
w0

~k;~x; t
� �h i

and � _~k ¼ rx

�!
w0

~k;~x; t
� �h i

. Therefore
those factors can exit the summation, and one finds

@tA ~x;~k; t
� �

¼�rx
_~x
X
w

Aw ~x; tð Þd ~k �~kw ~x; tð Þ
h i( )

�rk
_~k
X
w

Aw ~x; tð Þd ~k �~kw ~x; tð Þ
h i( )

: ðA8Þ

So that, finally,

@tA ~x;~k; t
� �

¼ �rx
_~xA ~x;~k; t

� �h i
�rk

_~kA ~x;~k; t
� �h i

: ðA9Þ

This equation in the augmented phase space describes the
conservation of action density for a quasi-linear wave
field. It has a similar flux form as the single wave packet
in the physical space. However, the velocities account for
the position and wavenumber space fluxes. One can use
the Hamiltonian structure of the ray equations (equation
(2)) to show that this flux-form conservation equation
reduces to a Lagrangian conservation along ray paths in
the 6-D phase space using rx

_~x ¼ rxrk

�!
w0ð Þ ¼ rk rx

�!
w0ð Þ¼�rk

_~k.

Appendix B: Ray Equations

[70] Our numerical experiments are performed in the
frame of Boussinesq inertia-gravity waves. We furthermore
neglected the vertical component of the wind velocity. Such
an approximation has beenthoroughly discussed by pre-
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vious authors [Eckermann, 1997; Walterscheid, 2000]. In
this context the ray equation d~x

dt
¼ ~rkw0;

d~k
dt
¼ � ~rxw0

� �
reads

dx

dt
¼ N 2 � f 2ð Þkm2

k2 þ l2 þ m2ð Þ2w
þ u

dy

dt
¼ N 2 � f 2ð Þlm2

k2 þ l2 þ m2ð Þ2w
þ v

dz

dt
¼ f 2 � N 2ð Þm k2 þ l2ð Þ

k2 þ l2 þ m2ð Þ2w ðB1Þ

dk

dt
¼ � k2 þ l2ð ÞN Nx

k2 þ l2 þ m2ð Þw� kux � lvx

dl

dt
¼ � k2 þ l2ð ÞN Ny

k2 þ l2 þ m2ð Þw� kuy � lvy

dm

dt
¼ � k2 þ l2ð ÞN Nz

k2 þ l2 þ m2ð Þw� kuz � lvz:

Appendix C: A Note on Wave Caustics

[71] During the integration of equation (3) the conserva-
tion of wave packet total action is used. However,the action
density can be undefined at caustics. Formally,caustic
encounters happen when the wave volume in physical or
spectral space vanishes. If it occurs in the physical space, it
corresponds to a caustic, the action density becomes infin-
ite, and dissipation might appear. If it happens in spectral
space, it corresponds to a pseudocaustic or shadow region,
and the wavepacket is no longer localized. In both cases we
cannot use the conservation of total action even though the
ray trajectory is correct. We decided to estimate the occur-
rence of such events using the extended ray tube calcu-
lations as did Hayes [1970]. This technique amounts to
solve an evolution equation for a tensor ra

�!
~x, whose deter-

minant is the unit volume of a tube around the trajectory (in
this notation, a stands for the space coordinates, whereas~x
is the wave trajectory). When reduced to the physical space
only,the action density is inversely proportional to this
volume. The system that must solved is

dra

�!
~x

dt
¼ ra

�!
~x  w0xk þ ra

�!~k  w0kk ðC1Þ

dra

�!~k

dt
¼ �ra

�!
~x  w0xx � ra

�!~k  w0kx: ðC2Þ

[72] The tensor products on the right-hand side involve
the second-order derivatives of the absolute frequencies
w0xx, w0xk, w0kx, and w0kk. Note that the first and last

matrices are symmetric and that tw0xk = w0kx. Let kt ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ l2 þ m2

p
; kh ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ l2

p
, and R ¼ k2

h

2k2t
so that

w0xixj ¼
R

w3
N 2
xixj

w2 � RN 2
xi
N 2
xj

� �
þ kuxixj þ lvxixj ðC3Þ

w0kxi ¼
km2N 2

xi

w3k4t
w2 � R N 2 � f 2

� �� �
þ uxi ðC4Þ

w0lxi ¼
lm2N 2

xi

w3k4t
w2 � R N2 � f 2

� �� �
þ vxi ðC5Þ

w0mxi ¼
�mk2hN

2
xi

w3k4t
w2 � R N 2 � f 2

� �� �
ðC6Þ

w0kk ¼
m2 N 2 � f 2ð Þ

w3k8t
w2k4t � k2m2 N 2 � f 2

� ��
�4k2w2k2t

�
ðC7Þ

w0kl ¼
�klm2 N 2 � f 2ð Þ

w3k8t
m2 N 2 � f 2

� ��
þ 4w2k2t

�
ðC8Þ

w0km ¼ km N 2 � f 2ð Þ
w3k8t

2w2k4t � m2k2h f 2 � N 2
� ��

� 4m2w2k2t
�

ðC9Þ

w0ll ¼
m2 N 2 � f 2ð Þ

w3k8t
w2k4t � l2m2 N 2 � f 2

� ��
� 4l2w2k2t

�
ðC10Þ

w0lm ¼ lm N 2 � f 2ð Þ
w3k8t

2w2k4t � m2k2h f 2 � N 2
� ��

� 4m2w2k2t
�

ðC11Þ

w0mm ¼ k2h f 2 � N2ð Þ
w3k8t

w2k4t � m2k2h f 2 � N 2
� ��

� 4m2w2k2t
�
: ðC12Þ

The launch characteristics of the wave packets in this
experiment are reported in Table 2.
[73] We decided to use parallel wave tubes as initial

conditions for all wave packets(ra
�!

~x and ra
�!~k are the

Table 2. Characteristics of the Wave Sources for the Caustic

Experiment

Parameter Value

Vertical wavenumber, cycles m�1 1 10�4

Intrinsic angular frequency 1.7f
Azimuth 0�, 90�, 180�, 270�
Altitude of launch 2 km
Horizontal launching grid 4� � 4�

Figure C1. Variation of the wave action density along the
path of six arbitrary wave packets as estimated with the ray
tube technique. Caustics encounters are associated with the
local divergence of the action density, i.e., peaks on the plot.

HERTZOG ET AL.: EIKONAL SIMULATIONS FOR GRAVITY WAVE SPECTRA ACL 4 - 13



identity and the null matrices, respectively.) This is a
pessimistic situation because one can reasonably suppose
that, at the emission, the ray tube should diverge since the
wave packet propagates away from the source surface (in
most realistic geometry this surface is convex).
[74] As shown in Figure C1, several caustics are detected

(1.5 caustic encounter per ray on average). However, we
know that an infinite increase of the energy density is not
possible. Indeed, Broutman [1986] shows that the increase
of amplitude is limited and strongly depends on the initial
focusing of the wave packet.We will assume that this
increase is weak enough so that breaking or dissipation
does not occur. Therefore our estimate for the action trans-
port based on equation (3) will not take into account the
possible dissipation at caustics except when the caustic
occurs at infinity (i.e., critical layer).
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Figure 2. Arbitrary subset (2%) of wave packets trajectories. The crosses at 2 km altitude indicate the
source locations, and the color index is related to the wave intrinsic frequencies. Some wave packets are
refracted horizontally at the tropospheric jet level and toward low frequencies (shown in black); other
wavesare refracted toward high frequencies (shown in red) and are propagating freely upward. Upper
right corner shows an arbitrary subset of wave packets trajectories z = f (t) that shows vertical reflections.

Figure 3. Altitude evolution of the 1-D energy spectra versus (a) vertical wavenumbers, (b) intrinsic
frequencies, (c) horizontal wavenumbers, and (d) absolute frequencies. Launch spectra are step functions
(solid black line). The colors correspond to the several adjacent vertical layers (whose thickness is
increasing). The total energy per unit mass is estimated by integration of the numerical spectrum for each
layer. (Note that the total energies slightly differ between each plot since the spectral ranges are not
exactly overlapping.) Reference spectra are shown (dashedlines), with slopes detailed in each plot. In
Figure 3a thereference spectrum corresponds to the N2/6m3 tail [Smith et al., 1987].
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Figure 5. Sensitivity of the resulting spectra with respect to the source distributions. From left to right:
Dirac distributions at low wavenumber, at intermediate wavenumber, and large band m+1 distribution.
The color code for the altitude layers is the same than in Figure 3. The total initial energy is 1 J kg�1 for
all distributions.
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