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DIMER MODEL, BEAD MODEL AND STANDARD YOUNG
TABLEAUX: FINITE CASES AND LIMIT SHAPES

Wangru Sun ∗

Abstract. The bead model is a random point field on Z×R which can be viewed
as a scaling limit of dimer model on a hexagon lattice. We formulate and prove
a variational principle similar to that of the dimer model, which states that in
the scaling limit, the normalized height function of a uniformly chosen random
bead configuration lies in an arbitrarily small neighborhood of a surface h0 that
maximizes some functional which we call as entropy. We also prove that the limit
shape h0 is a scaling limit of the limit shapes of a properly chosen sequence of
dimer models. There is a map from bead configurations to standard tableaux of
a (skew) Young diagram, and the map is measure preserving if both sides take
uniform measures. The variational principle of the bead model yields the existence
of the limit shape of a random standard Young tableau.

1 Introduction

The bead model is a random point field on Z × R or a subset of it. A bead con-
figuration is composed of a collection of parallel vertical threads. On each thread
there is a collection of points which we call the beads. We furthermore ask an inter-
lacing relation on the vertical positions of the beads (see Section 2 for the formal
definition). Figure 1 shows a typical local configuration.

Figure 1: A local view of a bead configuration.

Boutillier [Bou09] considers this model on the infinite plane and constructs
a family of ergodic Gibbs measures. This measure is constructed as a limit of
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the dimer model measures on a bipartite graph when some weights degenerate, in
particular the hexagon lattice which is equivalent to lozenge tilings. The author
proves that under this measure the beads form a determinantal point process whose
marginal is the sine process.

This paper is mainly divided into two parts. In the first part (Sections 2 and 3),
we consider the finite cases. In Section 2, we consider bead model on finite planar
simply connected domains and on the torus, and we take the uniform measure
on configurations. We describe the general setting of a bead model (Section 2.1),
define the height function (Section 2.3), precisely define the boundary conditions
(Section 2.4) and define the uniform measure of the bead model (Section 2.5). We
also show that the bead model in such cases can be viewed as a limit of the dimer
models (Section 2.2 and 2.6): consider a very tall region tileable by lozenges and
consider a unit square D whose boundary condition is given by that of the tileable
region, then the bead model normalized into the unit square is in fact a normalized
continuous limit of the tiling of the region when the height of that region tends to
infinity, see Figure 2.

xy

O

Figure 2: A very tall domain tileable by lozenges vs. corresponding boundary condition
of the bead model.

Young diagrams and standard Young tableaux are classical combinatorics ob-
jects which describe the irreducible representations of the symmetric groups. In
Section 3, we show that every Young diagram (which can be skew) corresponds to
one specific bead model. We also show that there is a map from bead configura-
tions to standard tableaux of the given diagram, and the map is measure preserving
when considering the uniform measure.

In the second part of this paper, we consider the scaling limits of the bead mod-
els and those of standard (skew) Young tableaux. It is known by [CKP01] that for
the dimer model, when the size of the domain tends to infinity while the normalized
boundary condition tends to a fixed asymptotic function, the normalized random
surface converges in probability to the surface that maximizes a functional called
entropy. As the bead model is some kind of limit of the dimer measure, we can
expect that the results of the dimer model also apply to the bead model in some
way.

The limit shape of standard Young tableaux with given asymptotic shape of
diagram is studied in [PR07] and [Ś06] via different approaches. In [PR07], the
authors consider a rectangular shape and use the hook formula to establish a vari-
ational principle, while in [Ś06] the author consider a tableau of a (not skew) Young
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diagram as a subrepresentation of the symmetric group.

By the measure preserving map from the uniformly chosen bead configurations
to random standard (skew) Young tableaux, once we have proved the existence of
a limit shape for the bead model, we obtain the existence of the limit shape of
standard (skew) Young tableaux as corollary.

Since it is already very interesting, and also due to some technical reasons, in
this paper we will mainly consider the bead models corresponding to (skew) Young
diagrams, which means with fixed boundary conditions constant on the left and
right sides.

Here is an outline of the second part of this paper. In Section 4, we define
the (adjusted) combinatorial entropy S(.) of the bead model. The definition may
appear not natural, but we prove that it is some kind of limit of that of the dimer
model to have the good order in the limit.

In [CKP01] the authors compare planar dimer configurations having some slope
with those on the torus having the same slope. Using the same idea, in Section 5,
we consider the toroidal bead model and compute its free energy and the local
entropy function ent(., .). We postpone the proof of the relation between the local
entropy function ent and the combinatorial entropy S to Section 7.

Sections 6 and 7 can be viewed as an adaption of the ideas of [CKP01] and
[CEP96] to the bead model. We define the functional Ent(.) which is almost the
integral of ent on the unit square D, and define the space of admissible functions
as the complete space of normalized height functions on the unit square D. We
prove the following variational principle:

Theorem 1.1. For any given asymptotic boundary height function h∂ defined on ∂D and
being constant on {x = 0} and {x = 1}, there is a unique function h0 among the space of
admissible functions that maximizes Ent(.).

Theorem 1.2. Consider a given asymptotic boundary height function h∂ defined on ∂D
and being constant on {x = 0} and on {x = 1}. For any n ∈ N∗, consider the bead model
on D with n threads. For any admissible function h : D → R such that Ent(h) > −∞,
when n tends to infinity, the probability that the normalized surface of a random bead
configuration lies within a δ neighborhood of h is proportional to e(Ent(h)+o(1))n2

when
δ → 0.

A more detailed version is given by Theorems 6.6 and 7.10. Please pay attention
to the different uses of the same terminology “entropy” in this paper:

• the adjusted combinatorial entropy S of the bead model, see Section 4.

• the local entropy function ent as a function of the slope, see Section 5.2.

• the entropy function Ent as a functional on the space of admissible functions, see
Section 6.2.

Note that the large deviation property (Theorem 1.2) particularly yields that
when the size of the bead model is big, the random surface converges to h0, which
is the maximizer of the functional Ent (see Theorem 7.15).
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As the bead model is a limit of the dimer model, it is natural to consider the
following question: is the limit shape of the bead model a limit of the limit shapes
of the dimer model? We give a positive answer to this question.

Theorem 1.3. The limit shape of the bead model h0 is a properly normalized limit of the
limit shapes of the lozenge tilings for the corresponding sequence of domains.

A more detailed version of this theorem is given by Theorem 8.1. This theorem
proves the commutativity of the following two limits: the limit from dimer models
to a bead model when the heights tend to infinity, and the asymptotic limit for the
dimer models on an increasing sequence of graphs with given asymptotic boundary
condition, see Commutative Diagram (28).

Authors of [KO07] provide a way to find the limit shape of the dimer model,
especially for that of the hexagon lattice on domains with an asymptotic boundary
condition piecewise linear in the direction of the edges of the hexagons. By the
commutative diagram, their result implies directly a way to find the limit shape of
the bead model.

As an example, if we consider a bead model on the unit square with the bound-
ary condition given by h∂ : ∂([0, 1]× [0, 1])→ R,

h : (x, y) 7→

{
1
4 −

1
2 |x−

1
2 | if y ≤ 0,

−1
4 + 1

2 |x−
1
2 | if y > 0,

then Figure 3(a) is the expected density (which we will show is the vertical partial
derivative of h0), and Figure 3(b) is a simulation of 256 beads.
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(a) The estimated density of beads.
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(b) A simulation of 256 beads.

Figure 3: Theoretical and empirical density of beads.

In Section 9, we apply the results on the bead model to random standard Young
tableaux with a given asymptotic shape. We prove a surface version (Theorem 9.1)
and a contour line version (Theorem 9.2) of convergence of the tableaux, which
generalize the results of [PR07] and [Ś06], notably containing also the skew shapes.
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In Section 9.2, we consider a jump process encoding the standard Young tableaux,
originally proposed in [Rom12] for square tableaux, and we prove the existence of
an arctic curve for a general piecewise linear shape.

Acknowledgements. We would like to thank Cédric Boutillier and Béatrice de
Tilière for their directions, comments and references. We would also like to thank
Michel Pain for the helpful discussion.

2 Presentation of the bead model

2.1 General setting of a bead configuration

A general bead configuration is a random collection of points on the whole of Z×R
or a subset of it, which we denote by B. Furthermore, we ask that the positions of
the beads present in a configuration respect the following geometric restrictions:

• The beads are interlacing: for two consecutive beads on a thread, on each of its
neighboring thread there is exactly one bead whose vertical position is between
them.

• The configuration is locally finite.

In this paper we focus on the case where the number of threads and that of
beads are large but finite, so the locally finite property is automatically satisfied.

Denote by (i, y) the coordinate of a bead. We suppose that there are n threads
for some n ∈ Z. Without loss of generality we suppose that the threads are
{i = 1, 2, ..., n}. For the vertical coordinates y of the beads, we always suppose
that y takes value in [0, 1].

We consider the bead model on finite, planar, simply connected domains and
on the torus. More precisely,

• The case of a finite planar simply connected domain. Consider a planar simply
connected domain R ⊂]0, n+ 1[×[0, 1]. A bead configuration on the domain R means
that the coordinates of the beads (i, y) take value in R ∩ (Z× [0, 1]).

• The case of a torus. We suppose that (i, y) ∈ (Z/nZ)× (R/Z), so we can writes
i ∈ {1, ...n} in the sense of modulo n and y ∈ [0, 1[ in the sense of modulo 1.

Among the simply planar domains we are particularly interested in the rectan-
gular case where R = [1, n]× [0, 1], but due to some technical reasons we will also
consider the case that R is a right triangle.

2.2 Bead configurations as limit of lozenge tilings: a first view

The bead model can be viewed as a limit of lozenge tilings [Bou09], which is equiv-
alent to the dimer model on the hexagonal lattice. Throughout this paper we
consider the following three types of lozenges:
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• , generated by the vectors (1,−1
2) and (1, 1

2),

• , generated by the vectors (1,−1
2) and (0, 1),

• , generated by the vectors (1, 1
2) and (0, 1).

In a lozenge tiling, any vertical line where the centers of horizontal tiles
locate is considered as a thread, and consider the highest points of horizontal
lozenges in a tiling as particles, then such particles on threads automatically verify
the interlacing property. The vertical positions of the particles take discrete values,
but if we let the vertical size of the domain or that of the torus tend to infinity and
then vertically scale the domain into [0, 1] or R/Z, the step length tends to zero,
and the vertical positions of the particles take continuous values.

In the limit where the step size tends to 0, the strict inequalities between the
vertical coordinates which give the interlacing property (in the case of torus we can
locally compare them) can turn to be non-strict, but under the measure we study
(to be defined in Section 2.5) this possibility is of negligible probability.

Figure 4: A lozenge tiling corresponding to the bead configuration in Figure 1.

2.3 Height function

We define the height function of the bead model in this section. So as to make
this more intuitive, we first define the height function of lozenge tilings and then
introduce the definition on bead configurations as an analogue. We first consider
the case of a simply connected domain and then consider that of torus.

Throughout this paper we use the following definition of the height function H
for lozenge tilings. For a horizontal lozenge , the upper vertex is 1 higher than
the lower vertex, and the other two are equal to the average. For or , vertices
along the same vertical edge have the same height, and going right-up or left-up
one step will raise the height by 1

2 .
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Figure 5: Discrete height function H.

By properties of the height function of the dimer model, for every simply con-
nected domain tileable by lozenges, if we fix the height of a given vertex on the
boundary, then for every tiling, the definition above gives a unique height for every
vertex (as vertex of a lozenge) in the tiling. It is clear that the heights of the
vertices on the boundary of the tiled domain do not depend on the tiling.

We consider the height function of the bead model as the limit of the above
height functions which is defined on vertices when the vertical step size tends
to 0. In this limit, the vertices become a finite subset of the set of threads
{1, 2, ..., n} × [0, 1]. We have the following natural definition, in which we define
the height function on the threads. We still use the same letter H as that of the
lozenge tilings. Normally this won’t cause ambiguity.

Definition 2.1. Consider a finite planar simply connected domain R ⊂]0, n+ 1[×[0, 1].
Given a bead configuration B of the domain R, the height function H = HB (for conve-
nience we omit B) is the function

H : R ∩ (Z× [0, 1])→ R

unique up to a constant which verifies the following conditions. The constant is fixed once
we fixe the height of any point of R ∩ (Z× [0, 1]).

• The function H is up-continuous, i.e., for any point (i0, y0) ∈ D,

lim
y→y+0

H(i0, y) = H(i0, y0).

• For any i ∈ {1, ..., n}, and for any y1, y2 ∈ [0, 1], y1 < y2, H(i, y2)−H(i, y1) is equal
to the number of beads on the ith thread between y1 and y2.

• If there is a bead at some point (i0, y0), then on the neighboring threads i = i0 ± 1,
we have

lim
y→y−0

H(i0 ± 1, y) = H(i0, y0)− 1

2
.

The definition of the height function of the bead model on the torus is an
analogue of that on a simply connected region. In the toroidal case, the coordinates
of beads take values in (Z/nZ)× (R/Z). Any toroidal bead configuration lifts to a
configuration on Z×R, and there exists a unique (up to a constant) un-normalized
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height function defined on the whole plane that corresponds to this configuration.
This height function is n-periodic in x and 1-periodic in y, so this defines a unique
(up to a constant) multivalued height function H defined on (Z/nZ) × (R/Z), or
equivalently (without considering the topology) defined on {1, 2..., n} × [0, 1[.

2.4 Boundary conditions and periodic conditions

The way to define the boundary conditions may seem a little bit artificial. We
first give an intuitive explanation: for a bead model in a simply connected region
R, the interlacing property yields a collection of inequalities between the vertical
coordinates of some pairs of beads on neighboring threads. For almost every bead,
given the position of every other bead, the position of the underlying bead is
restricted by four inequalities, but those near the boundary of R may have less
restrictions. We consider the boundary condition as a collection of supplementary
restrictions for these beads.

We begin by defining the fixed boundary conditions.

Definition 2.2. For any planar simply connected domain R ⊂]0, n+ 1[×[0, 1], the bead
model on it is said to have fixed boundary condition if, given a fixed exterior bead config-
uration Bext on (Z× R)\R, the union of any bead configuration of R and Bext is a bead
configuration of Z× R.

A fixed boundary condition means fixing the number of beads on every thread
i ∈ {1, 2, ..., n} and giving a collection of inequalities on the vertical coordinates of
the beads inside R. It is uniquely determined by the exterior bead configurations
Bext on (Z× R)\R modulo an equivalence relation: if two exterior configurations
give the same restriction on the vertical coordinates of the beads inside R, then
they are equivalent.

In some cases it is easier to describe the boundary condition by fixing the
height function on the boundary. For example, it is simple to verify that when
R = [1, n]× [0, 1], the following definition of a fixed boundary condition is reduced
to Definition 2.2.

Definition 2.3. For the bead model on R = [1, n]× [0, 1], a function

H∂ : ({0, n+ 1} × [0, 1]) ∪ ({1, 2, ..., n} × {0, 1})→ R

is called boundary height function if

• H∂ takes value in 1
2Z up to a constant.

• Restricted to {0} × [0, 1] or {n + 1} × [0, 1], H∂ viewed as a function of y is non-
decreasing, piecewise constant and every jump is equal to 1.

• For every i ∈ {0, 1, ..., n+ 1}, H∂(i, 1)−H∂(i, 0) ∈ N.

• For every i ∈ {0, 1, ..., n}, H∂(i + 1, 1) − H∂(i, 1) and H∂(i + 1, 0) − H∂(i, 0) take
values in {±1

2}.
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A bead model on R is said to have fixed boundary condition given by H∂ if every bead
configurations B can be extended to a bead configuration of {0, ...n+ 1} × [0, 1], and the
height function of the extended configuration coincides with H∂ where H∂ is defined.

Clearly, the number of beads is fixed by the height function, and it is equal to

n∑
i=1

(
H∂(i, 1)−H∂(i, 0)

)
.

It is not hard to adapt the above definition into a more general shape of R.
Define the neighborhood of a bead model on R as the following polygon P , where

P =
⋃

(i,y)∈R∩(Z×R)

([i− 1, i+ 1]× {y}) = R ∩ (Z× R) + [−1, 1]× {0},

see Figure 6 for an example of polygon P . There the boundary function H∂ is
defined on

∂P ∩ (Z× [0, 1]).

x

1

y

O 1 2 3 4 9 10 115 6 7 8

Figure 6: An example of polygon P .

We end this part by the following definition.

Definition 2.4. Let R ⊂]0, n + 1[×[0, 1] be a simply connected domain, and let U be a
subset of fixed boundary conditions of the bead model on R. The bead model is said to
have the U-boundary condition if it contains all the configurations with fixed boundary
conditions taken from U .

Especially, if U has only one element, the U-boundary condition is just a fixed
boundary condition, and if U contains all possible fixed boundary conditions, we
say that the bead model has free boundary conditions.

Now consider the toroidal case. A toroidal bead configuration gives rise to a
configuration in Z×R, n-periodic in i and 1-periodic in y. As in the dimer model,
for any (i0, y0) ∈ Z× R, define the horizontal height change as

Hx = H(i0 + n, y0)−H(i0, y0),
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and the vertical height change as

Hy = H(i0, y0 + 1)−H(i0, y0).

It is not hard to see that when the number of beads is not 0, (Hx, Hy) takes
value in {

−n
2

+ 1,−n
2

+ 2, ...,
n

2
− 2,

n

2
− 1
}
× N∗,

independent of the choice of (i0, y0).

Definition 2.5. For every given pair

(a, b) ∈
{
−n

2
+ 1,−n

2
+ 2, ...,

n

2
− 2,

n

2
− 1
}
× N∗,

we say that a toroidal model has periodic boundary condition (a, b) if its height change
(Hx, Hy) is equal to (a, b).

Clearly, the number of beads is fixed by the periodic conditions and equal to
nHy = nb.

2.5 The uniform measure of the bead model

Consider a bead model with fixed boundary condition or periodic condition, which
fixes the number of beads in the model. Denote the number of beads by N . The
vertical coordinates can be viewed as a subset of [0, 1]N or TN (the N -dimensional
torus). Moreover, the fixed boundary condition is equivalent to a collection of
inequalities, so the set of the vertical coordinates is a convex set. The meaning of
inequality is not clear for the toroidal case, but it is not hard to verify that the
periodic condition also gives a convex subset of TN . In both cases, it makes sense
to talk about the Lebesgue measure of the set of the vertical coordinates. Thus,
we can define the uniform bead measure:

Definition 2.6. For a fixed, resp. periodic, boundary condition of the bead model with
N beads, the uniform bead measure is the uniform probability measure of the vertical
coordinates on the convex set determined by the fixed, resp. periodic, boundary condition,
viewed as a subspace of [0, 1]N , resp. TN , equipped with the Lebesgue measure.

In particular, under the uniform measure, the event that any two beads have
the same vertical coordinate is a subspace of the convex of coordinates with lower
dimension. So with probability 1, the vertical coordinates of the beads are all
different.

2.6 Bead configuration as limit of lozenge tilings: a second view

Now that we have defined the fixed and periodic periodic conditions of a bead
model and the uniform measure, the argument that “the bead model is a limit of
the lozenge tiling model” in Section 2.2 can be described in a more detailed way.
As usual, we respectively discuss the case of a simply connected planar domain and
that of torus.
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To simplify the discussion, we suppose that the simply connected planar domain
is R = [1, n]× [0, 1] where n as usual is the number of threads. Given a boundary
condition H∂ as in Definition 2.3, for any l ∈ N∗ big enough, we construct a very
tall polygon Rl,H∂ tileable by lozenges as follows.

We first construct two piecewise linear paths p0 and p1. The path p0 is a
piecewise linear continuous path defined on [0, n + 1], which is a linear extension
of H∂(x, 0) − H∂(0, 0) on every interval x ∈ [i, i + 1], i ∈ {0, 1, ..., n}. Define
analogously p1 on [0, n+1] as a piecewise linear extension of H∂(x, 1)−H∂(0, 1)+l.
The paths

p0, p1, {0} × [0, l],

{n+ 1} × [H∂(n+ 1, 0)−H∂(0, 0), H∂(n+ 1, 1)−H∂(0, 1) + l]

enclose a region of R2 when l is big enough so that p0 and p1 do not intersect. The
paths p0 and p1 correspond to the upper and lower boundary conditions of R, and
we still need to remove some tiny triangles from this region so that it corresponds
to the left and right boundary condition.

For any j ∈ N, define ∆0
j as the triangle defined by the three vertices

(0, j), (0, j + 1), (1, j +
1

2
)

and for any j′ ∈ N define ∆1
j′ as the triangle defined by

(n+ 1, H∂(n+ 1, 0)−H∂(0, 0) + j′), (n+ 1, H∂(n+ 1, 0)−H∂(0, 0) + j′ + 1),

(n,H∂(n+ 1, 0)−H∂(0, 0) + j′ +
1

2
).

Suppose that the jumps of H∂(0, y) (resp. H∂(n + 1, y)) are at (0, yk) (resp.
(n + 1, yk′)), we remove the triangles ∆0

blykc and ∆1
blyk′c

(when l is large enough,

these triangles are all different) from the region defined above, and we define Rl,H∂

as the new domain. A removed triangle is called a crack on the left or on the right
boundary of Rl,H∂ . It is not hard to check that Rl,H∂ is tileable.

For some reason that will be clear later, we are particularly interested in the
case where there are no cracks, i.e. the function H∂ restricted to i = 0 or on
i = n + 1 is constant. This domain is tileable in the following way: consider the
case l = 0, the region R0,H∂ is tileable and only tileable by all . Now for l > 0,
the region Rl,H∂\R0,H∂ is enclosed by two pairs of parallel paths, and it is easy to
see that this difference is tileable by and .

Figure 7 gives an illustration of a bead model of 9 threads and boundary con-
dition H∂ . On the left, the grey region is R0,H∂ , tiled in the only possible way.
It is enclosed in a bigger polygon R7,H∂ , which can be tiled by and . On the
right is a general tiling. Readers can think of a pile of boxes in R3 and a lozenge
tiling is its projection on R2 in the direction (1, 1, 1). The height function H on
the vertices is given by the projection of the pile in the direction (1, 1, 0) (the up-
down direction may be contradictory to the intuition). The number of horizontal
lozenges in a tiling is the projection of this pile on R2 in the direction (0, 0, 1), so
it is independent of the exact pile of boxes and l (the height of that pile).
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Figure 7: Tiling R0,H∂ and R7,H∂ .

If we consider the uniform measure on the tilings, it is not hard to check that
when l → ∞, the joint Dirac measure of the positions of the horizontal lozenges

in a uniform tiling of Rl,H∂ and vertically normalized by l converges weakly to

that of the uniform bead measure with boundary condition H∂ .

The torus is much simpler. We consider Tl,n as a torus of size n× l where l is
big enough. Its height change (Hx, Hy) can take value in{

−n
2

+ 1,−n
2

+ 2, ...,
n

2
− 2,

n

2
− 1
}
× N∗ ∪

{
(±n

2
, 0)
}
,

where (±n
2 , 0) correspond to the cases that there are only or , so they should

not be taken into consideration. If we fix (Hx, Hy), then the number of is fixed
and equal to nHy. When l → ∞ the joint Dirac measure of the positions of in
a uniform tiling of Tl,n and vertically normalized by l converges weakly to that of
the uniform bead measure with periodic condition (Hx, Hy).

3 Standard Young tableaux and bead model

A Young diagram is a finite collection of boxes, left aligned, and the lengths of the
lines are in non decreasing order from bottom to top. Given two Young diagrams
µ and η, if η is contained in µ as its bottom-left most part (we write η ≤ µ in
this case), then their difference is called a skew Young diagram µ\η. Denote the
number of boxes of a (skew) diagram λ by |λ|, then a standard tableau of λ is
obtained by filling the boxes of λ by {1, 2, ..., |λ|} such that the numbers in each
row and column are increasing.

Note that in the definition above we use the French convention. There are also
English and Russian conventions, see Figure 8, and in this paper we mainly use
the Russian convention.
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(a) French (b) English (c) Russian

Figure 8: Three conventions for the Young diagrams.

In Section 2.6 we have considered a specific case with fixed boundary conditions
of the bead model, where the domain is taken to be R = [1, n] × [0, 1], and the
boundary function H∂ restricted on i = 0 and i = n+1 is constant. In Figure 7, we
give an example of a lozenge tiling corresponding to this kind of boundary condition,
and we see that R0,H∂ is a skew Young diagram if we view every horizontal lozenge
in the tiling of R0,H∂ as a box. We generalize this observation.

For every (skew) Young diagram λ (written under the Russian convention), let
n be the number of columns (i.e. the number of possible horizontal positions that
a box may be located at). Consider a bead model defined in the region [1, n]× [0, 1]
with a boundary function H∂ such that H∂ is constant if restricted on i = 0 and
i = n + 1, and the path p0 (resp. p1) constructed as in Section 2.6 is exactly the
lower (resp. upper) boundary of the Young diagram (vertically scaled by 2).

There is a natural way to encode the boxes of the Young diagram with the
beads in the corresponding bead model: the jth bead on the ith thread naturally
corresponds to the jth box on the ith column of the (skew) Young diagram (under
the Russian convention). In particular, the number of beads is equal to |λ|.

For any bead configuration, let yi,j be the vertical coordinate of the jth bead
on the ith thread. We sort them in a non-decreasing order:

yi1,j1 ≤ yi2,j2 ≤ ... ≤ yi|λ|,j|λ| .

As under the uniform measure, the probability that any two coordinates coin-
cide is equal to 0, with probability 1 we can rewrite the inequalities above as

yi1,j1 < yi2,j2 < ... < yi|λ|,j|λ| . (1)

For the given diagram λ, define Tλ as the set of standard tableaux of λ and Bλ
as the space of bead configurations with same constraint. Any inequality on the
vertical coordinates of a pair of beads on neighboring threads interprets itself to
be an inequality relation between the ranks of neighboring boxes, which is exactly
the inequality relation of the neighboring entries in the definition of a standard
Young tableau. So conditioned to that all vertical coordinates yi,j are different, if
we define the following map Y as:

Y : Bλ → Tλ,
B 7→ T,

where T = Y(B) is a filling of λ such that T (ik, jk) = k for any k ≤ |λ| (define
T (i, j) as the number in the cell (i, j) of T ). Then for every configuration B ∈ Bλ,
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T = Y(B) is a tableau whose entries are all different and verify the constraint of a
Young tableau, thus T ∈ Tλ.

In short, the map Y just turns the continuous coordinates y to its total rank
among all the coordinates. If we take the uniform measure of the bead model, the
measure induced by Y on the standard (skew) tableaux is the uniform measure. In
fact, for any T ∈ Tλ, the induced probability measure is by definition proportional
to the Lebesgue measure of its preimage Y−1(T ), i.e., the volume of the simplex

0 < yi1,j1 < yi2,j2 < ... < yi|λ|,j|λ| < 1,

which is always equal to 1
|λ|! for any T . Thus the induced measure is uniform.

The fact that the map Y from Bλ to Tλ preserves uniform measure and that
this gives a way to study Tλ is known to the authors of [BR10]. They enumerate
the standard Young tableaux of a diagonal strip (see Figure 9), a particular type
of skew shapes. Their work is based on [Elk03], which studies the case where the
strip is of width 2 (the width means the maximal number of boxes on the same
column under the Russian convention) so Inequalities (1) can be written as a series
of inequalities like

y1,1 > y2,1 < y3,1 > y4,1 < ...

Figure 9: A diagonal strip of width 3.

4 Entropy of the bead model

Our first task is to define the combinatorial entropy. Once defined, we will use the
letter S to denote it.

First consider the classical case where a random variable X takes a count-
able number of possible different values (or states) with pi be the corresponding
probability. For example, we can consider the dimer model. In this case, the
combinatorial entropy is defined as

S(X) =
∑
i

−pi ln pi,

and if every state has the same probability, then

S(X) = lnZ,

where Z is the number of states, known as the “partition function”.

One significant difference between the bead model and the dimer model is that
rather than considering the “number” of dimer configurations in a state, here we
should consider the volume of similar bead configurations. Moreover, in practice
we will adjust it by adding an additional term to let the entropy be of the good
order. We give the definition here below.
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Definition 4.1. Consider a bead model with fixed number of beads. Let N be the number
of beads and n be that of threads. Consider a random bead configuration as a random
vector X taking values in [0, 1]N , where every component of X is the vertical coordinates
of the corresponding bead (in the toroidal case the coordinates are in the sense of modulo
1).

For any point y = (y1, y2, ..., yN ) ∈ [0, 1]N , define ρ(y) as the density of the bead mea-
sure P at the point y with respect to the Lebesgue measure of [0, 1]N whenever it exists,
i.e.,

ρ(y) = lim
ε→0

P(X ∈
∏N
i=1[yi − ε, yi + ε])

(2ε)N

whenever this limit exists.

If we consider the uniform bead measure, and if we define V as theN -dimensional
Lebesgue measure of the convex set of coordinates, then

ρ(y) =

{
1
V if h is an inner point of the convex set of the admissible coordinates,

0 otherwise,

and the undefined points are negligible.

We use the same letter S to denote the adjusted combinatorial entropy of the
bead model.

Definition 4.2. If the density ρ is well defined almost everywhere, then for the bead
model with a fixed boundary condition or periodic condition, we define the (adjusted)
combinatorial entropy S associated to the random variable X of the bead model as

S(X) =

∫
[0,1]N

−ρ(y) ln ρ(y)dy1...dyN +N lnn,

where N is the number of beads and n is the number of threads.

The term N lnn may seem not natural, but soon we will see that this term
helps to adjust the entropy so that it is of a proper order if we consider a sequence
of bead models where n→∞ and N is of order n2.

In particular, if we consider the uniform measure, we have

S(X) = lnV +N lnn.

The following lemma is a general result for entropies.

Lemma 4.3. Suppose E = {E1, E2, ...} is a countable partition of the state space, and IE
is a random variable that tells X is in which Ei, and Xi is the variable equipped with the
conditional law of X restricted on Ei. We have

S(X) = S(IE) +
∑
i

P(X ∈ Ei)S(Xi). (2)

The proof is straightforward.

We want to remark that the decomposition (2) allows us to define the entropy
S for a union of conditions that not necessarily have the same number of beads
once we have defined the probability of taking different number of beads N :
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Definition 4.4. For a random bead configuration X that with probability pi to be in the
state of Ni beads, define

S(X) = −
∑
i

pi ln pi +
∑
i

piS(Xi),

where Xi is the random configuration equipped with the induced probability measure
conditioning to have Ni beads.

The following proposition proves that the entropy of the bead model under the
uniform measure is the limit of the entropies of the corresponding lozenge tiling
models. This discrete approximation is useful in the remaining part of this paper.

Consider a bead model with n threads and N beads, with a fixed boundary
condition H∂ or a given periodic condition (Hx, Hy). Consider the corresponding
lozenge tiling model, where for l sufficiently large we tile a simply connected domain
Rl,H∂ or a toroidal region Tl,n. In each of the cases, we define Zl,n as the partition
function of the lozenge tilings of the region, and V as the volume of the convex set
in [0, 1]N or (R/Z)N formed by the vertical coordinates of the beads.

Proposition 4.5. For either a fixed boundary condition H∂ or a given periodic condition
(Hx, Hy), we have the following relation between Zl,n and V :

lnV = lim
l→∞

(
lnZl,n −N ln l

)
. (3)

In particular, if we let l = mn, then for fixed n and N , l → ∞ is equivalent to m → ∞,
and we have that the entropy of the bead model is equal to

S(X) = lim
m→∞

(
lnZmn,n −N lnm

)
. (4)

Proof. Consider the convex set of the vertical coordinates of the beads. For any
l ∈ N∗ big enough, Zl,n is approximately equal to the number of points on the

lattice
(

1
lZ
)2

inside the convex set, so we have

lim
l→∞

Zl,n
lN

= V,

and by taking logarithm we get Equation (3) in the proposition. Replacing l by
mn, we obtain Equation (4). �

We now explain why the combinatorial entropy S defined in Definition 4.2 is
adjusted by N lnn, and why we use the substitution of l by mn in Proposition 4.5.
As mentioned, we are interested in the asymptotic behavior of the bead model,
i.e. in the limit n → ∞. If the boundary function H∂ of the bead model has an
asymptotic limit when n → ∞, then N is asymptotically proportional to n2. We
write H∂ = H∂(n) and N = N(n) to emphasize their dependances on n.

For every given m and n, consider Rmn,H∂(n) as in Section 2.6. Since we fix the

asymptotic shape of H∂(n) in the remaining part of this paper, from now on we
simply write Rmn,n instead of Rmn,H∂(n) to simplify the notation. Consider

lnZmn,n −N(n) lnm

n2
. (5)
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If we fix m and let n → ∞ (we pretend to forget that m should be chosen large
enough depending on n), the boundary condition of Rmn,n has an asymptotic limit,
so by [CKP01, KOS06], (5) converges when m is fixed and n → ∞. Meanwhile,

Proposition 4.5 proves that (5) converges to S(X)
n2 when m→∞ for fixed n.

For this reason, it is natural to ask the following questions:

• In (5), can we take the limit m→∞ first and then the limit n→∞?

• If this limit exists, does it have a good order?

• Can we exchange the order of the limits in m and in n?

We give a positive answer to each of them in Sections 7 and 8, but before that
we want to give some discussion.

We first give an intuitive explanation for the first and the second questions in
a specific case. When the boundary condition of the bead model corresponds to a

square Young diagram (Section 3), then N = (n+1)2

4 . The volume V is equal to the
number of possible total ranking of the vertical coordinates (which is the number
of standard Young tableaux for a n+1

2 ×
n+1

2 square diagram) times the volume of
the convex set of the coordinates totally ranked (which is equal to 1

N !). Thus, by
the hook formula ([FRT54]), we have

S(X)

n2
=

lnV +N(n) lnn

n2

=
1

n2

(
ln

(
N(n)!∏

1≤i,j≤n+1
2

(i+ j + 1)

1

N(n)!

)
+N(n) lnn

)

=
1

n2

 ∑
1≤i,j≤n+1

2

ln

(
n

i+ j + 1

)
' 1

4

∫∫
x,y∈[0,1]

ln
1

x+ y
dxdy.

This double integral also appears in [PR07], which studies the limit shape of a
random square Young tableaux using hook formula.

For the third question, we show why a priori it is not obvious that we can
exchange the order of the limits in n and in m. In fact, in the proof of Propo-
sition 4.5 we use an approximation of the volume of a convex set of dimension
N(n) = O(n2) by a mesh of size 1

mn , and this approximation is not uniform in m
and n for whatever type of convex set. For example, if we consider a simplex

0 ≤ y1 ≤ y2... ≤ yN(n) ≤ 1,

the volume of this simplex is 1
N(n)! , while the number of lattice points of a (Z/mn)N(n)

mesh inside this simplex is equal to the number of choosing N(n) + 1 non-negative

ordered integers that sum to mn, which is equal to
(mn+N(n)

N(n)

)
. Thus, the approxi-

17



mation has a relative error of order(
mn+N(n)

N(n)

)(
1

mn

)N(n)( 1

N(n)!

)−1

− 1

=

(
1 +

1

mn

)(
1 +

2

mn

)
...

(
1 +

N(n)

mn

)
− 1.

We see that as in Proposition 4.5, for fixed n, the relative error tends to 0 when
m→∞, while this is not uniform in n.

5 Free energy and local entropy function of the bead
model

In this section, we consider a sequence of toroidal bead models with given asymp-
totic periodic condition (which means that the height change (Hx, Hy) is propor-
tional to the number of threads n), and we calculate its entropy when the size of
the torus tends to infinity. In the computation we mainly use the discrete approx-
imation given by Proposition 4.5.

In [Bou09], the author defines a family of ergodic Gibbs bead measures which
are limits of the ergodic Gibbs measures of the dimer model on the hexagonal
lattice when some weights degenerate. We begin by considering this parameterized
weight setting of the dimer model, then apply a Legendre transform on the adjusted
partition function of the dimer model to obtain the local entropy function ent. The
proof of that ent is equal to the normalized combinatorial entropy S is postponed
to Theorem 7.10 of Section 7.

5.1 Free energy

Throughout this section, suppose that a lozenge has weight a, has weight b and
has weight c, see Figure 10.

a

b c

Figure 10: The lozenges respectively weighted a, b and c.

Consider a fundamental domain as Figure 11. The characteristic polynomial is

a2z − (b+ cw)2/w.

18



a

bc

Figure 11: The fundamental domain.

The advantage of taking this domain is that it has an obvious horizontal-vertical
decomposition. We consider Gmn,n as a toroidal graph which is mn×n this funda-
mental domain. The dimer model on Gmn,n corresponds to a toroidal lozenge tiling
model defined in Section 2.6 where we use the substitution of l by mn. But pay
attention, Gmn,n corresponds to Tmn,2n rather than Tmn,n.

We take two parameters α ∈ R+, γ ∈] − 1, 1[, and let a = α/m, b = eαγ/m,
c = 1. The author of [Bou09] proves that the ergodic Gibbs dimer measure under
such setting, which is to first take n → ∞ for a dimer model on Gmn,n, converges
to an ergodic Gibbs measure on the configurations of the beads on threads when
m → ∞, and the limiting measure is parameterized with respect to α and γ. We
will take the reverse order, i.e., we first take m→∞ and then n→∞.

Denote the dimer partition function of Gmn,n by Zmn,n(α, γ). The set of dimer
configurations is denoted by M = M(Gmn,n). Let Na (resp. Nb and Nc) be the
number of edges with weight a (resp. b and c), then the partition function is

Zmn,n(α, γ) =
∑
M∈M

aNa(M)bNb(M)cNc(M) =
∑
M∈M

(α/m)Na(M)eαγNb(M)/m.

To simplify the notation we denote the weight of a configuration (α/m)Na(M)eαγNb(M)/m

by w(M).

Here the order of lnZmn,n(α, γ) is n2 (while for fixed a, b and c the logarithm
of the partition function should be of order mn2). In fact, if we differentiate
lnZmn,n(α, γ) with respect to γ or α, we get:

∂ lnZmn,n(α, γ)

∂γ
=

1

Zmn,n(α, γ)

∂Zmn,n(α, γ)

∂γ
=

∑
M∈M αNb(M)w(M)

m
∑

M∈Mw(M)
=
αE[Nb]

m
,

∂ lnZmn,n(α, γ)

∂α
=

1

Zmn,n(α, γ)

∂Zmn,n(α, γ)

∂α
=

∑
M∈M

(
1
αNa(M) + γ/mNb(M)

)
w(M)∑

M∈Mw(M)

=
1

α
E[Na] +

γ

m
E[Nb].

When divided by n2, we get

∂

∂γ

lnZmn,n(α, γ)

n2
= α

E[Nb]

mn2
. (6)

∂

∂α

lnZmn,n(α, γ)

n2
=

1

α

E[Na]

n2
+ γ

E[Nb]

mn2
. (7)

Since we expect that the number of edges a is of order n2 and that of edges b
and c is of order mn2, Equations (6) and (7) show that lnZmn,n(α, γ) normalized
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by n2 is of the good order. The aim of this section is to compute the limit of
lnZmn,n(α,γ)

n2 , where we first take m→∞ and then n→∞.

Proposition 5.1. For any given n ∈ N∗, when m→∞, Zmn,n(α, γ) converges.

Assuming Proposition 5.1, we define the partition function of the bead model
of the torus of size n and of parameters α and γ as

Z̃n(α, γ) = lim
m→∞

Zmn,n(α, γ).

Proposition 5.2. When n→∞, ln Z̃n(α, γ) is of order n2, and

lim
n→∞

ln Z̃n(α, γ)

n2
=

2α

π

(
γ arccos(−γ) +

√
1− γ2

)
.

This limit is called the free energy of the bead model with parameters α and γ
per fundamental domain. This value depends on the choice of fundamental domain.
The proof of Propositions 5.1 and 5.2 is put in Appendix A.

As a corollary, by (6) and (7), we get an estimate of the numbers of the different
types of edges:

E
(
Na

n2

)
=

2α

π

√
1− γ2, E

(
Nb

mn2

)
=

2

π
arccos(−γ), E

(
Nc

mn2

)
=

2

π
arccos(γ).

The following proposition allows us to take the limit m,n→∞ in an arbitrary
way.

Proposition 5.3. The limit m → ∞ and the limit n → ∞ can be exchanged when
calculating the partition function, i.e.,

lim
m→∞

lim
n→∞

lnZmn,n(α, γ)

n2
= lim

n→∞

ln Z̃n(α, γ)

n2
.

Proof. This can be proved via direct computation. �

5.2 Surface tension, local entropy function

We now turn to the uniform measure on the periodic bead model with given height
change, which corresponds to the uniform bead measure with given periodic bound-
ary condition introduced in Section 2.4. Take the definition of height function of
Section 2.3, and let Na, Nb and Nc respectively be the number of , and in a
tiling of Tmn,n, then the height change (Hx, Hy) is given by

Na = nHy, Nb −Nc = −2mnHx, Na +Nb +Nc = mn2.

Recall that Tmn,n corresponds to Gmn,n/2 (without loss of generality we suppose

that n is even). If we fix the height change (Hx, Hy) and define Z
Hx,Hy
mn,n as the
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partition function for a uniform tiling of Tmn,n, then the partition function of
Gmn,n/2 with parameters α, γ is given by

Zmn,n/2(α, γ) =
∑
Hx,Hy

Z
Hx,Hy
mn,n

(
1

m

)nHy
en

2
(

lnα
Hy
n

+αγ(−Hx
n

+ 1
2

)+o(1)
)
, (8)

where o(1) is in m. Recall that in Proposition 4.5 we proved that for given (Hx, Hy),
the term

Z
Hx,Hy
mn,n

(
1

m

)nHy
converges when m→∞. Later in Section 7 we prove that moreover the logarithm
of this limit value divided by n2 converges when n → ∞ and the limits depends
and is continuous on the average slope (Hxn ,

Hy
n ), which by construction should be

included in [− 1
n ]× [0,+∞]. The case where

Hy
n =∞ (i.e. Hy is beyond the order

O(n)) is possible, but this has a negligible contribution because otherwise the right
hand side of (8) explodes if we take an α bigger than 1, which is not the case.

Following the idea of [KOS06], for (s, t) ∈ [−1
2 ,

1
2 ] × [0,∞[, and for any m,n,

consider the lozenge tilings of Tmn,n of height change

(Hx, Hy) = (bnsc, bntc),

and by the discussion above we can define the surface tension as

σ(s, t) = − lim
n→∞

lim
m→∞

(
lnZ

bnsc,bntc
mn,n

n2
− t lnm

)
.

If we consider a fundamental domain as in Figure 12 (which is half of that of
Figure 11), and consider the free energy per fundamental domain which is equal to

F (α, γ) = lim
n→∞

lim
m→∞

1

2

lnZmn,n(α, γ)

n2
=

1

π

(
αγ arccos(−γ) + α

√
1− γ2

)
,

(it is half of the limit in Proposition 5.2), then equation (8) implies that

F (α, γ) = max
s,t

(
− σ(s, t) + lnαt+ αγ(

1

2
− s)

)
.

a

bc

Figure 12: Another fundamental domain.

Let A = lnα, B = −αγ, then we get that

α = eA, γ = − B
eA
. (9)
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Replace α and γ by A and B, and define

F̃ (A,B) = F (α, γ)− αγ

2
=

1

π

(
−B arccos(

B

eA
) +

√
e2A −B2

)
+
B

2
.

Its Hessian matrix is positive-definite so F̃ is strictly convex. Since the σ as a limit
of strictly convex function (the surface tension in the dimer model) is convex, F̃
and σ(s, t) are Legendre duals, so we have

σ(s, t) = max
A,B

(
− F̃ (A,B) +At+Bs

)
= −

(
1 + ln

(
cos(πs)

πt

))
t.

Define the local entropy ent of the bead model as −σ. More precisely,

Definition 5.4. For any slope (s, t) ∈ [−1
2 ,

1
2 ] × [0,∞], define the local entropy function

ent(s, t) of the bead model as the following function:

ent(s, t) =


0 if t = 0,

−∞ if s = ±1
2 , t 6= 0,(

1 + ln
(

cos(πs)
πt

))
t otherwise.

The function ent(s, t) is concave in s and t and strictly concave on any domain
where t > 0.

-20

-15
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(a) ent(s, t) as function of slope (s, t).
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(b) Contour lines of ent.

Figure 13: The local entropy function ent.

In Section 6, we consider the problem of maximizing (roughly speaking) the
integral of ent overD where where t will be taken to be ∂h

∂y and s = ∂h
∂x . For later use,

we here take a look at the expression of the local entropy ent(s, t) (Definition 5.4):(
1 + ln

(
cos(πs)

πt

))
t,
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The integral of any constant times ∂h
∂y on D is fixed by the boundary condition.

Also, −u lnu ≤ 1
e . So maximizing the integral of ent is equivalent to maximizing

the integral of

ln

(
cos(πs)

t

)
t− 1

e
,

which is non-positive and we call it the active part of ent(s, t). In Section 6, without
loss of generality, sometimes we consider the active part and assume that ent is
bounded above by 0 for the sake of simplification.

Meanwhile, it is good to remark that ent(s, t) tends to −∞ when t to infinity
or when s tends to ±1

2 while t not tends to 0 fast enough.

We end this section by an analog of Proposition 5.3 for entropy. Denote by ent�

the entropy of the dimer model on the honeycomb lattice.

Proposition 5.5. For any (s, t) ∈ [−1
2 ,

1
2 ] × [0,+∞[, the entropy function of the bead

model ent(s, t) is the following limit of that of the dimer model on the honeycomb lattice:

ent(s, t) = lim
m→∞

m ent�(s, t/m)− lnmt. (10)

Also, we have the following properties concerning the convergence:
(a) for any compact set of possible slopes that doesn’t contain points where s = ±1

2 , the
above convergence (10) is uniform.
(b) for any ε > 0, there exists δ < 0 and M ∈ N∗ such that for all possible slopes (s, t)
such that t ≤ δ and for all m ≥M , we have

m ent�(s, t/m)− lnmt < ε.

Note that in (b) we just claim an arbitrarily small upper bound and the lower
bound is in fact −∞.

Proof. By [CKP01, Ken09], the dimer entropy of slope (s, t) is

ent�(s, t) =
1

π

(
L(πt) + L(π(

1

2
− s− t

2
)) + L(π(

1

2
+ s− t

2
))
)
,

where L is the Lobachevsky function defined by

L(θ) = −
∫ θ

0
ln |2 sin t|dt.

So we have

m ent�(s,
t

m
) = −m

π

∫ π t
m

0
ln |2 sin t|dt+

m

π

∫ π( 1
2
−s+ t

2m
)

π( 1
2
−s− t

2m
)

ln |2 sin t|dt. (11)

The first term of (11) is equal to(
1 + lnm− ln 2− lnπ − ln t

)
t+ o(1)

where the o(1) tends to 0 when m → ∞ and this is uniform on any set where t is
bounded.

23



For the second term of (11), for any (s, t), when m is big this is equal to

ln |2 sin(π(
1

2
− s))|t+ o(1), (12)

so we have proved the pointwise convergence in the lemma:

m ent�(s, t/m)− lnmt =

(
1 + ln

(
cos(πs)

πt

))
t+ o(1) = ent(s, t) + o(1).

Clearly, the convergence (12) is uniform on any compact set of slopes that
excludes the points where s = ±1

2 , which finish the proof of (a). The convergence
is not uniform on a bounded set containing (±1

2 , 0), as for all m the function ent�m
is continuous on any possible point of slopes, while ent is not continuous at (±1

2 , 0).

To prove (b), we have

m ent�(s, t/m)− lnmt

=

[
−m
π

∫ π t
m

0
ln |2 sin t|dt+ (− lnm+ ln 2)t

]
+
m

π

∫ π( 1
2
−s+ t

2m
)

π( 1
2
−s− t

2m
)

ln | sin t|dt.

For any δ > 0, the term in the bracket converges uniformly to (1− lnπ − ln t)t
on the set t ≤ δ when m→∞ and (1− lnπ − ln t)t converges to 0 when t→ 0, so
it suffices to choose a δ small enough and M large enough so that for all m > M
this term is less than ε. Meanwhile, the second term is always negative. Thus we
have finished the proof. �

6 Entropy-maximizing problem

Our main aim is to establish a variational principle for the bead model as in
[CKP01]. This mainly consists of three parts: giving an entropy function, proving
that there exists a unique maximizer and proving that there is a large deviation
type behavior around that maximizer. In this section we focus on the first two
parts, i.e. raise a functional Ent and prove that there exists a unique maximizer
of it.

Since the bead model is just some kind of limit of that of the dimer, there are
a lot of similarities between our case and that in [CKP01]. It is natural to think
of defining a global entropy function Ent(h) as the integral of ent ◦ ∇h on some
domain with given boundary condition, where h is the normalized height function.
However, some delicate differences make the proof in the case of the bead model
not a trivial and direct corollary of the dimer model. As we will see, the most
remarkable difference is the unboundness of ent.

We consider a bead model normalized into the unit square D = [0, 1] × [0, 1],
define a normalized height function h and define the space of admissible functions
H in Section 6.1. In Section 6.2 we define the functional Ent on the admissible
functions, and in Section 6.3 we prove that there is a unique admissible function
that maximizes the entropy Ent.
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6.1 Bead model normalized into unit square

We normalize the bead configuration into the unit square D = [0, 1]× [0, 1]. Con-
sider a bead model with n threads as in Section 2 but take the threads as{(

x =
i− 1

n− 1
, y

)
: i = 1, 2, ..., n, y ∈ [0, 1]

}
,

and we normalize the bead height function H defined in Section 2.3 by n − 1.
Moreover, we extend this function to the whole of D in a piecewise linear way.

Definition 6.1. Given a bead configuration B on threads x ∈
{
i−1
n−1 , i = 1, 2, ..., n

}
,

y ∈ [0, 1], the normalized height function h = hB (again for convenience we omit B) is
defined as

h(x, y) =
1

n− 1
H
(
(n− 1)x+ 1, y

)
along every thread {

i− 1

n− 1
, i = 1, 2, ..., n

}
× [0, 1],

then extended to the whole unit square D in the following way: for every y ∈ [0, 1], the
height function x 7→ h(x, y) viewed as a function of x is taken to be the piecewise linear
extension of h( i−1

n−1 , y).

For a toroidal bead model, we can also define a normalized multivalued height
function h on (R/Z)2 analogously to Definition 6.1.

From now on, when we speak of the bead model with n threads defined on the
unit square D, we mean a normalized bead model as above, with normalized height
function extended to D.

Clearly the function h’s horizontal partial derivative is equal to ±1
2 almost

everywhere and its vertical partial derivative equals to 0 almost everywhere. Re-
stricted to the upper and lower boundaries of D, h(x, 1) and h(x, 0) are continuous
in x, piecewise linear of slope ±1

2 , while restricted to the left and right boundaries
of D, h(0, y) and h(1, y) are piecewise constant and increasing in y.

To describe the boundary condition by the normalized height function h, com-
pare this to Section 2.4, we should introduce two imaginary threads x = − 1

n−1 and

x = 1 + 1
n−1 where we define the boundary height function. So we sometimes con-

sider a bead model on [− 1
n−1 , 1 + 1

n−1 ]× [0, 1] if necessary. The domain of definition

of the boundary height function depends on n, so we denote it by h∂n.

Definition 6.2. Consider a bead model with n threads defined on D. The normalized
height function h : D → R is said to have one of the boundary conditions below if there
exists a normalized bead model height function h′ : [− 1

n−1 , 1 + 1
n−1 ]× [0, 1]→ R such that

h′|D = h and
(a) if U is a subspace of the functions h∂n : ∂

(
[− 1

n−1 , 1 + 1
n−1 ]× [0, 1]

)
→ R, then we say h

has a boundary condition lying in U if

h′|
∂
(

[− 1
n−1

,1+ 1
n−1

]×[0,1]
) ∈ U .
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(b) we say h has a fixed boundary condition h∂n : ∂
(
[− 1

n−1 , 1 + 1
n−1 ]× [0, 1]

)
→ R if

h′|
∂
(

[− 1
n−1

,1+ 1
n−1

]×[0,1]
) = h∂n,

i.e., U has only one element.

When n → ∞, the domain [− 1
n−1 , 1 + 1

n−1 ] × [0, 1] tends to the unit square

D, so if we talk about an asymptotic boundary condition, it means a function h∂

defined on ∂D, non-decreasing in y and 1
2 -Lipschitz in x.

Given an asymptotic height function h∂ , for any n ∈ N∗, we want to consider a
boundary height function h∂n close to h∂ . However, as we will see later in Section 7,
the dependence of the entropy of the bead model on the boundary condition is
delicate, so the meaning of “close to h∂” should be clarified with attention. We
postpone this problem to Section 7, and in this section we focus on analytic results.

For every given asymptotic boundary condition h∂ , we define the space of ad-
missible functions as the closure of the normalized height function, i.e.,

Definition 6.3. Given the unit square D and a boundary condition h∂ defined on ∂D, a
function h is called admissible if it is horizontally 1

2 -Lipschitz, vertically non decreasing,
and when restricted on ∂D it is equal to h∂ . Denote byH the space of admissible functions.

We have the following generalization of Dini’s theorem, which will be used later:

Lemma 6.4. For any sequence of admissible functions (hi)i=1,2,..., if they converge point-
wise to some continuous function, then the convergence is uniform.

Proof. Denote the limiting function by h∞. For any x, as hi(x, .) is non-decreasing
and h∞(x, .) is continuous, the convergence of hi(x, .) to h∞(x, .) is uniform on
y ∈ [0, 1] by Dini’s theorem.

For all ε > 0 and for all x, there exists Ix such that for all i > Ix,

sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

2
.

By the Lipschitz condition on x, for fixed x0, for every x in the interval [x0− ε
2 , x0+ ε

2 ]
we have that

sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

for all i > Ix0 and for all y. By compactness of [0, 1], we can choose I such that
for i > I we have

sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

for all (x, y) ∈ D. �
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6.2 Statement of the entropy-maximizing problem

From now on we consider a specific case: the bead models on the unit square D
with fixed asymptotic boundary condition

h|∂D = h∂ ,

where the left and right boundary conditions are given by a constant function. More
precisely, we have h(0, y) = C0, h(1, y) = C1 for C0, C1 ∈ R, h(x, 0) and h(x, 1)
are 1

2 -Lipschitz and h(x, 1) ≥ h(x, 0) for x ∈ [0, 1]. Recall that any such boundary
condition corresponds to an asymptotic shape of (skew) Young diagram, and the
bead model with this kind of boundary condition corresponds to the standard
Young tableaux (Section 3). The shape of the diagram is given by the projection
of h(x, 0) and h(x, 1) in the direction of y to the same plane:

λ = {(x, z) : 2h(x, 0) ≤ z ≤ 2h(x, 1)}. (13)

In the case where h(x, 0) = h(x, 1) for some x ∈]0, 1[, the diagram can be decom-
posed into two independent regions, so without loss of generality we can always
suppose that h(x, 1) > h(x, 0) for all x ∈]0, 1[.

We want to define a global entropy function Ent(.) on the space of admissi-
ble functions. According to the definition, an admissible function is differentiable
almost everywhere so ent ◦ ∇h is well defined almost everywhere too. Naturally
we can define the entropy of a function h ∈ H as the integral of ent ◦ ∇h in D.
However, for several reasons we are not satisfied with this choice.

The first problem is that under the common uniform norm, the space H is
not equicontinuous, so an Arzelà-Ascoli-type theorem says that the space is not
compact, and in a variational principle problem compactness is needed when we
hope to prove the existence of an entropy-maximizer.

The second one is that if we take a discontinuous function as

h(x, y) =

{
h(x, 0) if y ≤ 1

2 ,

h(x, 1) if y > 1
2 ,

then the integral of ent ◦ ∇h is equal to 0. However, in the bead model this
corresponds to a phenomenon where almost all the beads are located on one hori-
zontal segment, which should be very rare. Even if we only consider the continuous
functions, we can imagine a case where the vertical differential ∂h

∂y is 0 almost ev-
erywhere but the height changes (such a function can be constructed via Cantor
set). In neither case the definition of a normal integral seems reasonable. To fix
this problem, we could define an integral in the sense of distributions by finding a
way to well define the integral of ent at the exploding points.

Instead, the solution we use is to think of a new space where we fix the x−axis
and turn the space in the y − z plane by π

4 so that the vertically monotonicity
converts to a 1−Lipshitz condition. This turning map is denoted by ∼, and the
new coordinate system is denoted by x̃, ỹ and z̃.

After taking the map ∼, by properly choosing the 0 of the coordinates of the
system or by thinking of a linear transformation within a constant, we have the
following relation
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x̃ = x,

ỹ =
√

2
2 (y + z),

z̃ =
√

2
2 (y − z),


x = x̃,

y =
√

2
2 (ỹ − z̃),

z =
√

2
2 (ỹ + z̃).

Consider the surface of any admissible function h as the set S ⊂ R3 containing
the points (x, y, z) where for any x, y it contains such z that

lim
δ→0−

h(x, y + δ) ≤ z ≤ lim
δ→0+

h(x, y + δ).

We call the surface S under new coordinates as S̃ and let h̃ : D̃ → R be the function
that give the new surface S̃ under the turned coordinates, where D̃ is its domain
of definition which is uniquely determined the boundary condition of H. Denote
by H̃ the space {h̃ : h ∈ H}. We will still call the functions in H̃ as admissible
function, but under the coordinates (x̃, ỹ).

The first advantage of this change is that the new space H̃ is compact under
the uniform metric, as we see that for fixed x = x̃, the monotonicity in y of h(x, y)
turns to 1-Lipschitz in ỹ of h̃(x̃, ỹ). More precisely we have the following relations
between (s, t) and (s̃, t̃) corresponding to the same point (x, y), (x̃, ỹ):

{
s̃ = s

t+1 ,

t̃ = t−1
t+1 ,

{
t = 1+t̃

1−t̃ ,

s = 2s̃
1−t̃ .

Now consider in the double integral of ent ◦ ∇h in D the change of variable
(x, y) to (x̃, ỹ). As the Jacobian is equal to

J =
∂x

∂x̃

∂y

∂ỹ
− ∂x

∂ỹ

∂y

∂x̃
=

√
2

2
(1− t̃), (14)

so the new entropy under the variable change is

ẽnt(s̃, t̃) =

√
2

2
ln

(
1 +

(1− t̃) cos( 2πs̃
1−t̃)

π(1 + t̃)

)
(1 + t̃).

Readers can verify that the new entropy ẽnt is also strictly concave in the interior
of its domain of definition.

We see that the entropy function ẽnt is equal to −∞ when the slope t̃ = ∂h̃
∂ỹ is

equal to 1, the case corresponding to the discontinuity or quasi-discontinuity in H.
If we check the examples we considered as the typical cases that the integral of ent
doesn’t reflect the entropy, in the new integral they both give an integral equal to
−∞. So we take the following definition.

Definition 6.5. For any admissible function h̃ ∈ H̃, its entropy is defined as

Ẽnt(h̃) =

∫∫
D̃
ẽnt

(
∂h̃

∂x̃
,
∂h̃

∂ỹ

)
dx̃dỹ,

and for any admissible function h ∈ H, its entropy is defined as

Ent(h) = Ẽnt(h̃).
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We can announce the main theorem of Section 6 now:

Theorem 6.6. There exists a unique h0 ∈ H (resp. h̃0 ∈ H̃) which maximizes Ent(.)

(resp. Ẽnt(.)) among all admissible functions of H (resp. H̃).

Later, Definition and Lemma 6.9 will show that there exists at least one admis-
sible function whose entropy is not −∞, so this set H (resp. H̃)is not empty.

6.3 Proof of the existence and uniqueness of entropy-maximizer

We prove Theorem 6.6 in this section. For some technical reason that we will see
soon, we still hope to calculate directly Ent(h) by integrating ent◦∇h on D in the
normal sense of Lebesgue.

Definition 6.7. Define the following subspace of the admissible functions:

H0 = {h ∈ H : Ent(h) =

∫∫
D
ent ◦ ∇hdxdy},

where Ent(h) = Ẽnt(h̃) (Definition 6.5). We define H̃0 as the image of H0 in H̃.

Check the Jacobian in Equation (14), we directly get that

Lemma 6.8. The space H̃0 is the subspace of H̃ where for every function h̃ ∈ H̃, the
Lebesgue measure of the set

{(x̃, ỹ) :
∂h̃

∂ỹ
= 1}

is equal to 0.

In particular, any function in H0 is continuous, so a pointwise convergence of
any sequence of admissible functions to a function in H0 is uniform (Lemma 6.4).

Obviously for any function h ∈ H̃\H̃0, Ent(h) = Ẽnt(h̃) = −∞ (while its
converse is false). As in Theorem 6.6 we are only interested in finding the maximizer
of the entropy, we can restrict ourselves to any subspace which excludes only some
functions whose entropy is −∞, so it suffices to consider Theorem 6.6 in H0 and
H̃0.

Although with the new coordinates we have compactness, the proof the semi-
continuity of [CKP01] does not apply here because the local entropy ẽnt here is no
longer bounded. Under the coordinates (x, y), it explodes (tends to −∞) when the
vertical slope tends to ∞, or when the horizontal slope tends to 1

2 but the horizon-
tal one is not 0. These are cases that we should take into consideration because
later we will see that typically the slope explodes at some boundary points, which
causes a singularity.

The method we use is to give a way to construct for every admissible function
a good approximation. However, as the construction highly relies on the boundary
condition, and it is hard to describe the boundary condition in H̃ in a simple
and clear way, we choose to do the construction still in H. So in the remaining
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part of this section, we will often switch between H̃ and H. We hope that this
inconvenience will not cause too many difficulties to the reader.

We introduce successive technical constructions which will be used in the proof
of Theorem 6.6.

Definition and Lemma 6.9. Given a rectangular domain [0, 1]× [a, b] with a boundary
condition where h(0, y) and h(1, y) are constant, h(x, a) and h(x, b) are 1

2 -Lipschitz and
h(x, b) > h(x, a) for x ∈]0, 1[, then we can construct an admissible function

ht : [0, 1]× [a, b]→ R,

whose vertical partial derivative ∂ht

∂y only take two possible values, and ent ◦ ∇ht is
bounded on D.

Proof. Since h(x, b) > h(x, a) for all x ∈]0, 1[, there exists a (1
2 − ε)-Lipschitz

function h̄(x) for some ε > 0 such that h(x, b) ≥ h̄(x) ≥ h(x, a) for all x ∈ [0, 1].
Let A = maxx∈[0,1](h̄(x)− h(x, a)) and B = maxx∈[0,1](h(x, b)− h̄(x)), consider D′

as a subdomain of [0, 1]× [a, b] given by

D′ =

{
(x, y) ∈ [0, 1]× [a, b] :

b− a
A+B

(A+ h(x, a)− h̄(x)) ≤ y − a ≤ b− a
A+B

(A+ h(x, b)− h̄(x))

}
.

We take

ht(x, y) =


h(x, b) if y ≥ a+ b−a

A+B (A+ h(x, b)− h̄(x)),

h(x, a) if y ≤ a+ b−a
A+B (A+ h(x, a)− h̄(x)),

λah(x, a) + λbh(x, b) otherwise,

where λa =
a+ b−a

A+B
(A+h(x,b)−h̄(x))−y

b−a
A+B

(h(x,b)−h(x,a))
and λb = 1 − λa. In short, what we do is

inscribing into the domain [0, 1] × [a, b] a domain D′ of shape corresponding to
the boundary condition of D. Outside D′ we have ∂ht

∂y = 0 so the height function

on the boundary of D extends vertically to the boundary of D′, and inside D′ we
construct the surface of ht by linking every pair of points with the same horizontal
coordinate by line segment.

Outside D′ we have ∂ht

∂y = 0 so ent ◦ ∇ht is equal to 0. Inside D′ we always
have

∂ht

∂y
(x, y) =

A+B

b− a
∂ht

∂x
(x, y) =

∂h̄

∂x
(x),

so ht satisfies the conditions in the statement. �

The construction of ht is not unique: it depends on the choice of h̄. Figure 14
is an illustration of an example ht where the domain of definition is taken to be the
unit square D and h|∂D corresponds to the square Young diagrams and h̄ is taken
to be constant. In this example, ht is piecewise linear.
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xy

O

Figure 14: An example of ht.

The following corollary is direct.

Corollary 6.10. For all h∂ as given asymptotic boundary function on ∂D satisfying that
h(0, y) and h(1, y) are constant, h(x, 0) and h(x, 1) are 1

2 -Lipschitz, and h(x, 1) ≥ h(x, 0)
for x ∈]0, 1[, there exists at least an admissible function whose entropy is not −∞.

We give a series of definitions for technical reasons. Although they are long and
redundant, some of them may be used more than one time, so we decide to list them
here rather than putting them separately into the proofs. Reader may skip this
part and go back once some notion defined here appears later in an announcement
or a proof.

Definition 6.11.

• For any δ ∈] −∞, 1
2 [, Dδ is defined as the domain [δ, 1 − δ] × [δ, 1 − δ]. Attention,

when δ < 0, the new domain is bigger than the unit square, see Figure 15 where the
dashed square is the unit square D.

Dδ

D

δ
{ δ

{

D

D−δ

Figure 15: Examples of Dδ and D−δ for δ > 0.

• For any δ1, δ2 ∈]−∞, 1
2 [ and z0 ∈ R, define the operator of contraction

Pδ1,δ2,z0 : {h : Dδ1 → R} → {h : Dδ2 → R},

where for any bounded function h : Dδ1 → R, we apply on the surface given by h
the following map:

(x, y, z)→
(
δ2 − δ1

1− 2δ1
+

1− 2δ2

1− 2δ1
x,
δ2 − δ1

1− 2δ1
+

1− 2δ2

1− 2δ1
y, z0 +

1− 2δ2

1− 2δ1
z

)
.

In other words, the surface of Pδ1,δ2,z0(h) is taken to be geometrically similar to that
of h and to fit the domain Dδ2 .
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• For any boundary function h∂ which is respectively constant on the left and right
boundaries of D, and for δ > 0 and any function h : Dδ → R which is respectively
constant on the left and right boundaries of Dδ, define Tδ(h) : D → R as the following
extension of h on D whenever possible:

– Respectively on [0, δ]× [δ, 1− δ] and on [1− δ, 1]× [δ, 1− δ], Tδ(h) is taken to
be flat and fitting the boundary conditions on ∂D and ∂Dδ.

– If for the function constructed in the last step respectively we have

h(x, 1) > Tδ(h)(x, 1− δ) for x ∈]0, 1[,

h(x, 0) < Tδ(h)(x, δ) for x ∈]0, 1[,

then extend Tδ(h) respectively on these two domains by using the function ht

in Definition and Lemma 6.9.

• For any admissible function h ∈ H and any δ > 0, its flat extension on D−δ =
[−δ, 1 + δ]× [−δ, 1 + δ] is the function

Fδ(h) : D−δ → R

which is the unique extension of h on D−δ whose vertical partial derivative is equal
to 0 everywhere outside D and the horizontal derivative is equal to 0 if x 6∈ [0, 1].

Definition and Lemma 6.12. Fix a family of non-negative functions Uδ ∈ C∞(R2)
parameterized by δ > 0, whose integral is equal to 1 and whose support is contained in a
disc centered at the origin and of radius δ. Define the operator

Cδ : H → {h : D−δ → R}

such that for any admissible h ∈ H, we extend h to

D−2δ = [−2δ, 1 + 2δ]× [−2δ, 1 + 2δ]

by using the flat extension defined above, and Cδ(h) is taken to be the convolution of Uδ
and the extended h on D−δ.

This new function Cδ(h) is horizontally 1
2 -Lipschitz and vertically non-decreasing.

Moreover,
(a) the integral of ent ◦ ∇Cδ(h) on D−δ is bigger than that of ent ◦ ∇h on D.
(b) if h ∈ H0, then the integral of ent ◦ ∇

(
Cδ(h)

)
on D−δ tends to Ent(h) when δ → 0.

Remark: the letter C stands for convolution.

Proof. The function Cδ(h) is obviously horizontally 1
2 -Lipschitz and vertically

non-decreasing.

To prove (a), it suffices to note that ent is concave and outside D the local
entropy of the extended h is always 0, so for any admissible function h the value
of ent ◦ ∇(Uδ ∗ h) at any point is bigger than Uδ ∗ ent ◦ ∇h (define by default
ent ◦ ∇h = 0 on D−2δ\D).

If h ∈ H0, then Ent(h) is equal to the integral of ent ◦ ∇h on D. As we have
already proved (a), to prove the convergence it suffices to prove that

lim sup
δ→0

∫
D−δ

ent ◦ ∇
(
Cδ(h)

)
dxdy ≤

∫
D
ent ◦ ∇hdxdy.
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Let δi be any sequence tending to 0, as ∇h ∈ L1, by property of the convolution
we have the convergence in L1 of Uδ ∗ (∇h) to ∇h. We can take a subsequence
δij of δi such that the convergence is almost everywhere, so ent ◦ ∇Cδ(h) tends to
ent ◦ ∇h almost everywhere for this subsequence of δ.

Since ent is a non-positive function, apply Fatou’s lemma for this subsequence
we have

lim sup
j→∞

∫
D−δi1

1D−δij
ent ◦ ∇

(
Cδij (h)

)
dxdy ≤

∫
D−δi1

ent ◦ ∇hdxdy,

while by construction the right hand side is equal to Ent(h). As the sequence of
δi can be chosen arbitrarily, so the inequality above is true for any δ → 0. �

We remark that the convolution provides us a function of better regularity but
breaks the boundary condition. Using the convolution technique here above, in
Lemma 6.13 we construct an admissible function of good enough regularity.

We also remark that, restricted on the left (resp. right) boundary of D−δ, it is
constant and equal to the value of h on the left (resp. right) boundary of D, while
its restriction on the upper and lower boundaries are functions that only depend
on the boundary condition of h on the upper and lower boundaries of D.

Lemma 6.13. For any given boundary condition, any δ < 1
2 , and for any δ′ small enough

(depending on δ and the boundary condition), then there exists a family of operators

Aδ,δ′ : H → H,

parameterized by δ and δ′, verifying that
(a) for all functions h ∈ H,

Ent
(
Aδ,δ′(h)

)
≥ (1− 2δ)2Ent(h) +O(δ ln δ),

where the function O(.) only depends on δ and the boundary condition.
(b) for any h ∈ H0, then for δ′ sufficiently small depending on h, we have

Ent
(
Aδ,δ′(h)

)
= (1− 2δ)2Ent(h) +O(δ ln δ).

.
(c) if Ent(h) > −∞, then ent ◦ ∇Aδ,δ′(h) is bounded from below on D by some constant
depending on δ, δ′ and Ent(h) (and not on the precise h).

The letter A stands for approximation.

Proof. Technically we will limit ourselves to the case that the domain

λ = {(x, z) : x ∈ [0, 1], z ∈ [2h(x, 0), 2h(x, 1)]}

is star convex, i.e. there exist points (x0, z0) such that for any α ∈]0, 1[ and
x ∈ [0, 1], we have

α(h(x, 1)− z0) < h(x0 + α(x− x0), 1)− z0,

α(h(x, 0)− z0) > h(x0 + α(x− x0), 0)− z0.
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Moreover, we ask that every straight line passing (x0, z0) is not tangent to the
boundary of this domain at any point. This assures a distance of order 1 − α
between the domain and the one multiplied by α, α close to 1.

For example, the function h(x, 1) = 1
2 |x−

1
2 | and h(x, 0) = −1

2 |x−
1
2 | verify the

condition above for (x0, y0) = 1
2 . In the case that the domain does not verify such

condition, by the Lipschitz condition and compactness we can cut the domain ver-
tically into disjoint parts such that every part verifies this condition. The following
procedure still works with small modifications if we treat each part simultaneously.

Without loss of generality throughout the remainder of this section we will
always suppose the star convexity with respect to (x0, z0) = (1

2 , 0). In this case, for
every δ < 1

2 , we take δ′ small enough (to be specified below) so that we can define

TδP−δ′,δ,0Cδ′(h),

where T and P are operators defined in Definition 6.11. In this case, we just let

Aδ,δ′ = TδP−δ′,δ,0Cδ′ .

We will prove that such defined Aδ,δ′ verifies the conclusion in the Lemma. For
h such that Ent(h) = −∞, the results (a) and (b) are automatical. So without
loss of generality we consider the h such that Ent(h) > −∞, so these h are in H0,
and

Ent(h) =

∫
D
ent ◦ ∇h dxdy.

As proved in Definition and Lemma 6.12, for any h ∈ H,∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy ≥ Ent(h), (15)

and for any h ∈ H0, when δ′ → 0,

lim
δ′→0

∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy = Ent(h). (16)

The map P−δ′,δ,0 keeps gradient, so∫
Dδ

ent ◦ ∇
(
P−δ′,δ,0Cδ′(h)

)
dxdy =

(1− δ)2

(1 + δ′)2

∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy. (17)

Consider the function P0,δ,0(h) : Dδ → R, and we claim that TδP0,δ,0(h) is well
defined for δ small enough, i.e., it is possible to fill in D\Dδ piecewisely by ht

constructed in Definition and Lemma 6.9. Moreover, we will prove that the filling
function will give a contribution of order O(δ ln δ) when δ → 0 in the integral of
ent.

On [0, δ]× [δ, 1− δ] and [1− δ, 1]× [δ, 1− δ], it is always possible to define the
extended function TδP0,δ,0(h), which is of 0 vertical slope so gives 0 contribution in
Ent. In the following, without loss of generality we only treat the region near the
upper boundary of D, that is [0, 1]× [1− δ, 1].
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By the star convex hypothesis, there exists a (1
2 −Kδ)-Lipschitz function h̄ for

some constant K > 0 not depending on δ such that

h(x, 1) ≥ h̄(x) ≥ P0,δ,0(h)(x, 1− δ),

since P0,δ,0(h)(x, 1− δ) is already defined on [0, 1]× [δ, 1− δ]. By construction (see
Definition and Lemma 6.9), the local entropy ent is at most of order O(ln δ), thus
the contribution of this region in Ent is at most of order O(δ ln δ). The function
O(.) only depends on the constant K we just mention.

Now consider P−δ′,δ,0Cδ′(h) instead of P0,δ,0(h). Clearly for δ′ small enough
depending only on δ and the boundary condition, all the results above are still
true.

Combining this with (15), (16) and (17), we prove (a) and (b).

To prove (c), it suffices to note that on Dδ, Aδ,δ′(h) is constructed via convolu-
tion. By concavity of ent,

ent ◦ ∇
(
Aδ,δ′(h)

)
(x, y) ≥ (1− δ)2

(1 + δ′)2
Uδ′ ∗ (ent ◦ ∇h(x, y)) ,

and the right hand side has a trivial lower bound depending on Ent(h) and Uδ′ .
Outside Dδ, Aδ,δ′(h) is constructed via ht in Definition and Lemma 6.9, whose
local entropy function ent has also a lower bound only depending on the boundary
condition and δ. Thus we prove (c). �

For any λ ∈ R+, let Hλ be the subspace of the admissible functions such that
ent ◦ ∇h(x, y) ≥ −λ for (x, y) ∈ D̊ almost everywhere. Clearly Hλ is an increasing
sequence of space of functions in λ. Definition and Lemma 6.9 constructs a function
ht whose entropy ent ◦ ∇ht is bounded, so Hλ is not empty for all λ bigger than
some Λ ∈ R+.

We furthermore have the following two lemmas.

Lemma 6.14. For δ and δ′ such that Aδ,δ′(h) verifies Lemma 6.13, for any ε > 0, there
exists l > 0 such that we can construct a function h′ as below:
(a) h′ agrees with Aδ,δ′(h) on D\Dδ.
(b) on Dδ it is piecewise linear on a triangle mesh of size O(l).
(c) the sup norm between h′ and Aδ,δ′(h) is less than ε, and

|Ent(Aδ,δ′(h))− Ent(h′)| < ε.

We need the triangulation to avoid the possible explosion of ent near the sin-
gularity (s, t) = (±1

2 , 0). Readers will see later that the lemma above plays the
same role as Lemma 2.2 of [CKP01] where the authors give an approximation by
triangulation, and it is interesting to compare them. In [CKP01], the main problem
the authors deal with is the lack of smoothness, and thanks to Lemma 6.13 this is
not the main focus in our case.

Proof. Define respectively for + and − the set of frozen points as

K± :=

{
(x, y) ∈ Dδ :

∂h

∂x
(x, y) = ±1

2

}
,
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and for all η, define respectively for + and − the set

K±η :=
{

(x, y) ∈ Dδ : dist((x, y), D\K±) ≥ η
}
.

For any δ′ small enough we have the following equality:

K±δ′ =

{
(x, y) ∈ Dδ :

∂Aδ,δ′(h)

∂x
(x, y) = ±1

2

}
.

The Lebesgue measure of K+
η ∪K−η is a decreasing function in η so it is contin-

uous almost everywhere. From now on we take δ′′ close enough to δ′ such that δ′′ is
a continuous point of the measure of K+

η ∪K−η , the sup norm between Aδ,δ′′(h) and
Aδ,δ′(h) is less than ε

2 , and |Ent(Aδ,δ′(h))−Ent(Aδ,δ′′(h))| < ε
2 (by the arguments

we used in the proof of Lemma 6.13 it is possible to do so).

The function Aδ,δ′′(h) belongs to some Hλ.

For any l small enough and dividing 1−2δ, consider a l-grid on Dδ, and consider
the mesh of isosceles right triangles constructed by linking the northeast and south-
west vertices of every l-square of the grid. Consider the only function h′ which is a
linear function on every triangle of the mesh and agrees with Aδ,δ′′(h) on vertices
of triangles and outside Dδ we just take h′ = Aδ,δ′′(h).

As Aδ,δ′′(h) is C∞ on Dδ, for l sufficiently small, h′ agrees with h within ε
2 , so

the first approximation in (c) is direct.

We also conclude that there exists λ′ ∈ R+ such that h′ ∈ Hλ′ (i.e. ent ◦ ∇h′
is bounded from below by −λ′ almost everywhere) and λ′ is independent of l. The
boundness on D\Dδ is trivial. Inside Dδ, consider any triangle of the l-mesh. Its
slope is equal to the integrals of the partial differentials of Aδ,δ′′(h) along the edge
which is the diagonal of the l-square then normalized by the length

√
2l. Since on

any point the partial differentials (∂Aδ,δ′′(h)/∂x, ∂Aδ,δ′′(h)/∂y) is within the set

{(s, t) : ent(s, t) ≥ −λ},

the normalized integral of the partial differentials is within the convex hull of this
set, which is easy to be shown to be included in {(s, t) : ent(s, t) ≥ −λ′} for some
finite λ′, so we get the wanted property.

We will respectively treat the case where s = ±1
2 (note that whenever this is

true we have also {t = 0}) and where s 6= ±1
2 . We show that for l small enough,

ent ◦ ∇h′ approximates well ent ◦ ∇h on most points in the interior of these sets,
and the rest points have a contribution arbitrarily small.

As the Lebesgue measure of K±η is continuous at δ′′, for the ε given, find d

small enough such that the Lebesgue measure of (K+
δ′′ ∪K

−
δ′′)\(K

+
δ′′+d ∪K

−
δ′′+d) is

less than ε
8λ′ .

For any l < d√
2
, the l-squares respectively intersecting K±δ′′+d gives a cover of

K±δ′′+d, and they are contained in K±δ′′ . In other words, we give an inner approxi-

mation of K±δ′′ by disjoint squares of length l. The measure of the difference set is
less than that of (K+

δ′′ ∪K
−
δ′′)\(K

+
δ′′+d ∪K

−
δ′′+d), which is less than ε

8λ′ .

Note that ent ◦ ∇h′(x, y) = 0 on K±δ′′+d, so the local entropy of the function h′

is equal to that of Aδ,δ′′(h) there.
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On the other hand, for any point (x0, y0) ∈ Dδ such that ∂h
∂x(x0, y0) 6= ±1

2 ,
there exists r (which depends on (x0, y0)) such that within the r-neighborhood of
(x0, y0), ∇h is within a small convex neighborhood of ∇h(x0, y0) where

|ent ◦ ∇h(x, y)− ent ◦ ∇h(x0, y0)| < ε

4
.

This gives an open cover of the points that ∂h
∂x 6= ±

1
2 . We may choose ρ small

enough such that the area of the union of the balls of diameters bigger than ρ is
bigger than the measure of

{(x, y) ∈ Dδ :
∂h

∂x
(x, y) 6= ±1

2
}

minus ε
8λ′ .

Now take l < min{ d√
2
, ρ}, for the piecewise linear function h′, we have

|ent ◦ ∇h(x, y)− ent ◦ ∇h(x0, y0)| < ε

4

on all points except a set of measure ε
2λ′ , thus

|Ent
(
Aδ,δ′′(h)

)
− Ent(h′)| < ε

2
,

thus we have finished the proof. �

Figure 16 gives an illustration of several notions used in the proof above: the
l-mesh, the frozen point set K± and the set K±δ′′ .

K+
K+

δ′′

Dδ

D

} l

Figure 16: The l-mesh, the frozen point set K± and the set K±δ′′ .

Lemma 6.15. The space Hλ is compact and semicontinuous with respect to the sup norm
of H, and there exists a unique function hλ that maximizes Ent(.) among all functions of
Hλ.

Proof. When ∂h
∂y tends to plus infinity, the entropy ent(∂h∂x ,

∂h
∂y ) tends to minus

infinity. So for any λ, the boundness condition implies that ∂h
∂y is bounded from

above by a constant depending on λ. Thus we have a Lipshitz condition on y for
Hλ, so Hλ is relative compact in H under the uniform norm.
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To prove the compactness we should also prove that Hλ is closed in H. This is
because the constraint ent ◦ ∇h(x, y) ≥ −λ can be interpreted as a constraint on
the horizontal and vertical slope. By the argument of the local convexity near the
points (±1

2 , 0), a space verifying such geometric constraint is closed.

As for the semicontinuity of Ent, thanks to Lemma 6.14 and the boundness of
ent on Hλ, the proof is nothing different from Lemma 2.3 in [CKP01].

All these imply the existence of a maximizer: taking a sequence of height func-
tions whose entropies tend to sup{Ent(h) : h ∈ Hλ}, then there exists a converg-
ing subsequence. By semicontinuity, the entropy of the limit height function is
sup{Ent(h) : h ∈ Hλ}. �

Corollary 6.16. We have

sup
h∈H

Ent(h) = lim
λ→∞

sup
h∈Hλ

Ent(h).

Proof. This is a direct corollary of Lemma 6.13 and Lemma 6.15.

Proof of Theorem 6.6. Choose I ∈ N such that HI is not empty. For any i ≥ I,
consider the function hi as the maximizer of Ent among all functions of Hi. We
first take the turned coordinates (x̃, ỹ). By compactness of H̃, the sequence h̃i
given by Corollary 6.16 has a converging subsequence h̃ij under the uniform norm.

Denote the limit by h̃0, and denote its preimage by h0 ∈ H. The function h0 is
well defined except for the discontinuous points, and on these points we will take
h0(x, y) = lim sup(a,b)→(x,y) h(a, b). It is easy to verify that the convergence of hij
to h0 is pointwise except on the discontinuous points.

To simplify the notation, here rather than a subsequence of h̃i, we suppose that
the sequence h̃i converges. This simplification does not lose generality: we prove
below that the limit of the subsequence is the unique function that maximizes
Ent(.), so by the uniqueness of the limit of the subsequence, the sequence itself
converges to the same limit.

We now prove that h̃0 ∈ H̃0. Otherwise, the set ∆ defined by

∆ = {(x̃, ỹ) ∈ D̃ :
∂h̃0

∂ỹ
= 1}

has a positive measure µ > 0.

For all ε, there exists an open set U ⊂ R2 such that ∆ ⊂ U and the R2-Lebesgue
measure of U is less than µ(1 + ε). Denote the R2-Lebesgue measure by | . |. The
set U is the union of at most countable open discs, and we choose finite discs such
that the 2−Lebesgue measure of their union is bigger than µ, and we can cut their
union into finite disjoint convex parts.

Let ∆1, ∆2,...,∆M respectively be their closures. The sum of |∆k| for k = 1, 2, ...,M
is less than µ(1 + ε) and bigger than µ, and the sum of |∆k ∩ ∆| is bigger than
µ(1 − ε). Thus, there exists a subset K of {1, 2, ..M} such that for every k ∈ K,
|∆k∩∆|
|∆k| ≥ 1− 3ε and

∑
k∈K |∆k| ≥ 1

3µ.
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For any h̃ ∈ H̃ and k ∈ K, define the average vertical slope on ∆k as

av∆k
y (h̃) :=

1

|∆k|

∫∫
∆k

∂h̃

∂ỹ
dx̃dỹ.

As ∂h̃
∂ỹ ≥ −1, for all k ∈ K, we have

av∆k
y (h̃0) ≥ |∆k ∩∆|

|∆k|
−
(

1− |∆k ∩∆|
|∆k|

)
= 1− 6ε.

As the convergence of h̃i to h̃0 is uniform, there exists J such that for all i ≥ J ,
h̃i is within a εmink∈K{diam∆k}-neighborhood of h̃0, then av∆k

y (h̃i) ≥ 1− 8ε for
all k ∈ K and i ≥ J .

By concavity of Ẽnt, negativity of ẽnt, we get

Ẽnt(h̃i) ≤
∑
k∈K

∫∫
∆k

ẽnt

(
∂h̃i
∂x̃

,
∂h̃i
∂ỹ

)
dx̃dỹ ≤

∑
k∈K

∫∫
∆k

ẽnt(av∆k
x , av∆k

y )dx̃dỹ, (18)

where the average horizontal height change av∆k
x is defined as analogue of av∆k

y .

When ε→ 0, the average vertical slopes on all ∆k uniformly tend to 1 so ẽnt(av∆k
x , av∆k

y )
uniformly tend to −∞. As the sum of the 2−Lebesgue measure of ∆k is bigger
than 1

3µ, we prove that Ẽnt(h̃i) tend to −∞. However, by definition it should

be finite and increasing, thus we get a contradiction and prove that h̃0 ∈ H̃0, so
h0 ∈ H0.

By Lemma 6.13 for all hi and h0, for all ε > 0, there exist δ and δ′ such that
the function O(δ ln δ) depending only on the boundary condition is less than ε, and

Ent
(
Aδ,δ′(hi)

)
≥ (1− 2δ)2Ent(hi)− ε, i = I, I + 1, ...

Ent
(
Aδ,δ′(h0)

)
∈ [(1− 2δ)2Ent(h0)− ε, (1− 2δ)2Ent(h0) + ε].

(19)

By construction, for all i,

Ent
(
Aδ,δ′(hi)

)
≥ (1− 2δ)2Ent(hI)− ε,

and by Lemma 6.13 (c) there exists Λ(δ, δ′) ∈ R such that for all i = I, I + 1, ...,
Aδ,δ′(hi) ∈ HΛ(δ,δ′).

The convergence of hi to h0 when i → ∞ implies the convergence of Aδ,δ′(hi)
to Aδ,δ′(h0). By semicontinuity of Ent for functions of HΛ(δ,δ′), we have

Ent
(
Aδ,δ′(h0)

)
≥ lim sup

i→∞
Ent

(
Aδ,δ′(hi)

)
.

Compare this inequality to (19), we prove that Ent(h0) ≥ lim supi→∞Ent(hi),
and by Lemma 6.16, h0 maximizes Ent(.) among functions of H. It is the unique
maximizer because of the strict concavity of ent in the interior of its domain of
definition. �
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7 The variational principle

Our next step is to establish a variational principle to prove a large deviation result
for the bead model that reveals a limit shape of the model when the size tends to
infinity. In [CKP01], the authors prove that the number of dimer configurations
of height functions around an admissible function is proportional to exponential of
its entropy times n2, by which they prove that in the limit the height functions
converge to the entropy maximizing one in probability. As the bead model is a
limit of the dimer model, we expect a similar behavior here.

Since a lot of notations will appear in this section and probably the readers
may be confused, we decide to give here, in the very beginning of this section, a
general convention on the use of notation.

• The number of beads or the number of horizontal lozenges is denoted by N(n), where
n emphasizes its dependence on the number of threads n.

• For any upper index u and lower index l,

– Hul will denote the space of configurations.

– Xu
l is a uniformly chosen random configuration of Hul .

• If the lower index l is n, we mean the bead model with n threads, and if l is mn, n,
that means we are considering a discrete approximation of the bead model by lozenge
tilings.

• The letter h is used for the normalized bead height function. H with a lower index n
means the un-normalized bead height function, and with a lower index mn, n means
a height function of lozenge tiling.

• We use h∂n to denote a fixed boundary condition of the normalized bead height
function, while that of the lozenge tiling is given by the domain Rmn,n.

The main result of this section is the following theorem. Consider a fixed nor-
malized boundary condition as in Section 6.2, i.e., a normalized boundary function
h∂ defined on ∂D where D is the unit square, and we furthermore ask that h∂(0, y),
h∂(1, y) viewed as functions of y are constant functions, while h∂(x, 0) < h∂(x, 1)
as functions of x are 1

2 -Lipschitz.

Fix the asymptotic boundary function h∂ . For any n ∈ N∗, consider the follow-
ing boundary height function h∂n of a bead model with n threads and normalized
into D:

h∂n :

(
[− 1

n− 1
, 1 +

1

n− 1
]× [0, 1]

)
→ R.

We furthermore ask that the function h∂n is constant if restricted to x = − 1
n−1 or

x = 1 + 1
n−1 and that for any x ∈ [0, 1],

max
{
|h∂n(x, 0)− |h∂(x, 0)|, |h∂n(x, 1)− |h∂(x, 1)|

}
<

1

n− 1
.
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Theorem 7.1. For any admissible function h : D → R that agrees with h∂ on ∂D and
Ent(h) > −∞, define Vδ(h) as the δ-neighborhood of h under the supremum norm. For
any n ∈ N∗, consider the normalized bead model on D with n threads and fixed boundary

condition h∂n. Let HVδ(h)
n be the space of configurations whose normalized height function

is in Vδ(h) and let X
Vδ(h)
n be a random configuration uniformly chosen in this space, then

we have

lim
δ→0

lim
n→∞

S(X
Vδ(h)
n )

n2
= Ent(h), (20)

where we recall that S(X) is the adjusted combinatorial entropy of the random variable X.

Note that, in order to differ with U (the letter we use to a set of boundary
condition), here we use V to denote the neighborhood of an admissible function h
which is a subspace of the height functions of the bead configurations.

Here we give an outline of the proof of this theorem, which will later be formal-
ized and proved via a series of lemmas and propositions. Recall that with the help
of Lemma 4.5, we are able to approach the entropy S of a bead model via that of
dimer model, which is well studied in [CKP01].

The main idea of the proof is to use triangulations. Although most results
in this paper are given for the bead model on the unit square, it is not hard to
generalize the definition to triangles, discs or other simply connected regions. As we
are going to prove the variational principle by using triangulation, it is particularly
interesting to consider the isosceles right triangles. Proposition 7.13 proves that
the entropy on the isosceles right triangles shares all the needed property of that
on the squares.

We first study a bead model on the unit square D with almost planar boundary
condition. Unlike in [CKP01], in the bead model, close boundary condition (under
the uniform norm on ∂D) does not imply close entropy: if a boundary condition of
the vertical sides has an arbitrarily small jump, then the entropy is equal to −∞.
Thus, in any neighborhood of a nearly planar boundary condition we can always
find two boundary conditions that give entropies arbitrarily far apart.

To solve this problem, we give a more precise definition that clarify what is an
“almost planar” boundary condition (Definitions 7.3 and 7.4). We prove that the
normalized (and adjusted) entropy of a bead model with almost planar boundary
condition converges (Lemma 7.5).

Then we prove a series of technical lemmas (Lemma 7.6, 7.7, 7.8) which the read-
ers can find their origins in [CKP01] and [CEP96]. They serve to prove Lemma 7.9,
which concludes that among all nearby boundary conditions, the almost planar ones
have the biggest entropy. Theorem 7.10 proves that it is equal to ent(., .), and the
entropy of the bead model whose boundary condition is the union of nearby func-
tions in a neighborhood of an almost planar function has the same limit when the
radius of the neighborhood tends to 0.

Lemma 6.14 and Lemma 7.14 give two triangulations of a surface of bead con-
figurations respectively for a lower bound and an upper bound of entropy. This
proves Theorem 7.1, a variational principle of the bead model.

As a corollary of the variational principle, in the end of this section, we prove
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a limiting behavior for the bead model with fixed boundary condition: when n→
∞, the random surface of the bead configuration converges in probability to the
function h0 that maximizes Ent(h).

In the beginning we give a lemma which is somehow independent of the others.
It proves that the combinatorial entropy S is bounded from above by a constant.
This is reminiscent of the fact that the local entropy function ent is also bounded
from above. This lemma will be used when we prove the upper bound of the
entropy in Theorem 7.1.

Lemma 7.2. We have a global constant C such that uniformly for any asymptotic fixed
or periodic boundary condition of bead model, when n→∞, we have

lim sup
n→∞

S(X)

n2
≤ C.

Proof. We use the discretization based on Proposition 4.5 to prove this lemma.
For any fixed or toroidal boundary condition of N(n) beads, consider its discrete
version of lozenge tiling of a rectangle-like region Rmn,n, so we should study

lim sup
n→∞

lim
m→∞

1

n2

(
lnZmn,n − lnmN(n)

)
.

We consider the tiling of Rmn,n column by column from left to right. Suppose
that the number of horizontal lozenges on the ith column is Ni. Given the positions
of the ith column, for the i + 1th column, the number of possible positions of the
columns are the product of the length of the intervals between the neighboring

horizontal lozenges on the ith thread, thus at most
(
mn
Ni

)Ni+1

. Thus we have

Zmn,n ≤
n∏
i=1

(
mn

Ni

)Ni+1

.

We derive that

1

n2

(
lnZmn,n − lnmN(n)

)
≤ 1

n2

( n∑
i=1

Ni(lnn− lnNi+1)
)

(21)

If mini=1,...,nNi = 0, then the model can be decomposed into independent
models (one can be trivial, i.e. no bead at all). Without loss of generality we
suppose that mini=1,...,nNi ≥ 1.

For any ε > 0, we consider the following partition of {1, 2, ..., n}:

• set I≤εn := {i : Ni ≤ εn},

• set I>εn := {i : Ni > εn}.

By construction, the numbers of beads on neighboring threads differ at most
by 1, so for i ∈ I≤εn, we have

ln

(
Ni

Ni+1

)
≤ ln 2,
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so
Ni(lnn− lnNi+1) ≤ Ni(lnn− lnNi) + ln 2.

By the same reason, for i ∈ I>εn, we have

Ni(lnn− lnNi+1) ≤ Ni

(
lnn− lnNi + ln

(
1 + εn

εn

))
≤ Ni

(
lnn− lnNi +

(
1

εn

))
.

Thus, the right hand side of Inequality (21) is less than

1

n2

 n∑
i=1

Ni

(
lnn− lnNi) +

∑
i∈I≤εn

ln 2Ni +
∑
i∈I>εn

(
1

εn

)
Ni


≤ 1

n2

(
n∑
i=1

Ni

(
lnn− lnNi)

)
+ ε ln 2 +

1

ε
O

(
1

n

)
,

where we use the fact that N(n) = O(n2). Let n → ∞, and by the fact that ε is
arbitrarily small, the right hand side of Inequality (21) is less than

1

n2

(∑
i

Ni(lnn− lnNi)
)

+ o(1),

which takes maximum if Ni are almost all equal, thus less than

1

n2

(
n
N(n)

n

(
lnn− ln

N(n)

n

))
+ o(1) = −N(n)

n2
ln
N(n)

n2
+ o(1). (22)

Let C be any constant bigger than maxx>0(−x lnx) = 1
e and we have finished the

proof. �

Readers may compare this lemma to the expression of ent, and the term
−N(n)

n2 ln N(n)
n2 of Equation (22) corresponds to the term −t ln t in ent(s, t).

As we have already seen, the dependence of the entropy of a random bead
configuration on the boundary condition is more delicate than that of the dimer
model. So rather than roughly speaking that one boundary condition is close to a
plane, we need to have a more precise definition.

Definition 7.3. Given a tilt (s, t) ∈] − 1
2 ,

1
2 [×]0,+∞[, for any n ∈ N∗, a fixed boundary

condition h∂,0n of a bead model with n threads is called almost planar if there exists a
plane of tilt (s, t) and h∂,0n is chosen to give the best approximation of that plane.

We remark that being chosen to give the best approximation of a plane implies
that on the left and right boundaries of [− 1

n−1 , 1 + 1
n−1 ] × [0, 1], the distances

between neighboring jumps of h∂,0n are all equal.

We will equally need its discrete version:

Definition 7.4. Given a tilt (s, t) ∈]− 1
2 ,

1
2 [×]0,+∞[, for any n ∈ N∗ and m ∈ N∗ large,

an almost planar region R0
mn,n is a tall region tileable by lozenges corresponding to h∂,0n

constructed as in Section 2.6.
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According to the construction of R0
mn,n, the distance between the neighboring

cracks on the left and right boundaries of R0
mn,n are all equal except for an error

smaller than 1. We also remark that an equivalent way to describe this region is
that there exists a parallelogram in R3 corresponding to the tilt, and the boundary
height function of R0

mn,n is chosen to fit best to that parallelogram.

By construction, the almost planar bead boundary condition (Definition 7.3) is
the continuous limit of its discrete version (Definition 7.4). It is also clear that for
any tilt (s, t), it is always possible to find at least one boundary function h∂n verifying
Definition 7.3 and to find at least one region R0

mn,n verifying Definition 7.4.

Lemma 7.5. For any tilt (s, t) ∈]− 1
2 ,

1
2 [×]0,∞[,

(a) let Htn(s, t) be the space of bead configurations on the torus with n threads and the
height change of H is equal to (bnsc, bntc), and let Xt

n(s, t) be a randomly chosen element
of Htn(s, t), then

lim inf
n→∞

S
(
Xt
n(s, t)

)
n2

> −∞.

(b) let H0
n(s, t) be the space of almost planar bead configurations on D with n threads best

fitting a plane of tilt (s, t), and let X0
n(s, t) be a randomly chosen element of H0

n(s, t), then

lim inf
n→∞

S
(
X0
n(s, t)

)
n2

> −∞.

Proof. The existence of the lim infn→∞ is a result of subadditivity. �

We give a series of technical lemmas following [CEP96, CKP01].

Lemma 7.6. For any two bead models having the same number of threads but with different
boundary conditions, consider the un-normalized height function H. If the two boundary
conditions differ by at most ∆, then on every common vertex, the expected value of these
two unnormalized height functions differ by at most ∆ + 2 under the supremum norm.

Proof. This is a corollary of Proposition 20 of [CEP96]’s analog in the case of
lozenge tilings.

Define the distance between two vertices as the length of the shortest path be-
tween them, and define the distance between two sets as the sup inf of the distances
between vertices from two sets. Proposition 20 of [CEP96]’s analog in lozenge tiling
says that, for any two lozenge-tileable domains, if their boundaries differ by ∆1,
and if for any pair of points on the first and the second domain with a distance
smaller ∆1 their heights differ at most by ∆2, then the average height function of
these two domains differ at most by ∆1 + ∆2 + 1.

For the bead model, suppose that the number of thread is n, and for any
m ∈ N∗ big enough, consider the discrete version where we consider two regions
Rimn,n, i = 1, 2, both with n columns, tileable by lozenges and corresponding to the
boundary conditions given in this lemma. The distance between their left-most (or
right-most) boundaries is 1, and for the upper and lower boundaries, the difference
of the boundary height functions at a point on the boundaries of the bead model is
equal to the vertical distance of the boundaries of the corresponding lozenge tiling
model. Thus we can apply Proposition 20 of [CEP96] and take the limit m→∞.
�
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Lemma 7.7. For a bead model with n threads, if the average height function is vertically
A-Liptshitz, then there exists a constant C > 0 and C ′ > 0 depending on A such that
for any simply connected region contained in D with given boundary condition of the
bead model and two points (x1, y1) and (x2, y2) in the this region, the probability that

h(x1, y1)−h(x2, y2) differs from its expected height change by more than α
√
|x1−x2|+|y1−y2|

n−1

is less than Ce−C
′α2

.

Proof. This is the bead-model-version of Theorem 21 and Proposition 22 of
[CEP96]. To prove this, consider the path(

(n− 1)x1, (n− 1)y1

)
→
(
(n− 1)x2, (n− 1)y1

)
→
(
(n− 1)x2, (n− 1)y2

)
in the domain [0, n− 1]× [0, n− 1], and consider the height function (n− 1)h(x, y)
(attention, this is not the un-normalized height function H).

Let N1 = b(n − 1)|x1 − x2|c be the number of threads between these two
points. For the first step (the horizontal step), consider the same martingale as
in Theorem 21 of [CEP96], and using Azuma’s inequality [AS16], the probability
that the difference between the exact height change and expected height change is
bigger than 1

2α
√
N1 is less than C1e

−C2α2
for some constant C1, C2 > 0.

Now consider the vertical step. To do this, we turn the space by π
4 again so that

the new space is vertically Lipshitz (see Section 6.2) under the turned coordinates
(x̃, ỹ, z̃) and the surface is z̃ = H̃(x̃, ỹ). Since the space is Lipschitz, we can apply
Azuma’s inequality again. Take a discretization in ỹ and for any two points on the
same thread and with vertical coordinates ỹ1, ỹ2, the number of steps is equal to
b(n− 1)|ỹ1 − ỹ2|c, and we get a result for ỹ similar to that for x. For any surface
(n− 1)h, turning (x̃, ỹ, z̃) back into the original space (x, y, z) will lead to another
difference, but it is bounded by a constant depending on A times the difference
of the real and expected height change of (n − 1)h. Thus, there exist constants
C3, C4 > 0 such that (n− 1)h(x, y) changes by more than 1

2α
√
N2 is less than

C3e
−C4α2

, where N2 = b(n− 1)|y1 − y2|c.
In conclusion, the probability that h and its expected value differs by more than

α
√
|x1−x2|+|y1−y2|

n−1 is at most Ce−C
′a2 for well chosen C and C ′. �

For any tilt (s, t) ∈]− 1
2 ,

1
2 [×]0,+∞[, any δ > 0 and n ∈ N∗, define Uδ,n(s, t) as

the space of fixed boundary condition of the normalized bead model with n threads,
where the boundary functions h∂n are in the δ-neighborhood of a plane of tilt (s, t).

Lemma 7.8. Under the setting above, for n sufficiently large, for any fixed boundary
condition h∂n ∈ Uδ,n(s, t), the average normalized height function of the bead model is given
within δ + o(1) by that plane, o(1) tending to 0 when n→∞.

Proof. This is a direct corollary of Proposition 3.4 of [CKP01]. �

Lemma 7.9. Under the same setting of Lemma 7.8, for any ε > 0, if we let X
h∂n
n be any

random bead model whose fixed boundary condition is given by h∂n ∈ Uδ,n(s, t), then for δ
sufficiently small and n sufficiently large, we have

S(X
h∂n
n )

n2
≤
S
(
X0
n(s, t)

)
n2

+ ε,
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where recall that X0
n(s, t) is the random bead configuration with an almost planar fixed

boundary condition.

This lemma corresponds to Proposition 3.6 of [CKP01], where the authors prove
that the entropies of the dimer models of nearby boundary conditions are close. As
we have already explained, this is no longer true for the bead model, and the lemma
above tells that among all the boundary conditions near a planar, the one that is
almost planar has the biggest entropy, with an error tending to 0 when n→∞. In
short, we have an approximating inequality rather than an approximating equality.

We remark that in the proof below there is a technical assumption. We don’t
succeed to find a rigorous proof of this point but we have reason to believe that it
is true.

Proof. To prove this lemma, we will look at the discrete version of the bead model.
There we use the same idea of [CKP01], where the authors compare the entropy
of two different boundary conditions by applying a coupling-like method between
the surfaces. In our case this is more complicated since even a tiny region may
have big negative contribution in the entropy, so some more detailed construction
is needed.

Given a tilt (s, t) ∈] − 1
2 ,

1
2 [×]0,+∞[, we define h∂,0 : ∂D → R as the linear

function fitting a plane of tilt (s, t). For any n ∈ N∗, we denote by h∂,0n an almost
planar boundary condition fitting best h∂,0, and for any m ∈ N∗ large, consider an
almost planar region R0

mn,n as in Section 2.6.

Now given any other boundary condition h∂n ∈ Uδ,n(s, t), consider another region
Rmn,n that corresponds to h∂n as in Section 2.6.

As rising the whole boundary by the same amount doesn’t change the entropy,
without loss of generality we can suppose that h∂n ≥ h

∂,0
n . We superpose R0

mn,n and
Rmn,n in such a way that their left and right sides are on the same lines (except for

the positions of cracks corresponding to the jumps of h∂,0n and h∂n), and the upper
and lower boundaries differ by at most O(δn).

Define respectively Hmn,n and H0
mn,n as the space of tilings of Rmn,n and of

R0
mn,n, and a random tiling uniformly chosen respectively from Hmn,n and H0

mn,n

is denoted by Xmn,n and X0
mn,n. We want to compare the adjusted entropies of

Xmn,n and X0
mn,n. To do this, we use a surface coupling method as in [CKP01] but

more delicate (in some sense).

For a given tilt (s, t), we fix some ρ > 0 such that the ρ-neighborhood of (s, t)
lies within ]− 1

2 ,
1
2 [×]0,∞[. Define h0,+ : D → R as the supremum of the admissible

function fitting h∂,0 on ∂D and of tilt within the ρ-neighborhood of (s, t) almost
everywhere. Such h0,+ is a piecewise linear surface on D. For any n, we let h0,+

n

be a bead height function that fits best to h0,+ and let H0,+
mn,n be a height function

of tiling of R0
mn,n which approximates h0,+ best when normalized horizontally by

n and vertically by mn.

For any r ∈]0, 1
2 [, for every Hmn,n, whenever possible, define γr(Hmn,n) to be

the maximal curve made up by the points of the intersection of Hmn,n and H0,+
mn,n

and enclosing Dr = [r, 1− r]× [r, 1− r]. Here the “curve” means a path along the
edges of lozenges, and “maximal” means having the biggest enclosed area.
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We decompose the set of tilings of Rmn,n by γr(Hmn,n). In case that γr(Hmn,n)
doesn’t exist, we just note γr(Hmn,n) = ∅. According to Lemma 4.3, we have the
following decomposition for γ ∈ {γr(Hmn,n) : Hmn,n ∈ Hmn,n} ∪ {∅}:

S(Xmn,n)− lnmN(n) =
∑
γ

pγ
(
− ln pγ + S(Xmn,n|γr(Hmn,n)=γ)− lnmN(n)

)
, (23)

where N(n) is the number of horizontal tiles in a tiling of Rmn,n and pγ is the
probability that γr(Hmn,n) = γ. We will compare this to S(X0

mn,n) − lnmN0(n),
where N0(n) is the number of horizontal tiles in a tiling of R0

mn,n.

We first treat the term γ = ∅ and fix r = 2δ
ρ as a function of δ. The probability

that γ = ∅ is less than the probability that there is some point on ∂Dr such that
on the corresponding point in the discrete version we have Hmn,n > H0,+

mn,n.

By Lemmas 7.6 and 7.7, on any such point this probability is exponentially
small in n. Moreover, there are only O(n) points that need to be checked: on
the upper and lower sides there are only O(n) point, and on the other two sides
it suffices to check O(n) with fixed distance between neighboring ones. The unit
distance should be small enough depending on ρ so that if two neighboring points
verify the condition then on the whole interval the same condition is automatically
verified. Thus, the total probability tends to 0 when δ → 0 and n → ∞, and the
term −pγ ln pγ tends to 0 too.

By Lemma 7.2 the remaining part is bounded from above by a global constant
times the area, so in conclusion, we can choose δ small enough so that this term is
less than ε

4 for any n large enough.

We now restrict ourselves to the case where γ 6= ∅. For any γ, denote respec-
tively the number of horizontal lozenges on the curve by Nγ , the number of lozenges
not enclosed by γ by Nγ

out and the number of lozenges enclosed by γ by Nγ
in. Con-

ditioned to γ, the tiling of the regions inside and outside γ are independent, so we
can write every term (corresponding to γ) in the sum on the right hand side of (23)
as a sum of:
(a) pγ times the adjusted entropy of a tiling of the region enclosed by γ,
(b) that of a tiling of the region not enclosed by γ,
(c) pγ(− ln pγ − lnmNγ).

We take the following technical assumption: we assume that for δ small enough,
when n→∞ and m→∞ (depending on n), the term (c) summed over all γ and
normalized by n2 will be finally smaller than ε

4 . In fact, the sum over all γ of (c)
can be viewed as an expectation, and we consider a typical boundary. If on the left
piece there are Nl horizontal lozenges, and we suppose that the winding contributes
not too much so the left piece behaves as a lazy random walk with fixed number of
moves, starting position and ending position. The way to take this piece is around(
nm
Nl
2

)2

, so typically the probability is of order

(
mn

Nγ

)−1

, and

1

n2
E
[∑

γ

pγ(− ln pγ − lnmNγ)
]

should be of order lnn
n . By this argument, our assumption seems to be reasonable,

but we wish to find a way to make this argument rigorous.
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For terms (a) and (b), we consider the following subspaces of the tiling of R0
mn,n:

for every given γ, define

H0,+
mn,n(γ) = {H0

mn,n ∈ H0
mn,n : H0

mn,n|γ = H0,+
mn,n|γ}. (24)

Denote by X0,+
mn,n(γ) a random tiling uniformly chosen in this space. We prove that

the normalized and adjusted entropy

1

n2

(
S(X0,+

mn,n(γ))− lnm(N0(n)−Nγ)
)

is at least not much smaller than

1

n2

(
S(Xmn,n|γr(Hmn,n)=γ − lnm(N(n)−Nγ)

)
.

In fact, both of them can be written as a sum of the adjusted and normalized
entropy on the region enclosed by γ and that on the region not enclosed by γ.
Obviously their contributions of the region enclosed by γ in the entropy are equal.
On the region not enclosed by γ, by Lemma 7.2 we have

1

n2

(
S(Xout

mn,n|γr(Hmn,n)=γ)− lnmNγ
out

)
is less than a global constant C times the area of region, which tends to 0 when
δ → 0 (so r → 0). Here Xout

mn,n|γr(Hmn,n)=γ is the conditioned random tiling outside
the region enclosed by γ and of boundary condition ∂Rmn,n.

Meanwhile, if let Xout,0,+
mn,n |γr(Hmn,n)=γ be the conditioned random tiling outside

the region enclosed by γ and of boundary condition ∂R0
mn,n, then for

1

n2

(
S(Xout,0,+

mn,n |γr(Hmn,n)=γ)− lnmNγ,0
out

)
,

where Nγ,0
out = N0(N) − Nγ − Nγ

in is the number of horizontal lozenges outside γ,
its boundary condition restricted on ∂R0

mn,n and γ fits best to a piecewise linear
function h0,+. We can decomposed the region into a union of disjoint squares, and
by Lemma 7.5, the adjusted normalized ventropy normalized entropy is bounded
from below by some constant (depending on (s, t) and ρ) times the area of this re-
gion when n→∞ and m→∞ depending on n. Since when δ → 0, the normalized
area of the region between curve γ and ∂R0

mn also tends to 0, as conclusion, for δ
small enough, for n big enough and for m big enough, we have

1

n2

(
S(Xout,0,+

mn,n |γr(Hmn,n)=γ)− lnmNγ,0
out

)
> −ε

4
.

Finally, since the space H0+
mn,n|γr(Hmn,n)=γ is a subspace of H0

mn,n, the normal-
ized adjusted entropy of X0+

mn,n|γr(Hmn,n)=γ for every γ is less than that of X0
mn,n.

Together with the technical assumption on (c), in conclusion we have: for δ small
enough, n large enough, we have∑

γ

pγ
(
− ln pγ + S(Xmn,n|γr(Hmn,n)=γ)− lnmN(n)

)
<

1

n2

(
S(X0

mn,n)− lnmN0(n)
)

+ ε.

�
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Lemma 7.9 proves that among the fixed boundary conditions that are close to
a plane, the almost planar one has almost the biggest entropy. As a corollary, we
have the following theorem. Recall that for bead models with n threads, Xt

n(s, t) is
the random bead configuration of toroidal boundary condition given by tilt (s, t),
and X0

n(s, t) is that of almost planar fixed boundary condition.

Theorem 7.10. For any tilt (s, t) ∈]− 1
2 ,

1
2 [×]0,+∞[, we have

lim
n→∞

S
(
Xt
n(s, t)

)
n2

= lim
n→∞

S
(
X0
n(s, t)

)
n2

= ent(s, t).

Moreover, for any δ > 0, n ∈ N∗, if we consider the union of bead models with fixed
boundary conditions taken in Uδ,n(s, t), then the combinatorial entropy of a random bead
configuration in this set normalized by n2 is also equal to ent(s, t) + o(1) when n → ∞
and δ → 0.

If we take any two fixed boundary function of Uδ,n(s, t), they do not necessarily
have the same number of beads. So to define the adjusted combinatorial entropy
for the union of boundary conditions in Uδ,n(s, t), we need Definition 4.4, which a
priori furthermore asks fixing the probability that a random bead configuration has
some given number of beads. However, in the proof below, we show that the choice
of the probability doesn’t affect the limit of the normalized adjusted entropy.

Proof. By Lemmas 7.2 and 7.5, for any tilt (s, t),
S
(
Xt
n(s,t)

)
n2 is bounded, so there

exists a subsequence nk of n, and along this subsequence, for every nk we can choose
an almost planar boundary conditions whose normalized entropies as sequence in
nk converge.

Lemma 7.9 proves that among all nearby boundary conditions the almost planar
one has the almost biggest normalized entropy. In particular, this implies that
for any given tilt (s, t) and any n ∈ N∗ big enough, two almost planar boundary
conditions have close entropy. Thus, the convergence along nk in the last paragraph
doesn’t depend on the choice of the precise almost planar boundary condition.

Moreover, this convergence is not just for a subsequence of nk but a convergence
in n. In fact, in the following we prove that along nk, the normalized adjusted
entropies converge to ent(s, t). As this is also true for any subsequence of n, we
conclude that the normalized adjusted entropy converge as n→∞. Thus, without
loss of generality, in the following we only consider a sequence in n.

Now for every n ∈ N∗ fix the sequence N(n) ∝ n2 and consider the bead
models with n threads, N(n) beads and with boundary conditions be any function
in Uδ,n(s, t). We claim that the normalized entropy of this sequence of models

converges to the same limit of S(X0
n(s,t))
n2 when δ → 0 and n → ∞. This claim

corresponds to the second part of this theorem.

We first suppose that upper, lower and right boundaries are fixed and the
left boundary boundary is free within δ neighborhood of the almost planar one.
The number of beads on the left boundary is fixed (by the given upper and lower
boundaries) and we denote it by K. For all m, consider the discrete version where
we tile Rmn,n by lozenges. There are

(
mn
K

)
different possibilities, and by Stirling’s
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formula

ln
(
mn
K

)
−K lnm

n2

=
1

n2

[
ln
( √

2πmn√
2π(mn−K)2πK

(mn)mn

(mn−K)mn−KKK

)
+ o(1)−K lnm

]
=

1

n2

[
ln

√
mn

2π(mn−K)K
−K ln

K

n
+ (mn−K) ln

mn

mn−K
+ o(1)

]
=

1

n2

[
ln

√
mn

2π(mn−K)K
−K ln

K

n
+
mn−K
mn

K + o(1)
]

= O(
1

n
),

where o(1) is for m big enough. Thus, the entropy of the bead model of free left
boundary will be at most O( 1

n) bigger than that of the fixed almost planar one. It
is not hard to show that for any of other three boundaries there is a similar result.
Thus, if the number of N(n) is fixed, then our claim is true.

Now we allow N(n) to vary but under the constraint that the boundary func-
tions are within Uδ,n(s, t). For any n and δ, denote by N = N (s, t, δ, n) be the set
of possible N(n), then |N | is of order O(2δn2). According to Definition 4.4, if for
any Ni ∈ N , the probability that N(n) = Ni is given and equal to pNi , then the
entropy of the bead configurations with boundary conditions taken in Uδ,n(s, t) is
equal to

−
∑
Ni∈N

pNi ln pNi +
∑
Ni∈N

pNiSNi , (25)

where SNi is the entropy of the model whose number of beads is equal to Ni. Since

we have proved that
SNi
n2 is at most S(X0

n(s,t))
n2 + o(1), and

−
∑
Ni∈N

pNi ln pNi
n2 is at

most of order lnn
n2 , we have proved our claim that the normalized entropies of the

bead configurations with Uδ,n(s, t)-boundary condition converge to the same limit

of S(X0
n(s,t))
n2 when n→∞ and δ → 0.

It remains to prove the first part of this theorem.

First, by construction, we can find an almost planar boundary condition whose
opposite sides matches. So we have

lim
n→∞

S
(
Xt
n(s, t)

)
n2

≥ lim
n→∞

S
(
X0
n(s, t)

)
n2

.

On the other hand, given a toroidal boundary condition (so the number of beads
is fixed), consider the fixed boundary conditions of Uδ,n(s, t) that yield the same
number of beads. Since the bead configuration with periodic boundary condition
not included in Uδ,n(s, t) has a negligible contribution, by our claim proved above,
we have

lim
n→∞

S
(
Xt
n(s, t)

)
n2

≤ lim
n→∞

S
(
X0
n(s, t)

)
n2

.

Finally, as for any δ > 0, Uδ,n(s, t) also includes the almost planar boundary
conditions of tilts near (s, t), by applying a similar argument as above we conclude
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that for (s′, t′) close to (s, t),
S
(
Xt
n(s′,t′)

)
n2 is also close to

S
(
X0
n(s,t)

)
n2 . Thus,

S
(
Xt
n(s,t)

)
n2

is continuous in the tilt. This allows us to use the Legendre transform in Section 5.2,
so we have proved this theorem. �

Definition 7.11. For any ε > 0 and for any (s, t) ∈]− 1
2 ,

1
2 [×]0, 1[, define

ρε(s, t) = sup
ρ>0

{
ρ :
(
||(s′, t′)− (s, t)|| < ρ

)
⇒
(
|ent(s, t)− ent(s′, t′)| < ε

)}
.

The following lemma is a direct corollary of Lemma 7.9 and Theorem 7.10.

Lemma 7.12. Consider the unit square D. For any ε > 0, and for any tilt

(s, t) ∈]− 1

2
,
1

2
[×]0,+∞[,

consider the bead model on D with n treads and with the fixed boundary condition fitting
to a plane of tilt (s, t) within ρε(s, t). Then for n sufficiently large, the entropy S of the
bead configurations normalized by n2 is at most the entropy of a bead model with an almost
planar periodic boundary condition h∂,0n plus ε+ o(1) where o(1) tends to 0 when n→∞.

Proposition 7.13. Lemma 7.9 and Theorem 7.10 hold if the region is an isosceles right
triangle instead of a square.

Proof. The proof is exactly the same as that of Corollary 4.2 of [CKP01]. An
isosceles right triangle can be approached from interior by a union of squares, and
combining two triangles gives a square. These operations naturally yield a lower
bound and an upper bound of the entropy of a bead model on a isosceles right
triangle, which is both equal to ent(s, t) + o(1) when n→ 0.

The following Lemma is another version of Lemma 6.14 which we will see is
related to an upper bound of the entropy S.

Lemma 7.14. For any admissible function h such that Ent(h) > −∞ and for any ε1, ε2 >
0, for l > 0 sufficiently small, then the piecewise linear function h′ on the l-right-triangle
mesh verifies the following two properties.
(a) For all but a fraction of ε1 of the triangles in the mesh, for every triangle, denote the
tilt of h′ on that triangle by (s, t), then the function h is within ρε2(s, t)l of h′.
(b) Ent(h′) < Ent(h) + ε2.

Proof. The proof of part (a) is the same as in Lemma 2.2 of [CKP01]. We now
prove (b). Define the space of possible tilts as

V0 = [−1

2
,
1

2
]× [0,+∞[,

and for any A > 0, d > 0, define the following subset of V0:

V A,d
0 = {(s, t) : |s− 1

2
| < d, or |s+

1

2
| < d, or t > A}.

Since Ent(h) > −∞ and ent(., 0) = 0, we can take A sufficiently large and d
sufficiently small so that the points{

(x, y) :

(
∂h

∂x
,
∂h

∂hy

)
(x, y) 6∈ V A,d

0

}
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gives a contribution of absolute value less than ε2
4 in Ent(h).

Let V1, V2, ..., Vn be a open cover of V0\V A,d
0 such that within each set Vi the

function ent(s, t) changes at most by ε2
4 . For any i ∈ {1, 2, ..., n} and for any

ηi ∈]0, 1[, consider the set S̄(Vi, ηi) which is composed of possible tilts (s̄, t̄) that
there exists a probability density function (in the sense of distribution) on V0 such
that the average slope is equal to (s̄, t̄), and a proportion bigger than ηi is in Vi.
This gives a family of convex subsets of V0 indexed by ηi. When ηi → 1, the set
S̄(Vi, ηi) tends to Vi + {0} × R+, where the sum of two sets is defined as the set of
the sums of any pair of elements.

By the property of ent, for ηi close enough to 1 we have that for any average
tilt (s̄, t̄) ∈ S̄(Vi, ηi),

ent(s̄, t̄) ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

8
,

and
(1− ηi) inf

(s,t)6∈V A,d0

ent(s, t) ≥ −ε2

4
.

Now we can apply an argument of metric density from [Rud87] similar to the
way [CKP01] uses it. For any ε′ > 0, ηi > 0, if li is sufficiently small, then for any

δ ≤ li, on all but an 1− ε′ fraction of the points (x, y) such that
(
∂h
∂x ,

∂h
∂y

)
∈ Vi, at

least a ηi fraction of the ball centered at (x, y) and of radius δ lies in Vi.

If there is some triangle where h verifies (a) for some ε′, the tilt of the piecewise
linear function h′ differs from the average tilt on that triangle by at most 2ε′. Take
ε′ less than ε1

2 such that for all i and for all (s, t) in the 2ε′ neighborhood of S̄(Vi, ηi)
we have

ent(s, t) ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

4
. (26)

Also, for ε′ small enough, the integral of ent ◦∇h is bigger than − ε2
4 on any subset

of D whose measure is less than 2ε′.

For all l ≤ mini{li} and less than the l in (a) where we replace ε1 by some ε′

less than ε1 and verifying the conditions above, on at least a 1− ε′ fraction of the
triangles, (a) is verified.

Now compare Ent(h) to Ent(h′) where h′ is the piecewise linear function on the
l-mesh. There is at least a 1− 2ε′ fraction of triangles such that for each triangle,
there exists i such that in this triangle a proportion of at least ηi of points (x, y)
verifies that ent ◦ ∇h(x, y) is contained in Vi, thus the average slope of h is in
S̄(Vi, ηi). Meanwhile, as the tilt of h′ lies within 2ε′-neighborhood of the average
slope of h, according to (26) we have that on this triangle

ent ◦ ∇h′ ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

4
≤ inf

(s,t)∈Vi
ent(s, t) +

ε2

2
.

In conclusion, we compare Ent(h) and Ent(h′) respectively for the following
two cases:

• On the 2ε′ fraction of triangles and on the points in the 1− 2ε′ fraction of triangles
where ent ◦ ∇h(x, y) ∈ V A,d

0 :
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– the integral of ent ◦ ∇h is bigger than − ε2
2 by construction.

– the integral of ent ◦ ∇h is less than 0 by negativity.

• On the 1−2ε′ fraction of triangles and where ent ◦ ∇h(x, y) 6∈ V A,d
0 , for each triangle,

there exists i such that a proportion bigger than ηi of points is in Vi. The contribution
of the other (1− ηi) proportion of points in Ent(h) is most − ε2

4 times the area. On
other points,

ent ◦ ∇h′ < ent ◦ ∇h+
ε

4
,

so the contribution of these points in Ent(h′)− Ent(h) is at most ε
2 .

Thus we have proved the lemma. �

Now we can prove our main theorems of this section.

Proof of Theorem 7.1. We will separately prove that Ent(h) is asymptotically
the upper bound and lower bound of the normalized entropy on the left hand side
of (20).

We begin by the part of lower bound. For any ε > 0, by Lemma 6.13, we can
find some h̃ such that ||h̃ − h||L∞ < δ

4 , |Ent(h̃) − Ent(h)| < ε
4 , and there exists

some K such that ent◦∇h̃ > −K on D (in other words h̃ ∈ HK). By Lemma 6.14,
for any l small enough, we can construct a l-isosceles-right-triangle mesh and find a
function h′ such that on every triangle of the mesh h′ is linear and ||h′− h̃||L∞ < δ

4

and |Ent(h′)− Ent(h̃)| < ε
4 .

By Theorem 7.10 and Proposition 7.13, on any triangular of the mesh, when
n→∞, the entropy normalized by n2 of the bead model with fixed almost planar
boundary condition fitting the boundary of triangle converges to the contribution
of this triangle in Ent(h′), and the configurations whose maximal height difference
from h′ is bigger than δ

4 is exponentially small in n. The fixed boundary conditions
of the triangles together with the control on the maximal height difference gives a

lower bound of S(X
Vδ(h)
n ), so as conclusion we prove that for any δ and for n small

enough,

S(X
Vδ(h)
n )

n2
≥ Ent(h)− ε.

Now we prove the upper bound. For any ε > 0, since h has no atom and
Ent(h) > −∞, there exists ε1 such that for any subset of D of Lebesgue measure
less than ε1, the integral of ent◦∇h on that set is bigger than − ε

4 . By Lemma 7.14,
for l > 0 small enough, the piecewise linear function h′ on the l-right-triangle mesh
satisfies that
(a) for at least a fraction of 1− ε1 of triangles in the mesh, on every triangle, the
function h is within ρ

ε
2 (s, t)l of h′ where (s, t) is the tilt of that triangle.

(b) Ent(h′) < Ent(h) + ε
4 .

Lemma 7.2 says that the at most ε1 fraction of triangles, the entropy S is at most
C times the area of the triangles, and Theorem 7.10 says that on every triangle, if
the tilt h′ is (s, t) there, then the normalized entropy of all the configurations whose
height on the boundary of the triangle is within ρ

ε
2 (s, t)l is less than ent(s, t) + ε

2 +
o(1) times the area of the triangle, o(1) converging to 0 when n tends to infinity.
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Summing this gives an upper bound of entropy, which is less than Ent(h)+ε+o(1).
This finishes the proof. �

The above large-deviation theorem naturally yields the following theorem about
the convergence of a random bead configuration.

Theorem 7.15. Given an asymptotic boundary condition function h∂ defined on ∂D
which is constant if restricted to x = 1 or x = 0, for any n ∈ N∗, consider the bead model
on D with n threads and with fixed boundary condition that approximates best h∂. Then
the normalized height function h converges (under the uniform norm) in probability when
n→∞ to an admissible function h0, which is the unique maximizer of Ent(.).

Proof. Theorem 7.1 proves that for any admissible function h : D → R such that

Ent(h) > −∞, for any δ > 0, when n → ∞,
S
(
X
Vδ(h)
n

)
n2 converges to Ent(h) when

n→∞. We should also take the functions that Ent(h) = −∞ into consideration.

If h ∈ H0, it is easy to see that Lemma 6.14 and the upper bound part of
Theorem 7.10 still apply. Thus, for any h ∈ H0 such that Ent(h) = −∞, we have

lim
δ→0

lim
n→∞

S
(
X
Vδ(h)
n

)
n2

= −∞.

If h 6∈ H0, we consider the turned space H̃ under the uniform norm. By
definition, if h 6∈ H0, then there exists a subset of (x̃, ỹ) with Lebesgue measure

µ > 0 where ∂h̃
∂ỹ = 1. By the same argument of metric density used in Lemma 7.14,

for all ε > 0 small enough, there exists a subset of D̃ as a union of disjoint squares
such that on every square the average vertical slope is bigger than 1 − ε and the
measure of this subset is bigger than µ−ε. It is not hard to see that if we take ε > 0
arbitrarily small, then for δ̃ small enough, the entropy within the δ̃-neighborhood
in H̃ of h̃ can be arbitrarily small.

An open set of admissible functions in the original height function space H is
also an open set in the turned space H̃, and the turned space H̃ is compact under the
uniform norm. Thus, from any open cover of the admissible functions we can choose
a finite cover. By the definition of entropy, if we consider all the bead configurations
with the same fixed boundary condition, then for any δ > 0, any admissible function
h such that Ent(h) > −∞ and for n large enough, the probability that a random
bead configuration is in Vδ(h), which by definition is equal to the proportion of
the volume of this set with respect to the volume of the whole set of possible
configurations, is proportional to eEnt(h)n2

. When n → ∞, the probability that
h is within the neighborhood of h0 dominates the other possibilities, and we have
proved the theorem. �

8 Solutions of the entropy maximizing problem

In this section, we will characterize h0, the solution of the variational principle.
The variational principle naturally yields a Euler-Lagrange equation of the limit
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shape h0: since ent is smooth, to maximize the integral of ent over a region with
given boundary condition, the height function should satisfies the equation:

div∇ent ◦ ∇h = 0,

which implies

π2(1 + tan2(πhx))hyhxx +
hyy
hy

+ 2πhxy tan(πhx) = 0. (27)

However, in general it is hard to solve Equation (27) directly, and we hope
to have a systematical way to find the solutions. A possible option is applying
directly the results of [KO07] to the bead model, where the authors prove that
finding the solution h of the Euler-Lagrange equation can be done via finding and
solving a system of algebraic equations. To do so, we prove in Theorem 8.1 that
the maximizer of the bead model is a properly normalized limit of those of the
dimer models.

This theorem can be summarized by a commutative diagram (28) here below.
For any given asymptotic fixed boundary condition h∂ defined on ∂D and constant
if restricted to x = 0 or x = 1, for any n, we consider the bead model with n
threads and an almost planar boundary condition h∂n. Moreover, for any m big
enough we consider Rmn,n as the domain constructed in Section 2.6. We have:

Lozenge tiling of Rmn,n, −−−−→
m→∞

Bead configuration with n threads,yn→∞ �

yn→∞
Limit shape of a uniformly −−−−→

m→∞
Limit shape of the bead model.

chosen tiling of Rmn,n,

(28)

This result seems quite natural as the bead model is a continuous scaling limit of
the dimer model. However, it is not trivial since there is no theory yet that ensures
the commutativity of the limit in m (from dimer models to bead models) and that
in n (from finite cases to asymptotic limit).

For every Rmn,n, rather than considering m → ∞ while keeps n as when we
defined the bead model, here we consider the limit n → ∞ while keeping the
asymptotic shape of the region. Let Rm be the region Rmn,n normalized by n.
Define

σ := sup{|y1 − y2| : (x1, y1), (x2, y2) ∈ Rm} −m.

In other words, the height of the region Rm is equal to m+σ. Thus, if we vertically
normalize Rm by m+ σ, then the new region, denoted by Dm, fits inside the unit
square D.

The boundary condition of Dm also naturally yields a boundary condition of
D by vertically extending the boundary height function of Dm, i.e. for x ∈ [0, 1],

h(x, 1) = h(x, sup{y : (x, y) ∈ Dm}),
h(x, 0) = h(x, inf{y : (x, y) ∈ Dm}),
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while h(0, y) and h(1, y) are constant.

The (dimer) admissible function on Rm, defined as the closure of the height
function H of lozenge tilings normalized to Dm as above (see Figure 5), forms
the space of functions on Rm which are horizontally 1

2 -Lipschitz, vertically non-
decreasing and 1-Lipschitz. If naturally extended from Dm to the whole of D, they
forms such following subspace of functions H0: define

H̄m =

{
h ∈ H0 :

∂h

∂y

∣∣∣
D\Dm

= 0, h is (m+ σ)-Lipschitz

}
.

It is easy to see that (H̄m)m form an increasing subsequence exhausting H0 when
m→∞.

Recall that ent� as the local entropy function of the dimer model on the hexagon
lattice. Considering Proposition 5.5, we define entm as the normalized and adjusted
local entropy function of the dimer model, i.e.,

entm(s, t) = (m+ σ) ent�(s, t/(m+ σ))− ln(m+ σ)t, (29)

and for any h ∈ H̄m define

Entm(h) =

∫
D
entm ◦ ∇h dxdy.

Recall that Proposition 5.5 says that the right side of Equation (29) converges
to ent(s, t) for any (s, t) and the convergence is uniform on any compact of slopes
that doesn’t contain exploding points. We also remark that the concavity of ent
simply implies the concavity of entm.

By [CKP01], for any m ∈ N∗, there exists a unique height function h̄m ∈ H̄m
that maximizes Entm. The following theorem is the main result of this section.

Theorem 8.1. The normalized height functions h̄m converge to h0 on D when m→∞.

Proof. Similar to Theorem 6.6, if we consider the turned space H̃, by compact-

ness there is a converging subsequence of (˜̄hm)m, saying (˜̄hml)l. Denote the limit
function’s preimage in H by h̄0 (it may depends on the choice of the subsequence
but we will prove that this is not the case).

We prove that it is the same function as h0, and we do this by showing that
Ent(h̄0) is equal to Ent(h0). The proof is divided into the following three parts.
We first prove that

Ent(h0) ≤ lim inf
l→∞

Entml(h̄ml), (30)

then we show that h̄0 ∈ H0, so we can apply Lemma 6.13, and finally we prove
that

Ent(h̄0) ≥ lim sup
m→∞

Entml(h̄ml), (31)

thus Ent(h̄0) ≥ Ent(h0). By uniqueness of Theorem 6.6 we prove that h̄0 = h0.
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Finally, as we can apply this argument to any subsequence of (˜̄hm)m and prove
that any subsequence has a converging subsubsequence whose limit is h0, so the

convergence of subsequence is in fact a convergence of the sequence (˜̄hm)m itself.

Thus, without loss of generality, here below we suppose (˜̄hm)m converges so as to
simplify the notation.

Begin by proving Inequality (30), and without loss of generality we still take the
setting of star-convexity used in Lemma 6.13. For any ε > 0, by Lemma 6.13 and
Lemma 6.14 there exist δ, δ′ > 0, functions Aδ,δ′(h) and h′, such that the function
h′ agrees with Aδ,δ′(h) on D\Dδ, is piecewise linear on a l-triangle mesh of Dδ, and

Ent(h′) ≥ Ent(h0)− ε

2
.

The local entropy ent ◦ ∇h′ is bounded, so by the same reason mentioned in
the proof of Lemma 6.15, there exists some M ∈ Z+ such that the vertical partial
derivative is less than M . Still by construction, on the band [0, 1] × [1 − δ, 1] and
that [0, 1]× [0, δ], we have some frozen-like regions of shapes corresponding to the
height function near the boundaries, so there exists M ′ ∈ Z+ such that outside
DM ′ the vertical slope of h′ is 0.

Thus, for all m ≥ max{M,M ′} we have h′ ∈ H̄m. Especially,

Entm(h̄m) ≥ Entm(h′).

As h′ is piecewise linear on Dδ and the number of pieces is finite, and on D\Dδ

it is taken to be the naive function in Definition and Lemma 6.9, ∇h′ only takes
the values of t = 0 together with a finite number of possible values. By Lemma 5.5,

lim
m→∞

Entm(h′) = Ent(h′)

so for m sufficiently large we have

Entm(h′) ≥ Ent(h′)− ε

2
.

In conclusion, we have that for m sufficiently large,

Entm(h̄m) ≥ Ent(h0)− ε,

which proves Inequality (30).

Now we prove that ˜̄h0 ∈ H̃0. As in Theorem 6.6, if the set that ∂˜̄h0
∂ỹ = 1 is

positive, then for any ε > 0, there exist a finite number of disjoint convex compacts
Kj , j = 1, 2, ..., J of a positive measure independent of ε and M ∈ Z∗ such that on

each compact the average vertical height change av∆k
y (˜̄hm) is greater than 1 − 8ε

if m ≥M . By an argument similar to that used in Theorem 6.6, it can be proved
that

lim sup
m→∞

Ẽntm(˜̄hm) = −∞.
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However, this contradicts to Inequality (30) which says that

Ẽntm(˜̄hm) = Entm(h̄m)

has a lower bound, so we have proved that h̄ ∈ H0.

Now we are allowed to use Lemma 6.13 to approximate h̄0 by a function of
better regularity. For all ε > 0, we can choose δ, δ′ small enough so that

Ent
(
Aδ,δ′(h̄0)

)
= (1− 2δ)2Ent(h̄0) +O(δ ln δ),

so for any ε > 0 we may choose δ and δ′ so that the absolute value of the term
O(δ ln δ) is less than ε.

Furthermore, by construction of the operator Aδ,δ′ , for the same δ and δ′ as
above, we have that for any admissible function h:
(a) if h ∈ H̄m, then the integral of local entropy function entm of Aδ,δ′(h)|Dδ is
bigger than that of h|Dδ (by concavity of entm).
(b) Aδ,δ′(h)|D\Dδ is the same function for any h, with two possible vertical deriva-
tive, and when the vertical derivative is non-zero, the horizontal one is bounded
away from ±1

2 by some constant of order δ. Thus, the integral of entm ◦ (∇Aδ,δ′(h))
on D\Dδ converges in m uniformly for all h to a term of absolute value less than
ε.

In conclusion, for any ε > 0, there exists δ, δ′ > 0 and M ∈ N∗ such that for
any m ≥M we have

Entm
(
Aδ,δ′(h̄m)

)
≥ (1− 2δ)2Entm(h̄m)− ε.

The boundness of Entm(h̄m) and concavity of entm implies the uniform bound-
ness of entm ◦ ∇Aδ,δ′(h̄m) on D.

We also claim that ∇Aδ,δ′(h̄m) converges uniformly to ∇Aδ,δ′(h̄0) on D. In fact,
by construction, they are all identical on D\Dδ so have the same gradient there,
and on Dδ we have that for any m,

∇Aδ,δ′(h̄m) = −∇Uδ′ ∗ P0,δ,0h̄m.

According to Lemma 6.4, P0,δ,0h̄m converge uniformly to P0,δ,0h̄0, so the con-
vergence of ∇Aδ,δ′(h̄m) to ∇Aδ,δ′(h̄0) is uniform.

Define
(
Kl(Aδ,δ′(h̄0))

)
l=1,2,...

as the following increasing sequence of subsets of
D:

Kl(Aδ,δ′(h̄0)) =

{
(x, y) ∈ D :

∂Aδ,δ′(h̄0)

∂x
(x, y) ∈ [−1

2
+

1

l
,
1

2
− 1

l
]× [0, A]

}
,

and the limit of this sequence is

K∞(Aδ,δ′(h̄0)) =

{
(x, y) ∈ D :

∂Aδ,δ′(h̄0)

∂x
(x, y) ∈]− 1

2
,
1

2
[×[0, A]

}
.

58



By the uniform convergence of ∇Aδ,δ′(h̄m) to ∇Aδ,δ′(h̄0), for all l, there exists
M such that for all m > M , on Kl(Aδ,δ′(h̄0)) we have

∂Aδ,δ′(h̄m)

∂x
∈ [−1

2
+

1

2l
,
1

2
− 1

2l
],

By Lemma 5.5 argument (a), the convergence of entm(s, t) to ent(s, t) is uniform
for any (s, t) ∈ [−1

2 + 1
2l ,

1
2 −

1
2l ] × [0, A], i.e., for any ε > 0, there exists M ′ such

that for all m′ > M ′ and all (s, t) ∈ [−1
2 + 1

2l ,
1
2 −

1
2l ]× [0, A], we have

|entm(s, t)− ent(s, t)| < ε

2
. (32)

The uniform convergence also implies that the space

{entm(., .),m ≥M} ∪ {ent(., .)}

viewed as a subspace of continuous functions on the compact set

(s, t) ∈ [−1

2
+

1

2l
,
1

2
− 1

2l
]× [0, A]

is compact. Especially, by Arzela-Ascoli, they are equicontinuous: for the same ε,
there exists ε′ > 0 such that for any (s, t) and (s′, t′) in [−1

2 + 1
2l ,

1
2 −

1
2l ] × [0, A]

and for any m > M ,

||(s, t)− (s′, t′)|| < ε′ ⇒ |entm(s, t) + entm(s′, t′)| < ε

2
.

Again by the uniform convergence of ∇Aδ,δ′(h̄m) to ∇Aδ,δ′(h̄0), there exists
M ′′ > M such that for all m′′ ≥M ′′,

sup
(x,y)∈Kl

||∇Aδ,δ′(h̄m′′)−∇Aδ,δ′(h̄0)|| < ε′.

Thus for all m′ > M ′, m′′ > M ′′, (x, y) ∈ Kl, we have

|entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y)− ent ◦ ∇Aδ,δ′(h̄0)(x, y)|
≤ |entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y)− entm′ ◦ ∇Aδ,δ′(h̄0)(x, y)|

+|entm′ ◦ ∇Aδ,δ′(h̄0)(x, y)− ent ◦ ∇Aδ,δ′(h̄0)(x, y)|
≤ ε.

Thus, on Kl, we have the following uniform convergence on m′ and m′′:

lim
m′→∞,m′′→∞

entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y) = ent ◦ ∇Aδ,δ′(h̄0)(x, y),

so

lim
m→∞

EntKlm (Aδ,δ′(h̄m)) = EntKl(Aδ,δ′(h̄0)). (33)

When l tends to infinity, by bounded convergence, the right hand side of (33)
tends to EntK∞(Aδ,δ′(h̄0)) which is equal to Ent(Aδ,δ′(h̄0)). For the left hand
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side, the difference between EntKlm (Aδ,δ′(h̄m)) and EntK∞m (Aδ,δ′(h̄m)) also converges
to 0 by bounded convergence, and the difference between EntK∞m (Aδ,δ′(h̄m)) and
Entm(Aδ,δ′(h̄m)) is equal to∫∫

D\K∞
entm(Aδ,δ′(h̄m))dxdy,

and by Lemma 5.5 (b), for l sufficiently large, then for m large enough, the term
above will be uniformly bounded from above by ε.

In conclusion, for m large enough, we have

Ent
(
Aδ,δ′(h̄0)

)
≥ Entm

(
Aδ,δ′(h̄m)

)
− 2ε,

and let ε→ 0 we get
Ent(h̄0) ≥ lim sup

m→∞
Entm(h̄m),

which is Inequality (31). �

Inspired by the results of [KO07], in the following part of this section, we are
furthermore interested in the case where the asymptotic upper and lower boundary
functions of the bead model are piecewise linear where every piece is of slope ±1

2
and that the length of every piece is rational.

Consider the discrete version of this bead model, i.e. tiling a regions Rmn,n
by lozenges for m,n ∈ N∗ large enough. Consider a subsequence of n such that
1
n divides the length of every piece of the boundary. The advantage of taking
this subsequence is that it verifies the the assumptions of [KO07]. Meanwhile, by
Theorem 7.15, the limit shape along such subsequence of n is the same for the
sequence in n itself. Thus, without loss of generality, we can apply the results of
[KO07] to our case about the limit shape when n→∞ for fixed m.

By [KO07], for every Rmn,n, we can complete the boundary by adding some
imaginary vertical edge so that the region can be viewed as a polygon whose bound-
ary is made up of the edges clockwise (or anticlockwise) repeated in the directions
of the edges of the honeycomb lattice. If the number of edges is 3d, [KO07] proves
that when n → ∞, the limiting height function (h̄m if normalize this to D) exists
and is determined by

∇h =
1

π
(Argw,−Argz),

in the liquid region, where w and z are found by solving a system of algebraic
equations

P (z, w) = 0,

Q0(z, w) = xzPz + ywPw,

P (z, w) as the characteristic polynomial and Q being a polynomial of degree at
most d. We remark that coefficients of Q0 effectively depend on m. Also, there
is an algebraic arctic curve (the frozen boundary) of degree at most 2d− 2 that
separates the liquid and frozen region.
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Theorem 8.1 says that the normalized limit height functions h̄m converge to h0

(the limit height function of the bead model) when m→∞, so the frozen boundary
converges too. Denote the frozen boundaries of h̄m by γm and that of h0 by γ0. The
algebraic curves of degree less than some integer d is a finite dimensional object,
so the convergence of these algebraic curves is equivalent to the convergence of
their coefficients, which means that γ0 is still an algebraic curve whose degree is
at most 2d− 2. Moreover, γm is tangent to every side of the polygon (perhaps on
the extended line). As m → ∞, these tangent relations is interpreted to be the
tangent relations between γ0 and ∂D. It is easy to see that the only possibility is
given by the following proposition.

Proposition 8.2. Suppose that the upper boundary of D can be divided into the following
2ku intervals

[0, 1] =
⋃

i=1,...,ku

(
[aiu, b

i
u] ∪ [biu, a

i+1
u ]
)
,

(by convention we take a1
u = 0, aku+1

u = 1), and on every interval of [aiu, b
i
u] (resp.

[biu, a
i+1
u ]) the upper boundary height function h(., 1) is of slope 1

2 (resp. −1
2). Similarly,

suppose that the lower bound of D can be divided into the intervals

[0, 1] =
⋃

j=1,...,kl

(
[ajl , b

j
l ] ∪ [bjl , a

j+1
l ]

)
,

and on every interval of [ajl , b
j
l ] (resp. [bjl , a

j+1
l ]) the upper boundary height function h(., 0)

is of slope −1
2 (resp. 1

2). Then the frozen boundary h0 is an algebraic curve of degree
2(ku + kl)− 2 and genus 0 such that it is tangent to ∂D at the points( ⋃

i=1,...,ku

{(biu, 1)}
)
∪
( ⋃
j=1,...,kl

{(bjl , 0)}
)
,

tangent to the lines x = aiu, i = 2, ..., ku and the lines x = ajl , i = 2, ..., kl in the interior
of D with cusp singularities, and tangent to the left and right boundaries of D.

We give an explicit example here below. Consider the boundary condition in
Section 1:

f(x, y) =

{
1
4 −

1
2 |x−

1
2 | if y ≤ 0,

−1
4 + 1

2 |x−
1
2 | if y > 0.

Here d = 2, so the frozen boundary is of degree at most 2d − 2 = 2. By
symmetry and we have at once that the frozen boundary is a circle, the only degree
2 algebraic curve that verifies Proposition 8.2. Moreover, this boundary condition
corresponds to an hexagonal domain in the dimer model, a particular case studied
in [CLP98] where the author gives explicit solutions. If we let the length of two
vertical edges tend to infinity, readers can easily verify that the following function
h(x, y) = 1

2πH(2x− 1, 2y − 1), where

H(x, y) =


arctan y√

1−x2−y2
− x arctan xy√

1−x2−y2
if x2 + y2 ≤ 1

π
2 (1− |x|) if x2 + y2 > 1, y > 1

2
π
2 (|x| − 1) if x2 + y2 > 1, y < 1

2
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is a particular solution of the Euler-Lagrange equation (27).

1-0.3

-0.2

-0.1

1
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0.50.5
00

Figure 17: The function h0 for this boundary condition.

We remark that this shape corresponds to a square Young diagram. We will use
this result to recover the limit shape of a random square Young tableau calculated
in [PR07].

9 Limit shape of standard Young tableaux

9.1 Limit shape of standard (skew) Young tableaux

In this section we study the limiting behavior of a random standard Young tableau
with a given asymptotic shape (which can be skew). We use the map from uniform
bead configurations and the convergence result of a random bead configuration.

More precisely, we fix an arbitrarily chosen (skew) shape of Young diagram λ,
given by two 1

2 -Lipschitz function

h(., 0), h(., 1) : [0, 1]→ R

such that h(x, 1)− h(x, 0) > 0 on ]0, 1[, and λ is given by

λ = {(x, z) : 2h(x, 0) ≤ z ≤ 2h(x, 1)}.

Without loss of generality we can suppose that h(0, 0) = h(0, 1) = 0. Readers can
compare this to (13), page 27.

For any n ∈ N∗, define λn as the normalized (skew) diagram that approximates

λ to an order of O( 1
n), and the diagram is made of boxes of edge length

√
2
n and

written under the Russian convention. We use the x− z coordinates.

Recall that Tλn is the set of standard tableaux of diagram λn. We can view a
random tableau T ∈ Tλn as a random piecewise constant function on λn.

Consider Ω as a probability space, and consider Bn = Bn(ω) be a random bead
configuration for the bead model corresponding to λn. By the map Y constructed
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in Section 3 from bead configurations to the standard Young tableaux, we define
the following random surface

τn : R2 × Ω → [0, 1],

(x, z;ω) 7→ 1(x,z)∈λn
Y(Bn(ω))(x, z)

|λn|
,

where we extend the function to the whole R2 plane and outside λn we take 0 by
default. We have the following theorem.

Theorem 9.1. For a sequence of (skew) Young diagram λn with an asymptotic shape λ,
when n → ∞, the random surfaces τn converge on any compact subset of the interior of
λ in probability and under uniform metric to a surface S supported on λ. The surface
S is explicitly determined by the unique function h0 ∈ H that maximizes Ent(.) with a
boundary condition corresponding to λ. If we define for any x ∈ [0, 1]

z−(x) = inf{z : (x, z) ∈ λ},
z+(x) = sup{z : (x, z) ∈ λ},

and for any value e ∈ [h(x, 0), h(x, 1)], define

h−1
0,x(e) = inf{y ∈ [0, 1] : h0(x, y) ≥ e},

then the surface is given by

S(x, z) =

{
h−1

0,x

(
h0(x,0)(z+(x)−z)+h0(x,1)(z−z−(x))

z+(x)−z−(x)

)
if (x, z) ∈ λ,

0 otherwise.

Proof. Consider the corresponding sequence of bead models, which by construc-
tion has an asymptotic boundary condition h∂ determined by λ. By Theorem 7.15,
the normalized height function h converges in probability to h0 under the uniform
metric.

For any such compact K in the interior of λ, there exists N(K) ∈ N∗ such that
for any n > N(K) we have K ⊂ λn. To prove that τn converges to S on K, we
define another random function ηn. Recall that yi,j = yi,j(ω) is the random vertical
coordinate of the jth bead on the ith thread (page 13). For any bead configuration
Bn with n threads, n > N(K), consider

ηn : K → [0, 1],

(x, z;ω) 7→ ybxnc,b(z−z−(x))nc(ω),

i.e., for all n we associate the box containing the point (x, z) to a value equal to
the y-coordinate of the bead corresponding to that box.

When n → ∞, the random function ηn converges in probability to S(x, z) on
K. In fact, restricted to every x, ηn(x, ., ω) viewed as a stepwise constant function
of z is roughly the inverse (which can be well defined by using inf and sup) of the
normalized height function h as a stepwise constant function of y. Meanwhile, still
restricted to x, the surface S viewed as a function of z is merely the inverse function
of h0 as a function of y, while the degenerating case (where the inversion fails) only
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happens in the frozen region of h0, and by construction this doesn’t matter. Thus
the fact that a random surface h converges to h0 implies that ηn converges to S.

Now consider the difference between τn and ηn. For any bead configuration,
conditioning to any ordering of yi,j , the difference of τn and ηn on a box i, j is just
equal to the difference of yi,j and its rank normalized by |λn|. So

sup
(x,z)∈K

|τn − ηn|(x, z) ≤ sup
k=1,2,...,|λn|

∣∣∣∣yik,jk − k

|λn|

∣∣∣∣ ,
where the right hand side converges to 0 in probability since the array (yik,jk)k=1,2,...,|λn|
is of the same law than a random ordered |λn|-dimensional array under the uniform
measure on [0, 1]. �

We remark that the random surface ηn in the proof can be viewed as the limit of
a normalized plane partition, which also gives the bead model. So the convergence
of ηn when n→∞ is nothing different from the convergence of bead configurations
in Theorem 7.15.

We call Theorem 9.1 the “surface version” convergence of a random (skew)
Young tableau. It will be interesting to recover for a general skew case the results
of [PR07] and [Ś06], which we call as the “contour curve version” convergence.

For any (skew) Young diagram λn, any standard tableau T ∈ Tλn , and for any
α ∈]0, 1[, define Yα,n(T ) as the set composed of the boxes whose entries are less
than α|λn|, i.e. a sub (skew) diagram of λn given by

Yα,n(T ) :=

{(
i

n
,
j

n

)
: T (i, j) ≤ α|λn|

}
. (34)

If we consider T as a random standard tableau, then Yα,n such defined is a random
subdiagram of λn. We have

Theorem 9.2. When n→∞, the Dirac measures of the upper boundary of Yα,n converges
to a Dirac measure on a curve determined explicitly by h0. The curve is the contour line
of height α of the surface S in Theorem 9.1.

Proof. Consider a boundary condition on D of the bead model corresponding
to λ and a line segment y = α in D. Then for any n ∈ N∗, define the following
random subdiagram of λn formed by the boxes corresponding to the beads under
the line y = α, i.e.,

Y ′α,n =

{(
i

n
,
j

n

)
: yi,j ≤ α|λn|

}
.

The upper boundary of Y ′α,n normalized by n is a 1-Lipschitz function on [0, 1].
By the same reason than in Theorem 9.1, this curve converges to a limiting curve
determined by h0.

Consider the difference of the diagrams Y ′α,n and Yα,n. If α|λn| ≤ yibα|λn|c,jbα|λn|c ,
then Y ′α,n ≤ Yα,n and if α|λn| ≥ yibα|λn|c,jbα|λn|c then Y ′α,n ≥ Yα,n. In either case,
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their difference is a random skew diagram, and the number of boxes in this diagram
is ∣∣α|λn| − yibαnc,jbαnc |λn|+O(1)

∣∣.
Thus, the area of this diagram normalized into λ is equal to the difference of α

and the bα|λn|cth biggest element in a random array uniformly taking |λn| points in
[0, 1], which converges to 0 in probability when n→∞. By the Lipshictz condition
of the upper boundary of a Young diagram under the Russian convention, the
norm sup of these upper boundaries converges to 0 in probability. Thus the Dirac
measure of the upper boundary of Yα,n converges to the same limit than that of
Y ′α,n. �

Figure 18: Contour curves of a Young tableaux for 1
6 , 1

3 , 2
3 and 5

6 .

As an example, we consider the boundary function

f(x, y) =

{
1
4 −

1
2 |x−

1
2 | if y ≤ 0,

−1
4 + 1

2 |x−
1
2 | if y > 0,

which corresponds to the shape of a random square standard Young tableau. For a
sequence of odd positive integers n, let λn be a sequence of squares n+1

2 ×
n+1

2 , so
the corresponding bead model has n threads. This is the case studied in Section 8,
where h0 is given explicitly via an existing result of [CLP98]. For any α ∈]0, 1[,
if we write the square diagram under the Russian convention and let the scale be
[0, 1]× [0, 1], define zα(x) as the limiting upper boundary of the first α proportion
of boxes. This corresponds to a level line y = α, and the difference of zα(x) and
the lower boundary of the diagram (i.e. z = |x− 1

2 |) corresponds to the number of
beads on the thread x and between y = α and y = 0. Since the total area is 1

2 , we
have that

zα(x) = 2
(
h0(x, α)− h0(x, 0)

)
+ |x− 1

2
|

=



1
π

(
arctan 1−2α√

1−(1−2x)2−(1−2α)2
− (1− 2x) arctan (1−2α)(1−2x)√

1−(1−2x)2−(1−2α)2

)
+ 1

2

if 1− (1− 2x)2 − (1− 2α)2 ≥ 0,

|x− 1
2 | if 1− (1− 2x)2 − (1− 2α)2 < 0, α < 1

2 ,

1− |x− 1
2 | if 1− (1− 2x)2 − (1− 2α)2 < 0, α > 1

2 .
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Thus we recover the result in [PR07].

0.0 0.2 0.4 0.6 0.8 1.0

0.2
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0.6
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1.0

Figure 19: Level line of a standard square tableau, for α = 0.05, 0.15 and 0.3.

9.2 Arctic curve of a uniform particle jumping process

We end this section by considering a particle jumping process encoding the stan-
dard Young tableaux, proposed in [Rom12], where the author finds an arctic curve
separating frozen regions and mixing regions. This behavior has an obvious simi-
larity to those of the bead model and dimer model, and we show that they are in
fact equivalent.

The jumping process we consider is as follows. Suppose on Z there are p parti-
cles. Every particle occupies a site of Z at time 0, which we call as the initial state,
which can be viewed as a set E0 ⊂ Z where |E0| = p. At every time t ∈ N∗, there
is exactly one particle which jumps, at it is allowed to jump one unit to its right if
that site is not occupied. We also fix a time T as well as the ending state E1 ⊂ Z,
|E1| = p. It is obvious that there exists such a jump process if and only if for any
k ∈ Z, the number of the elements of E0 that is less than k is smaller than that of
the elements of E1. Moreover, we have

T =
∑
k∈E1

k −
∑
k′∈E0

k′.

We will consider the uniform probability measure on this process, i.e. every possible
configuration has the same probability.

For every (skew) Young diagram, there exists a corresponding particle jumping
process such that every configuration of the jumping process corresponds to exactly
one standard tableau. The process is constructed as below. For any (skew) Young
diagram λ, write the diagram under the Russian convention. As in Figure 20, we
draw one line above the diagram and on below the diagram. For every northwest-
southeast going edge on the lower (resp. upper) boundary of the diagram, we
associate to it a particle right below (resp. above) it on the line.
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E1

E0

E1
t

O

Figure 20: An example of associating a Young diagram to 8 particles.

Obviously the number of particles on the line below the diagram is equal to
that on the line above the diagram, and this is equal to the number of rows of
the diagram (under the French convention). We associate the ith row (under the
French convention) to the ith particles counted from right on the line above and
below the diagram. Given any standard tableau T ∈ Tλ, let particles begin at their
positions on the line below the diagram, and at every time t, t ∈ {1, 2, ..., |λ|}, if
Ti,j = t, then the ith particle jump one step to its right, and finally it will go to
the position of the ith particle on the line above the diagram, see Figure 21 for an
illustration. It is clear that this correspondence between standard tableaux and
configurations of particle jump process is 1 to 1 and measure preserving if both are
under uniform measure.
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(a) Young tableau.
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(b) Corresponding process.

Figure 21: The process corresponding to a random tableau, 8 particles.

When the size of the diagram goes to infinity, we observe the appearance of an
arctic curve. Figure 22 gives a simulation of 40 particles.
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Figure 22: The process corresponding to a random tableau of shape Figure 20, 40 particles.

We have the following result as a generalization of Theorem 2 of [Rom12] for
more general diagrams.

Suppose that there is a shape of Young diagram λ written under the Russian
convention whose boundary is piecewise linear and the projection of every piece on
the x axis is rational. Suppose that n0 is the smallest positive integer such that
the length of every piece of boundary of λ is integer if multiplied by n0. Then we
consider a sequence of diagram λkn0 = kn0λ.

Consider the jump processes corresponding to λkn0 . Clearly, the number of par-
ticles is proportional to k and the number of jumps (equal to |λkn0 |) is proportional
to k2. To simplify the notation we let n = kn0.

Scale this process into a unit square [0, 1]× [0, 1], so the horizontal step size is
1

n−1 and the vertical step size is 1
|λn| . For any i ∈ N∗, define t−n (i) (resp. t+n (i)) be

the first (resp. last) moment that there is a particle jump from or jump into the
line x = i

n−1 . Then we have the following arctic-curve theorem for random (skew)
Young tableaux.

Proposition 9.3. The exist two functions

ϕ± : [0, 1]→ [0, 1],

such that for any ε > 0, when n→∞, the probability of the event{
max

1≤i≤n−1

∣∣∣∣ t−n (i)

|λn|
− ϕ−(

i

n− 1
)

∣∣∣∣ < ε

}
∩
{

max
1≤i≤n−1

∣∣∣∣ t+n (i)

|λn|
− ϕ+(

i

n− 1
)

∣∣∣∣ < ε

}
converges to 1.
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Proof. It suffices to note that the constructed point process is nothing else but a
discretization of a bead model: for any bead configuration with vertical coordinates
ordered as

yi1,j1 < yi2,j2 < ... < yi|λn|,j|λn| ,

then the corresponding process replaces yik,jk by k for any k ∈ {1, 2, ..., |λn|}. Since

max
k≤|λn|

∣∣∣∣yik,jk − k

|λn|

∣∣∣∣
converges to 0 in probability, the proposition is just a corollary of the corresponding
result on the bead model where there is an arctic curve in the limit that separating
frozen regions and non-frozen one(s) if the boundary condition is given by piecewise
linear functions. �
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Appendix

A Proof of Propositions 5.1 and 5.2

Fix the parameters α and γ so we can simply write Zmn,n and Z̃n (this notation is
only limited to this proof because the notation Zmn,n is already used for the parti-
tion function of lozenge tilings of Rmn,n or Tmn,n). The characteristic polynomial
is

det K̂(z, w) = a2z − (b+ cw)2/w = (α/m)2z − (eαγ/m + w)2/w. (35)

The dimer partition function Zmn,n can be written as a linear combination of 4

terms Z
(θ,τ)
mn,n [Kas63, GL99, Tes00, CR07], where θ, τ ∈ {0, 1}, and the term Z

(θ,τ)
mn,n

is defined by

Z(θ,τ)
mn,n =

∏
zn=(−1)θ,
wmn=(−1)τ

det K̂(z, w) =
∏

zn=(−1)θ,
un=(−1)τ

∏
wm=u

(
(α/m)2z − (eαγ/m + w)2/w

)
.

In the linear combination, the coefficient for every term is either 1
2 or −1

2 , where
three terms have positive signs and one has negative sign.

Taking logarithm, we have

lnZ(θτ)
mn,n =

∑
zn=(−1)θ,
un=(−1)τ

∑
wm=u

ln
(
(α/m)2z − (eαγ/m + w)2/w

)
. (36)

We rewrite (35) as

− (w − w1)(w − w2)/w, (37)

where w1 and w2 are two roots of the polynomial (35) given by

w1,2 = −1 +
α

m
(−γ ±

√
−z) + o

(
1

m

)
, (38)

which are close to −1 when m is large.

For given parameters α and γ, parity (θ, τ) ∈ {0, 1}2, and n ∈ Z, for fixed
z ∈ S1, we first calculate the sum over m. As in the dimer model, we hope to
approximate this sum by an integral. However, as we have stated, now the sum is
of order 1 so the integral (which approximates the sum divided by m) is of order
1/m. So rather than to compare the sum divided by m to the integral as usual,
we compare the sum to m times the integral. As a result, the difference between
them is something a priori not negligible and should be determined precisely.

For every (θ, τ), the term Z
(θ,τ)
mn,n is a real number, so lnZ

(θ,τ)
mn,n is either real or

purely imaginary. Since the partition function Zmn,n satisfies

Z(θ,τ)
mn,n ≤ Zmn,n ≤ 2 max

(θ,τ)
Z(θ,τ)
mn,n,
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we can just consider the case where lnZ
(θ,τ)
mn,n is real. Especially, we can just consider

it real part.

For every (θ, τ), by (36), the real part of the logarithm lnZ
(θ,τ)
mn,n can be written

as a sum over z, u and w. Consider first the sum over w, which by (37) can be
rewritten as∑

wm=u

(
Re ln(−1) + Re ln(w − w1) + Re ln(w − w2)−Re lnw

)
.

Since ln(−1) and lnw are purely imaginary, the above sum is always equal to∑
wm=u

(
Re ln(w − w1) + Re ln(w − w2)

)
. (39)

We need to compare this to the following value, which is an integral over the
unit circle S1 = {w ∈ C : |w| = 1}:

Re
(
m

∫
S1

(
ln(w − w1) + ln(w − w2)

) dw

(2πi)w

)
. (40)

We calculate the integral (40) first. Its value depends on whether the root w1

and w2 are inside or outside of the unit circle S1. If a root is inside the unit circle
S1, we denote this root by win, and by the fact that lnw is purely imaginary we
have

Re
(
m

∫
S1

ln(w − win)
dw

(2πi)w

)
= Re

(
m

∫
S1

ln
(
1− win

w

) dw

(2πi)w

)
.

Since
∣∣win
w

∣∣ < 1, we can develop ln
(
1 − win

w

)
into a power series of win

w , whose
powers in w are not bigger than −1. The contour integral of any term in this series
times dw

(2πi)w around S1 is 0, so for an root inside S1 we have

Re
(
m

∫
S1

ln(w − win)
dw

(2πi)w

)
= 0.

If a root is outside S1, denote it by wout, we have

Re
(
m

∫
S1

ln(w − wout)
dw

(2πi)w

)
= Re

(
m lnwout +m

∫
S1

ln
(
1− w

wout

) dw

(2πi)w

)
.

Again, we develop the logarithm ln
(
1− w

wout

)
into a power series of w

wout
with powers

in w bigger than 1, so the contour integral is 0.

In conclusion, if we use the indicator function 1out to tell whether a root w1,2

is outside S1, then the integral (40) is equal to

m
∑
j=1,2

Re
(
1out ln(wj)

)
. (41)

When m is large, the roots w1 and w2 are both close to −1, so whether a root
is inside or outside the unit circle mainly depends on its real part. When m→∞,
we just need to check whether Re(−αγ±α

√
−z) is positive or negative, and when
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it is negative, the root wj is outside S1, and in the logarithm of ln(wj), the only
term of order 1

m is αγ ∓ αRe
√
−z. Thus, when m→∞, (40) tends to∑

+,−

(
α(γ ∓Re

√
−z)

)
+
, (42)

where (x)+ is defined to be max{x, 0}.
Summing this term for u ∈ S1, un = (−1)τ just multiply it by n. Summing

this for z ∈ S1, zn = (−1)θ and divided by n can be approximated by an integral
over S1:

∫
S1

(∑
+,−

α
(
γ ∓Re

√
−z
)

+

) dz

(2πi)z

=

∫ 2π

0

α

2π

((
γ + cos

(
− θ/2

))
+

+
(
γ − cos

(
− θ/2

))
+

)
dθ

=

∫ 2π

0

α

π
(γ + cos(θ))+dθ =

2

π

(
αγ arccos(−γ) + α

√
1− γ2

)
, (43)

and the error term between the sum over u and z and the integral (43) is negligible.

Now we consider the difference between (39) and (40). It suffices to consider
the difference between terms of w1, and the argument for w2 is similar. We use
Euler-Maclaurin formula, and to simplify the notation we denote by f the function

f(x;w1) = ln(ei(
2πx+Argu

m
) − w1),

then our problem is reduced to estimating the real part of

m∑
k=1

f(k;w1)−
∫ m

0
f(x;w1)dx. (44)

A little remark is that here the function f(.;w1) is taken in the class C∞. Both
the sum and the integral in (44) differ from the original ones but only by imaginary
constants, which causes no effect.

Apply the Euler-Maclaurin formula to (44) to order two, then we have

m∑
k=1

f(k;w1)−
∫ m

0
f(x;w1)dx

=
1

2

(
f(m;w1)− f(0;w1)

)
+ 1/12

(
f ′(m;w1)− f ′(0;w1)

)
−
∫ m

0

1

2
f ′′(x;w1)B2(x− bxc)dx

= 1w1∈Dπi−R(w1),

where the first term is imaginary and the second term R(w1) is the remainder term
of the Euler-Maclaurin formula,

R(w1) =

∫ m

0

1

2
f ′′(x)B2(x− bxc)dx, (45)
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where B2 is the Bernoulli polynomial of order 2 and f ′′ is equal to

f ′′(x;w1) =
ei(

2πx+Argu
m

)w1(
ei(

2πx+Argu
m

) − w1

)2 (2π

m

)2

.

The remainder term R(w1) is a priori not negligible. We will split the unit
circle S1 into the following three parts and respectively consider (44) there. If we

let w = ei(
2πx+Argu

m
), then considering the following partition of S1 is equivalent to

considering a partition of x ∈ [0,m]:

SI :=

{
w ∈ S1 : |w + 1| > C1

lnm√
m

}
SII :=

{
w ∈ S1 : C1

lnm√
m

> |w + 1| > C2
lnm

m3/4

}
SIII :=

{
w ∈ S1 : |w + 1| < C2

lnm

m3/4

}
.

Here C1 is an arbitrary positive real number and C2 is a positive real number
small enough. When m is sufficiently large, on SI, f

′′ = O( 1
m(lnm)2

), so its contri-

bution in the remainder term R(w1) (an integral over SI) tends to 0 when m→∞.
On SII, f

′′ = O( 1√
m(lnm)2

). The length of SII is lnm√
m

so the terms in total is of

order
√
m lnm, so its contribution in R(w1) also tends to 0.

To calculate the difference on SIII, we approximate the sum and integral on
the arc SIII respectively by the sum and integral on a line segment passing w1

orthogonal to the x−axis whose length is of order C2
lnm
m3/4 . In fact, if w1 ∈ D, this

is a part of a chord passing w1, whose length is O
(

1√
m

)
.

Without loss of generality we suppose that m is even, let x′ = x−m/2, so near
−1 we have

ei(
2πx+Argu

m
) = −ei(

2πx′+Argu
m

) = −1− 2πx′ + Argu

m
i+

1

2

(2πx′ + Argu)2

m2
+ o

(
1

m2

)
,

where |x′| < C2m
1/4 lnm. We have

ln(−ei(
2πx′+Argu

m
) − w1)− ln(−1− 2πx′ + Argu

m
i− w1) = O

(
lnm

m3/4

)
.

This difference, if summed over {k ∈ Z, |k| < C2m
1/4 lnm} or integrated over

{|x| < C2m
1/4 lnm}, tends to zero when m→∞. Consider the sum

A−1∑
k=−A

ln(−1− 2πk + Argu

m
i− w1) =

A−1∑
k=−A

(
− lnm+ ln

(
αγ ∓ α

√
−z − (2πk + Argu)i

))
,

and the integral∫ A

−A
ln(−1− 2πx′ + Argu

m
i− w1)dx′ =

∫ A

−A

(
− lnm+ ln

(
αγ ∓ α

√
−z − (2πx′ + Argu)i

))
dx′.
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Their difference is independent of m. Let

g(x′) = ln
(
αγ ∓ α

√
−z − (2πx′ + Argu)i

)
,

and apply the Euler-Maclaurin formula to g, we get

A−1∑
k=−A

g(k)−
∫ A

−A
g(x′)dx′

=
1

2

(
g(A)− g(−A)

)
+

1

12

(
g′(A)− g′(−A)

)
− 1

2

∫ A

−A

−4π2

(αγ ∓
√
−z − (2πx′ + Argu)i)2

B(x′ − bx′c)dx′.

For A large, the first term is close to π
2 i so its real part is close to 0, and

the second term is close to 0. Considering the property of
∫

dx
(z+xi)2

, it is clear

that the third part (the remainder term of Euler Maclaurin formula) is converging.
Moreover, ∀ε > 0, there exits C(ε) ∈ N∗ such that outside [−C(ε), C(ε)], uniformly
on u and z, the remainder term is less than ε. Note that we have proved the
convergence of (44) when m → ∞, and we still need to prove that it can be
arbitrarily small when n→∞.

For any given ε, we consider the difference of the finite sum
∑C(ε)−1

k=−C(ε) g(k) and

the integral
∫ C(ε)
−C(ε) g(x′)dx′.

We calculate the sum first. Fix k ∈ Z∩ [−C(ε), C(ε)− 1], the sum of g(k) over
z : zn = 1 divided by n is approximated by

lnα+

∫
S1

ln
(
γ ∓
√
−z − 2πk + Argu

α
i
) dz

(2πi)z

within o(1) as function of n. Let s = s(k, u) = γ− 2πk+Argu
α i. We consider the sum

of those corresponding to w1 and w2,∫
S1

ln(s+
√
−z) dz

(2πi)z
+

∫
S1

ln(s−
√
−z) dz

(2πi)z
, (46)

and by taking
√
−z = Z, Z ∈ S1, ArgZ from π

2 to 3π
2 , (46) is equal to∫

S1

ln(s+ Z)
2dZ

(2πi)Z
+ C,

where C is imaginary so we don’t need to consider. By a power expansion similar
to what we used for w, we have

Re
(∫

S1

ln(s+ Z)
2dZ

(2πi)Z

)
= 2Re(1s 6∈D ln s).

We now approximate the sum over u divided by n. Again this term can be
approximated by an integral over u. Note that in fact if we glue the interval of
2πk−Argu for every k ∈ [−C(ε), C(ε)−1], this gives exactly a continuous interval
of [−2πC(ε), 2πC(ε)], and the double sum of g over u and z is equal to

2Re
(∫ 2πC(ε)

−2πC(ε)
1(γ− y

α
i)6∈D ln(γ − y

α
i)dy

)
.
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If we do the same thing for the double integral of g over u and z, this gives
exactly the same form. We see that integral over z and u makes disappear the
difference between the sum and the integral of g.

By taking ε→ 0, we have proved the proposition.
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[Ś06] Piotr Śniady. Gaussian fluctuations of characters of symmetric groups and of
Young diagrams. Probab. Theory Related Fields, 136(2):263–297, 2006.

[Tes00] Glenn Tesler. Matchings in graphs on non-orientable surfaces. J. Combin. Theory
Ser. B, 78(2):198–231, 2000.

76


	Introduction
	Presentation of the bead model
	General setting of a bead configuration
	Bead configurations as limit of lozenge tilings: a first view
	Height function
	Boundary conditions and periodic conditions
	The uniform measure of the bead model
	Bead configuration as limit of lozenge tilings: a second view

	Standard Young tableaux and bead model
	Entropy of the bead model
	Free energy and local entropy function of the bead model
	Free energy
	Surface tension, local entropy function

	Entropy-maximizing problem
	Bead model normalized into unit square
	Statement of the entropy-maximizing problem
	Proof of the existence and uniqueness of entropy-maximizer

	The variational principle
	Solutions of the entropy maximizing problem
	Limit shape of standard Young tableaux
	Limit shape of standard (skew) Young tableaux
	Arctic curve of a uniform particle jumping process

	Proof of Propositions 5.1 and 5.2

