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Abstract. The Hill cipher is considered as one of the most famous
symmetric-key encryption algorithm: based on matrix multiplication, it
has some interesting structural features which, for instance, can be ex-
ploited for teaching both cryptology and linear algebra. On the other
hand, these features have rendered it vulnerable to some kinds of attack,
such as the known-plaintext attack, and hence inapplicable in cases of
real application. Despite this weakness, it does not stop the community
proposing different upgrades for application purposes. In the present pa-
per, we show that the Hill cipher preserves an algebraic structure of a
given text and we use group action theory to study in a convenient set-
ting some consequences of this fact, which turns out to be a potentially
exploitable weakness. Indeed, our study might lead to a ciphertext-only
attack requiring only that the alphabet has a prime number of charac-
ters. The main feature of this potential attack is the fact that it is not
based on a search over all possible keys but rather over an explicit set
of texts associated with the considered ciphertext. Group action theory
guarantees that there will be, at worst, as much texts to test as keys,
implying especially a better complexity.

Keywords: Symmetric Encryption, Hill Cipher, Mathematical Analy-
sis, Cryptanalysis, Group Action Theory

1 Introduction

The Hill cipher is a relatively old polygraphic substitution cipher based on lin-
ear algebra and invented by Lester S. Hill in 1929 [1,2]. For a plaintext of M
characters composed of m blocks of n characters in an alphabet with p elements,
the Hill cipher considers each block as an element of the vector space (Zp)

n

and multiplies each block by the same n×n invertible matrix, which is actually
the secret key, to compute the whole ciphertext. As explained in the abstract,
the Hill cipher is proved to be vulnerable to cryptanalysis attacks. Because of
its linear nature, it suffers from the known-plaintext attack, i.e. attacker can
obtain one or more plaintexts and their corresponding ciphertexts, as stated in
[3]. This weakness has lead to many modifications of the original version of this



cipher to correct it [4,5,6,7,8,9]. Let us mention that some of these papers try to
modify the Hill cipher by combining what is done in AES (Advanced Encryption
Standard) [10] with an interlacing approach at each iteration [11].

We mention also that the most famous versions of the Hill cipher are probably
the two Toorani-Falahati-Hill ciphers [8,9]. These two versions have already been
applied in many applications such as Cloud Storage [12], Image Encryption in
Steganography [13], Biometric-based Authentication [14] or Software Copy Pro-
tection [15]. Nevertheless even such clever modifications, which are aimed at
being applied in real situations, may be vulnerable to attacks [16,17]: this makes
the research for a robust Hill cipher version interesting. We refer to [18] for a
recent detailed review of the existing modifications of the Hill cipher.

In order to perform ciphertext-only attacks, i.e. attacker can obtain one
or more ciphertexts, approaches based on smart combinations between linear
algebra, arithmetical and statistical arguments have been developed under the
strong assumption that “the text consists of meaningful English words” with
an alphabet having 26 letters [19,20,21,22]. Roughly speaking, these methods
consist mainly in recovering the key matrix row by row or column by column
by exploiting statistical tools together with data on frequencies of occurrence of
n-grams in the English language.

However, in the case of no restrictions on the considered language or alphabet,
“the best publicly known ciphertext-only attack on Hill cipher requires full search
over all possible secret keys”, as it is recently stated in [22]. In the case where p
is a prime number, this brute-force tests all the pn

2

matrices since the ratio of
n×n matrices that are invertible is very close to 1 in this case [23, Lemma 4.3].
Thus without considering any fast algorithm for matrix multiplication, such as
Strassen’s method [24] that would not lead to a significant improvement, the
complexity to perform a ciphertext-only attack is O(n3 × pn2

).

In view of this, we propose in the present paper to analyse an intrinsic prop-
erty of the Hill cipher, which does not seem to be treated or exploited in the
literature, to the best of our knowledge. We study also some of its consequences
which, in particular, might create a new ciphertext-only attack or might improve
existing ones. More precisely the property we focus on is the fact that the Hill
cipher preserves the linear combinations of blocks of a given text. This has strong
impacts on the set of ciphertexts (resp. plaintexts) which can be obtained from
a given plaintext (resp. ciphertext) via the Hill encryption (resp. decryption)
function, as we will show in this paper. To describe that in a explicit and rigor-
ous way, we will employ results from group action theory. Let us also emphasise
that our method requires only that the size of the alphabet is a prime number.
As mentioned above, this work might lead for instance to a new ciphertext-only
attack where the attacker would make an elegant search in the text-space to
perform a brute-force instead of in the usual key-space, because group action
theory assures that the number of plaintexts to test is smaller than the number
of keys.



2 Preliminaries

There exist two types of encryption, namely symmetric-key and asymmetric-key
encryptions. Here we will discuss exclusively about symmetric-key encryption
and we redirect you to [25] for more information on the differences between
symmetric and asymmetric-key encryptions.

2.1 Symmetric-key encryption and Hill cipher

We talk about symmetric encryption when both Alice and Bob use the same
key k to encrypt and decrypt a text. They are supposed to keep their shared
key secret. Alice encrypts her plaintext X with an encryption algorithm E which
uses the shared key k. She then obtains a ciphertext Y = E(X, k) and sends Y
to Bob. At the reception, Bob uses a decryption algorithm D and the same key
k to recover the plaintext X = D(Y, k).

Definition 1 (Symmetric-key encryption schema). A schema E : K ×
PT → CT is called a symmetric-key encryption schema, where PT is the set of
plaintexts and CT is the set of ciphertexts, if it has the property that for each
key k in the key-space K, the encryption function Ek : PT → CT, X → E(k,X)
is invertible. The inverse of Ek is called the decryption function and is noted Dk.

A security requirement for E in Def. 1 is that it should be impossible3 to
successfully execute the good decryption function Dk without owning the key
k. The Hill cipher is one example of a Symmetric-key encryption schema. The
definition of this cipher we propose here is slightly different from the original
version [1], but the schema stays the same.

Definition 2 (The Hill cipher). A plaintext string X of size M over an al-
phabet having p characters is defined as a vector of size M over Zp using an
arbitrary bijection between the elements of the alphabet and the elements of Zp.
The plaintext X is splitted into m blocs of size n such that X = X1X2 . . . Xm.
An invertible n × n matrix K over Zp, called the key-matrix, is then chosen.
Afterwards we construct a block diagonal matrix A whose main diagonal sub-
matrices are equal to K. The encryption is finally performed by considering each
Xi as a vector of (Zp)

n and by computing the ciphertext Y = Y1Y2 . . . Ym as
follows:

Y = A X (mod p) ,

which is equivalent to Yi = K×Xi (mod p), for all i ∈ {1, . . . ,m}. Thanks to the
invertible nature of K, A is invertible as well and the decryption is performed
by computing:

X = A−1 Y (mod p) .

In the case of a key K = (kij) of size 3× 3, the matrix A introduced in the
preceding definition is a 9× 9 block diagonal matrix whose blocks are given by
3 At least computationally impossible



A =



k11 k12 k13
k21 k22 k23
k31 k32 k33

 03 03

03

k11 k12 k13
k21 k22 k23
k31 k32 k33

 03

03 03

k11 k12 k13
k21 k22 k23
k31 k32 k33




Fig. 1. Value of A with n = 3

the key K; see Fig.1 for an illustration of such a matrix A. We precise that each
“03” appearing in this figure is the null matrix of size 3×3. The Hill cipher being
now defined, let us now formalise it by using the frame of Def. 1. Before that,
let us precise that, for the sake of simplicity, we choose p as a prime number
throughout the rest of the present paper. This implies in particular that the set
Zp is the field of p elements in this case. Because of the nature of the Hill cipher,
PT and CT are given by the same set (Zp)

M . Now we introduce the following
set of matrices GM,n in order to define properly the key-space K:
Definition 3. Let GM,n ⊂ GLM (Zp), where GLM (Zp) is the space of invertible
matrices of size M ×M over Zp, be the set defined as follows

A ∈ GM,n ⇐⇒ ∃K ∈ GLn(Zp) A =


K
K

. . .
K

 .

Since the sets GLn(Zp) and GM,n are clearly in bijection, we identify the key-
space K to GLn(Zp). Putting everything together, we are in position to define
the “Hill cipher map” (or “Hill cipher schema”) which will be proved to be a
group action in the following section.

Definition 4 (Hill cipher map). Let H : GM,n × (Zp)
M −→ (Zp)

M be the
map defined by

∀ (A,X) ∈ GM,n × (Zp)
M H(A,X) := AX .

2.2 Existing results on group action theory

In this short section, we state some results from group action theory which will
furnish a convenient setting in the next section to study the Hill cipher. For the
sake of clarity, we provide only the statements of the results and not their proofs,
which can be found for instance in [26, Chapter 10]. The results presented here
will be interpreted in Sec. 3 in the frame of the Hill cipher.

In the rest of the present section, the notation G will refer to a group whose
group law and identity element are respectively represented by · and e.

We start by recalling the notion of a (left) group action on a set.



Definition 5 (Group action). Let G be a group and S a set. A map ϕ :
G× S −→ S is said to be a group action of G on S if and only if it satisfies the
two following properties:

– Identity: ∀ s ∈ S ϕ(e, s) = s

– Compatibility: ∀ g, h ∈ G ∀ s ∈ S ϕ(g · h, s) = ϕ
(
g, ϕ(h, s)

)
We define now the orbit and the stabiliser of an element s ∈ S: the orbit of

s is actually the set of elements of S to which s can be sent by the elements of
G while the stabiliser of s is the set of elements of the group G which do not
make move s. Let us emphasise that an element s of S can not be sent outside
its orbit by definition.

Definition 6 (Orbit and stabiliser). Let ϕ : G× S −→ S be a group action
of a group G on a set S and let s ∈ S.

1. The orbit Orbϕ(s) of s is defined as follows:

Orbϕ(s) =
{
y ∈ S

∣∣ ∃ g ∈ G y = ϕ(g, s)
}
.

2. The stabiliser Stabϕ(s) of s is defined as follows:

Stabϕ(s) =
{
g ∈ G

∣∣ ϕ(g, s) = s
}
.

These two notions are closely related as shown in the following result:

Theorem 1. Let ϕ : G × S −→ S be a group action of a group G on a set S
and let s ∈ S. Then the orbit of s is isomorph to the quotient of the group G by
the stabiliser of s, i.e.

Orbϕ(s) ' G/Stabϕ(s) .

Roughly speaking, this theorem claims that it is sufficient to make move s
by all the elements of the group G which do not fix it to recover all the elements
of the orbit of s.

A direct consequence of the preceding result in the case of finite groups,
namely the cardinal of the group is finite, is the equality of the cardinal of the
orbit of a given element s ∈ S with the quotient of the cardinals of the group G
and of the stabiliser of s.

Corollary 1. Let ϕ : G × S −→ S be a group action of a finite group G on a
set S and let s ∈ S. Then we have∣∣Orbϕ(s)∣∣ = ∣∣G∣∣∣∣Stabϕ(s)∣∣ ,
where |Z| denotes the cardinal of a given set Z.

To conclude this subsection, we mention that an action of a group G on a
set S defines an equivalence relation on S whose equivalence classes are given
by the orbits. Since two equivalence classes are either equal or disjoint, the set
of the orbits under the action of G forms a partition of S; this is recalled in the
following result:



Theorem 2. Let ϕ : G× S −→ S be a group action of a group G on a set S.

1. Let s, t ∈ S. Then we have either Orbϕ(s) = Orbϕ(t) or Orbϕ(s)∩Orbϕ(t) =
∅.

2. Let R ⊆ S be a set of orbit representatives, in other words a subset of S which
contains exactly one element from each orbit. Then the family

{
Orbϕ(s)

}
s∈R

forms a partition of S.

An illustration of the Theo. 2 is given in Fig. 2.

Orbϕ(s1)

Orbϕ(s2)

Orbϕ(s3)

Orbϕ(s4)

Orbϕ(s5)

s1

ϕ(g, s1)

ϕ(g′ · g, s1)

S

g

g′

Fig. 2. Illustration of the partition of S created by the group action ϕ

3 Applications of group action theory to Hill cipher

As explained in the introduction, the Hill cipher preserves the linear combina-
tions of a given plaintext. We state this result in the following proposition:

Proposition 1. Let X = X1 . . . Xm ∈ (Zp)
M be a plaintext. Suppose that the

block Xi is a linear combination of q other blocks Xi1 , . . . , Xiq , i.e.

Xi =

q∑
k=1

λ
(i)
k Xik , (1)

where λ(i)k ∈ Zp. Then the i-th block of the ciphertext Y = H(A,X), with A an
element of GM,n associated with a key-matrix K ∈ GLn(Zp), satisfies

Yi =

q∑
k=1

λ
(i)
k Yik .

Proof. Since we have Yi = KXi for all i ∈ {1, . . . ,m}, it sufficient to multiply
equality (1) by K to obtain the result.



Our goal in the present section is to study some consequences of this property.
Especially, we shall exhibit an algebraic structure of the text-space (Zp)

M inher-
ited from the Hill cipher: this is actually a theoretical weakness which might be
exploited to improve some attacks. In order to structure our argument, we will
employ results from group action theory which have been recalled in Subsec. 2.2.

It is important to note that, the Hill cipher being a symmetric-key encryption,
the results presented here can be interpreted in two ways: the relation Y =
H(A,X) can describe either the encryption of the plaintext X leading to the
ciphertext Y , or the decryption of a ciphertext X leading to the plaintext Y .
For the sake of clarity, we will define an input text X that can be a plaintext
(resp. ciphertext) and the output text Y that can be a ciphertext (resp. plaintext)
if we consider an encryption (resp. decryption).

We start this section by showing that the Hill cipher map given in Def. 4 is
actually a group action. This is a direct consequence of the basic properties of
matrix multiplication.

Theorem 3. The Hill cipher map given in Def. 4 is a group action.

Proof. First of all, it is easy to show that the set GM,n is actually a subgroup
of GLM (Zp), so it is itself a group. Now let us prove that the map H : GM,n ×
(Zp)

M −→ (Zp)
M satisfies the two points of Def. 5:

– Identity. This point is clear since:

∀X ∈ (Zp)
M H(IM , X) = IMX = X ,

where IM is the identity matrix of GLM (Zp).
– Compatibility. Let A,B ∈ GM,n and X ∈ (Zp)

M . Then, by the associativity
of matrix multiplication, we have

H(AB,X) = (AB)X = A(BX) = H
(
A,H(B,X)

)
.

The proof is now complete. ut

Thanks to the preceding theorem, we are in position to apply Theo. 2 and
Cor. 1 to the Hill cipher map H. As a first result, the text-space is split into
orbits which are stable under the Hill cipher map; in other words, if we choose
an input text and we apply the Hill cipher map to it, then the resulting output
text is again in the orbit of the input text. The second result we provide gives a
theoretical formula for the number of elements of a given orbit.

Corollary 2. 1. Let X,X ′ ∈ (Zp)
M . Then we have either OrbH(X) = OrbH(X

′)
or OrbH(X) ∩OrbH(X ′) = ∅.

2. Let X ⊆ (Zp)
M be a set of orbit representatives, in other words a subset

of texts which contains exactly one text from each orbit. Then the family{
OrbH(X)

}
X∈X forms a partition of (Zp)

M .
3. For all X ∈ (Zp)

M , we have

∣∣OrbH(X)
∣∣ = ∣∣GLn(Zp)

∣∣∣∣StabH(X)
∣∣ .



Proof. Simple application of Theo. 2 and Cor. 1. ut
What is important to notice here is that a given input text will stay in its

orbit after being encrypted (resp. decrypted) by the Hill cipher: it can not be
sent to any element of the text-space, as illustrated in Fig. 2 in an abstract
setting.

According to Cor. 2, the number of elements of an orbit given by an input text
X depends on the cardinal of the stabiliser of X. In the following proposition, we
describe explicitly the stabiliser of any input text X by exploiting the property
that the Hill cipher preserves linear combinations (see Prop. 1); in particular,
this will permit to derive the cardinal of the orbit of X in Cor. 3.

In favour of readability, we divide the statement of the following proposition
into two cases: the case of n linearly independent blocks in the input text and
the case of q linearly independent blocks, where 1 6 q < n. In the first case, the
existence of n linearly independent blocks implies that the only matrix in GM,n

which does not change the input text is the identity matrix. In the second case,
a matrix in the stabiliser of the input text is defined through the key-matrix K
which have to be equal to the identity on the subspace generated by the q linearly
independent blocks but which may be equal to anything on the complement of
this subspace. Finally let us mention that we do not treat the case of the input
text given by 0(Zp)M since any matrix belonging to GM,n is in its stabiliser.

Proposition 2. Let X = X1 . . . Xm ∈ (Zp)
M \

{
0(Zp)M

}
.

1. Suppose that there exist i1, . . . , in ∈ {1, . . . ,m} such that Xi1 , . . . , Xin are
linearly independent. Then we have

StabH(X) = {IM} .
2. Suppose that there exist q ∈ {1, . . . , n − 1} and i1, . . . , iq ∈ {1, . . . ,m} such

that Xi1 , . . . , Xiq are linearly independent and, for each i /∈ {i1, . . . , iq}, Xi

is a linear combination of Xi1 , . . . , Xiq . Then we have

A ∈ StabH(X) ⇐⇒ A =


PK̃P−1

PK̃P−1

. . .
PK̃P−1

 ,

with
– P =

(
Xi1

∣∣ . . . ∣∣Xiq

∣∣Vq+1

∣∣ . . . ∣∣Vn) where Vq+1, . . . , Vn are vectors of (Zp)
n

such that
{
Xi1 , . . . , Xiq , Vq+1, . . . , Vn

}
is a basis of (Zp)

n;
– K̃ ∈ GLn(Zp) is of the form

1 0 . . . 0 k̃1,q+1 . . . k̃1,n

0 1
. . . 0 k̃2,q+1 . . . k̃2,n

...
. . . . . .

...
...

...
0 . . . 0 1 k̃q,q+1 . . . k̃q,n
0 . . . . . . 0 k̃q+1,q+1 . . . k̃q+1,n

...
...

...
...

0 . . . . . . 0 k̃n,q+1 . . . k̃n,n


. (2)



Proof. Choose X = X1 . . . Xm ∈ (Zp)
M \

{
0(Zp)M

}
.

1. Suppose thatXi1 , . . . , Xin are linearly independent, where i1, . . . , in ∈ {1, . . . ,m}.
⊇ This point is clear since IMX = X.
⊆ Let A be an element of StabH(X); in particular, A belongs to GM,n and

hence

AX = X ⇐⇒ ∀ i ∈ {1, . . . ,m} KXi = Xi ,

where K ∈ GLn(Zp) is the key-matrix. Since the vectors Xi1 , . . . , Xin

are linearly independent, the family {Xi1 , . . . , Xin} is a basis of (Zp)
n.

Hence the linear application associated with the matrix K is equal to
the application identity on a basis of (Zp)

n. Therefore we have K = IM ,
implying finally A = IM .

2. Assume that Xi1 , . . . , Xiq are linearly independent, where 1 6 q < n and
i1, . . . , iq ∈ {1, . . . ,m}, and that

∀ i /∈ {i1, . . . , iq} ∃λ(i)1 , . . . , λ(i)q ∈ Zp Xi =

q∑
k=1

λ
(i)
k Xik .

Now choose Vq+1, . . . , Vn ∈ (Zp)
n such that the family

{
Xi1 , . . . , Xiq , Vq+1, . . . , Vn

}
is a basis of (Zp)

n; let us mention that such vectors exist according to the
incomplete basis theorem [27, Proposition 3.15]. Hence the matrix P defined
in the statement of Prop. 2 is invertible and satisfies for all k ∈ {1, . . . , q},

PEk = Xik ⇐⇒ P−1Xik = Ek , (3)

where Ek is the k-th vector of the canonical basis of (Zp)
n. Furthermore,

for a given matrix K̃ of the form (2), the following relation is true for each
k ∈ {1, . . . , q},

PK̃P−1Xik = PK̃Ek = PEk = Xik . (4)
Then we deduce that, for all i /∈ {i1, . . . , iq},

PK̃P−1Xi = PK̃P−1

(
q∑

k=1

λ
(i)
k Xik

)
=

q∑
k=1

λ
(i)
k PK̃P−1Xik =

q∑
k=1

λ
(i)
k Xik = Xi .

(5)
We are now in position to prove the equivalence stated in Prop. 2.2.
⇐ If a matrix A ∈ GM,n is given by

A =


PK̃P−1

PK̃P−1

. . .
PK̃P−1

 ,

where K̃ is an invertible matrix of the form (2), then A satisfies

AX =


PK̃P−1

PK̃P−1

. . .
PK̃P−1



X1

X2

...
Xm

 =


X1

X2

...
Xm

 = X ,



according to the relations (4) and (5). This proves that A ∈ StabH(X).
⇒ Let A ∈ GM,n be an element of the stabiliser of X. It follows

∀ k ∈ {1, . . . , q} KXik = Xik ,

where K ∈ GLn(Zp) is the key-matrix. Hence, by using relation (3), we
obtain

∀ k ∈ {1, . . . , q} P−1KPEk = Ek .

We observe then that the matrix K̃ := P−1KP is of the form (2) and is
invertible since K ∈ GLn(Zp). This finally proves that

A =


PK̃P−1

PK̃P−1

. . .
PK̃P−1

 .

ut

As a consequence of the preceding result, we are able to give the cardinal of
the orbit of any input text, i.e. the number of texts which can be attained from
this input. We note that this cardinal depends actually only on the number of
linearly independent blocks of the input text according to Prop. 2.

The proof of the following corollary consists in a combination of the preceding
result, which permits to determine the cardinal of the stabiliser of a given input
text, with Cor. 2.

Corollary 3. Let X = X1 . . . Xm ∈ (Zp)
M \

{
0(Zp)M

}
.

1. Suppose that there exist i1, . . . , in ∈ {1, . . . , n} such that Xi1 , . . . , Xin are
linearly independent. Then we have

∣∣OrbH(X)
∣∣ = n−1∏

k=0

(
pn − pk

)
.

2. Suppose that there exist q ∈ {1, . . . , n − 1} and i1, . . . , iq ∈ {1, . . . ,m} such
that Xi1 , . . . , Xiq are linearly independent and, for each i /∈ {i1, . . . , iq}, Xi

is a linear combination of Xi1 , . . . , Xiq . Then we have

∣∣OrbH(X)
∣∣ = q−1∏

k=0

(
pn − pk

)
.

Proof. First of all, let us recall that the cardinal of GLn(Zp) is given by

∣∣GLn(Zp)
∣∣ = n−1∏

k=0

(
pn − pk

)
.



1. According to Prop. 2.1, we have in the present case

StabH(X) = {IM} .

Hence
∣∣StabH(X)

∣∣ = 1 and, by employing Cor. 2.2, we obtain

∣∣OrbH(X)
∣∣ = ∣∣GLn(Zp)

∣∣∣∣StabH(X)
∣∣ =

n−1∏
k=0

(
pn − pk

)
1

=

n−1∏
k=0

(
pn − pk

)
.

2. As above, we determine first the cardinal of StabH(X) in the present case,
which is actually equal to the number of invertible matrices of the form (2),
namely 

1 0 . . . 0 k̃1,q+1 . . . k̃1,n

0 1
. . . 0 k̃2,q+1 . . . k̃2,n

...
. . . . . .

...
...

...
0 . . . 0 1 k̃q,q+1 . . . k̃q,n
0 . . . . . . 0 k̃q+1,q+1 . . . k̃q+1,n

...
...

...
...

0 . . . . . . 0 k̃n,q+1 . . . k̃n,n


=

 Iq K̃1,2

0 K̃2,2

 .

Such a matrix being invertible, the sub-matrix K̃2,2 is invertible as well;
hence we have

n−q−1∏
k=0

(
pn−q − pk

)
choices for the sub-matrix K̃2,2. Once this sub-matrix is fixed, it remains
to choose K̃1,2, which does not have any restriction: thus there are pq(n−q)

choices for the sub-matrix K̃1,2. Consequently, we obtain

∣∣StabH(X)
∣∣ = pq(n−q)

n−q−1∏
k=0

(
pn−q − pk

)
=

n−q−1∏
k=0

(
pn − pk+q

)
.

Finally, by using Cor. 2.2, it follows

∣∣OrbH(X)
∣∣ =

n−1∏
k=0

(
pn − pk

)
n−q−1∏
k=0

(
pn − pk+q

) =

n−1∏
k=0

(
pn − pk

)
n−1∏
k=q

(
pn − pk

) =

q−1∏
k=0

(
pn − pk

)
.

ut



The preceding corollary shows that the number of elements of an orbit given
by an input text is always smaller than the number of elements in the key-space
GLn(Zp). Theoretically this means that if we consider an oracle able to answer
in O(1) whether a matrix is the key or whether a text is the corresponding
plaintext of the considered ciphertext, then performing an exhaustive search on
the key-space would be in O

(∏n−1
k=0(p

n − pk)
)
whereas performing an exhaustive

search on the text-space would be in O
(∏q−1

k=0(p
n − pk)

)
with q ≤ n (q being

the number of linearly independent blocks in the ciphertext).
In the last result of this paper, we provide an explicit description of the orbit

of a given input text which might help to improve some attacks. To do so, we use
once again the fact the Hill cipher preserves linear combinations; see Prop. 1.

Let us mention that we use Cor. 3 to prove the following theorem. Nev-
ertheless it seems to be possible to prove this theorem without employing the
preceding results and group action theory. We emphasize that we have chosen
to study the Hill cipher via group action theory to obtain a convenient setting
which makes clear the effects of this cipher on texts. We hope that our approach
may be exploited for educational purposes.

As previously, we distinguish two cases for the sake of readability and we do
not treat the case of the input text given by 0(Zp)M since its orbit is equal to the
singleton {0(Zp)M }.

Theorem 4. Let X = X1 . . . Xm ∈ (Zp)
M \

{
0(Zp)M

}
.

1. Suppose that there exist i1, . . . , in ∈ {1, . . . ,m} such that Xi1 , . . . , Xin are
linearly independent; in particular, we have

∀ i /∈ {i1, . . . , in} ∃λ(i)1 , . . . , λ(i)n ∈ Zp Xi =

n∑
k=1

λ
(i)
k Xik .

Then Y = Y1 . . . Ym ∈ (Zp)
M belongs to OrbH(X) if and only if Yi1 , . . . , Yin

are linearly independent and

∀ i /∈ {i1, . . . , in} Yi =

n∑
k=1

λ
(i)
k Yik .

2. Suppose that there exist 1 6 q < n and i1, . . . , iq ∈ {1, . . . ,m} such that
Xi1 , . . . , Xiq are linearly independent and

∀ i /∈ {i1, . . . , iq} ∃λ(i)1 , . . . , λ(i)q ∈ Zp Xi =

q∑
k=1

λ
(i)
k Xik .

Then Y = Y1 . . . Ym ∈ (Zp)
M belongs to OrbH(X) if and only if Yi1 , . . . , Yiq

are linearly independent and

∀ i /∈ {i1, . . . , iq} Yi =

q∑
k=1

λ
(i)
k Yik .



Proof. Choose X = X1 . . . Xm ∈ (Zp)
M \

{
0(Zp)M

}
and suppose that there

exist 1 6 q 6 n and i1, . . . , iq ∈ {1, . . . ,m} such that Xi1 , . . . , Xiq are linearly
independent and

∀ i /∈ {i1, . . . , iq} ∃λ(i)1 , . . . , λ(i)q ∈ Zp Xi =

q∑
k=1

λ
(i)
k Xik .

For the sake of readability, we define the set

Eq(X) :=

Y = Y1 . . . Ym ∈ (Zp)
M

∣∣∣∣∣∣∣

Yi1 , . . . , Yiq are linearly independent

∀ i /∈ {i1, . . . , iq} Yi =

q∑
k=1

λ
(i)
k Yik

 .

1. This point is equivalent to OrbH(X) = En(X). To show this equality, we
prove an inclusion and the equality between the two cardinals.
⊆ Let Y = Y1 . . . Ym ∈ (Zp)

M be an element of OrbH(X). Then, by defini-
tion, there exists A ∈ GM,n such that

Y = AX ⇐⇒ ∀ i ∈ {1, . . . ,m} Yi = KXi ,

where K is the key-matrix. As an immediate consequence of the linear
independence of Xi1 , . . . , Xin , the vectors Yi1 , . . . , Yin are linearly inde-
pendent, and by Prop. 1, we have

∀ i /∈ {i1, . . . , in} Yi =

n∑
k=1

λ
(i)
k Yik .

This shows that OrbH(X) is included in En(X).
= We remark that the cardinal of the set En(X) is actually equal to the

number of linearly independent families of n vectors belonging to (Zp)
n,

that is to say the number of matrices in GLn(Zp). Hence

∣∣En(X)
∣∣ = ∣∣GLn(Zp)

∣∣ = n−1∏
k=0

(
pn − pk

)
.

And according to Cor. 3.1, we have

∣∣OrbH(X)
∣∣ = n−1∏

k=0

(
pn − pk

)
,

showing that
∣∣OrbH(X)

∣∣ = ∣∣En(X)
∣∣ and so OrbH(X) = En(X).

2. In the present case, we prove OrbH(X) = Eq(X), with 1 6 q < n. To do so,
we proceed as previously.
⊆ It is sufficient to follow the same arguments as those employed in the

preceding point.



= The cardinal of the set Eq(X) is given by the number of linearly inde-
pendent families of q vectors belonging to (Zp)

n: this number is equal
to

q−1∏
k=0

(
pn − pk

)
.

We employ then Cor. 3.2 to show that OrbH(X) and Eq(X) have the
same cardinal, proving that OrbH(X) = Eq(X).

ut

4 Conclusion

In this paper, we exhibit the property that the Hill cipher preserves linear com-
binations of blocks in a text, implying a potential weakness. We employ the
convenient framework of group action theory to study the consequences of this
weakness, such a work being eventually exploitable for educational purposes.

Thanks to the partition of the text-space caused by the Hill cipher, we show
that the set of accessible output texts (orbit) of a given input text has at worst
the same size as the one of all invertible matrices. We show also that, for a given
text, there exists a set of matrices that make the text unchanged (stabiliser) via
the Hill cipher. Consequently, in certain cases, there are redundant computations
when one performs an exhaustive search in the key-space.

To finish, let us talk briefly about the outlook. To remove the only condition
that we need in our study, we would like to generalise our approach to an alphabet
whose size is not necessarily a prime number, similarly to what was done for the
key-space in [23]. Moreover, it could be interesting to use our knowledge of the
orbits to improve the security of the Hill cipher. For instance, one may think that
making permutations in the key-matrix would create a new partition of the text-
space whose orbits would be bigger than the original ones. On the other hand,
we hope that our results might improve some existing attacks, even lead to a
ciphertext-only attack performing an elegant search of the orbit of a ciphertext.
Finally a last idea would be to adapt our approach to the latest modified versions
of the Hill cipher, such as the two Toorani-Falahati-Hill ciphers [8,9], to bring
better understanding of these versions, even some improvements.
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