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Riccati observers for velocity-aided attitude estimationof accelerated
vehicles using coupled velocity measurements

Minh-Duc Hua, Tarek Hamel, Claude Samson

Abstract— Motivated by drone autonomous navigation appli- these derived in [7] and [9] in the simpler case of complete
cations we address a novel problem of velocity-aided attile  |inear velocity measurements in a single frame.
estimation by combining two linear velocity components mea  The gesign of the observers proposed in this paper are
sured in a body-fixed frame and a linear velocity component daoted f t det inistic Riccati ob desi
measured in an inertial frame with the measurements of an adaptedirom a recen elerministic . iccau o server. SIg
Inertial Measurement Unit (IMU). The main contributions of ~ framework [6] that relies on the solutions to the Continuous
the present paper are the design of Riccati nonlinear obseers, Riccati Equation (CRE) and encompasses EKF solutions.
which may be viewed as deterministic versions of an Extended Accordingly, good conditioning of the solutions to the CRE
Kalman filter (EKF), and an analysis of observability conditions and, subsequently, exponential stability of the obtainied o

under which local exponential stability of the observer is | diti alinif b bilitvwh
achieved. Reported simulation results further indicate ttat the ~ S€'VErs rély on condiions ainiform observabilitywhose

observers’ domain of convergence is large. satisfaction calls for a specific analysis. Since only local
stability is demonstrated simulation results are usefuddb
. INTRODUCTION complementary indications about the performance and the

size of the basin of attraction of these observers.

The development of reliable attitude (i.e. orientatiort}-es  The paper is organised as follows. Notation, system equa-
mators is a key requirement for efficient automatic contfol ations, and the measurements involved in the observer design
drones. Most existing attitude observers exploit the measu are specified in Section II. In the same section some basic
ments of an IMU under the assumption of weak acceleratiorfgfinitions and conditions about system observability are
of the vehicle to justify the direct use of accelerometefecalled, together with elements of the deterministic Riicc
measurements for the estimation of the gravity directiopbserver design framework proposed in [6]. In Section III
in a body-fixed frame [2], [8], [11], [14]. The violation the observers expressions are specified, and an analysis of
of this assumption, when the vehicle undergoes sustainggdsociated observability conditions is carried out in Bact
accelerations, jeopardizes the accuracy of the attitude @¥. Simulation results illustrating the performance of the
timate (cf. [7]). To overcome this problem velocity-aidedobservers and showing that their domain of convergence can
attitude observers have been developed in the literature By large are reported in Section V. A short concluding sactio
fusing IMU measurements with the vehicle’s linear velocityfollows.
measurements done either in an inertial frame [5], [7], [10] I
[13], [16] or in a body-fixed frame [1], [3], [9], [18]. The )
present paper addresses a new problem of velocity-aidéd Notation
attitude estimation where the vehicle’s linear velocity i® {e1.e2,e3} denotes the canonical basis Bf and [-]«
measured partly in a body-fixed frame and partly in aglenotes the skew-symmetric matrix associated with thescros
inertial frame. A motivating application of this work is product, i.e.[u]xv = u x v, Vu,v € R?. The identity matrix
related to quadrotor UAV navigation in situations wheredf R"*" is denoted ad,, andm, £ Iy — 2z, Vo € §?
linear velocity’s components along two body axes orthogonéthe unit 2-sphere), is the projection operator onto thagla
to the thrust direction and expressed in a body-fixed fram@sthogonal toz. Note thatr, = —([z]3, Vo € S%.
can be derived from accelerometer measurements combined{Z} = {0; 7o, 7o, ko} denotes an inertial frame at-
with an aerodynamic linear drag model [12], [15] and wherg¢ached to the earth, typically chosen as the north-eastidow
the linear velocity’s vertical component expressed in aframe, and{B} = {G;?,?,?} is a body-fixed frame
inertial frame can be obtained from barometer measuremenighose origin is the vehicle’s center of maSs
The important nonlinearities resulting from the use of suck The vehicle’s attitude is represented by a rotation matrix
measurements render the design of an attitude observere SO(3) of the frame{B} relative to {Z}. The column
significantly more complex than when all the linear velosity vectors of R correspond to the vectors of coordinates of
components are measured in a single frame, either inert'ra%77>7f> expressed in the basis ¢f}. The element at the
or body-fixed. They also exclude the possibility of provingntersection of the" row and;*" column of R is denoted
semi-global, or almost-global, stability results similar asR; ;, with 4,5 € {1,2,3}.

e V c R?® and) € R? are the vectors of coordinates of
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. . . . 3
C. Samson is with INRIA and 13S UCA-CNRS, Sophia Antipolisaiice, 1 N€ linear velocity expressed '} is denoted a® € R
claude.samson@Qinria. fr, csamson@i3s.unice. fr. so thatv = RV.

. PRELIMINARY MATERIAL



B. System equations and measurements with ®(¢, s) the transition matrix associated with(¢), i.e.
The vehicle's attitude satisfies the differential equation SUCh that ®(t,s) = A(t)@(t, s) with ®(t,t) = I,..
R = R[Q)] (1) W(t,t+0) is called the observability Gramian of System (3).
hen (4) is satisfied one also says that the paitt), C(t))
1 uniformly observable. The following useful condition,

eé’f‘érived in [17], points out a sufficient condition for unifor
gbservability.

We assume that the vehicle is equipped with an IM
consisting of a 3-axis gyrometer that measures the angu
velocity ©2 € R? and of a 3-axis accelerometer that measur
the specific acceleratiom; € R3, expressed i{B}. Using
the flat non-rotating Earth assumption, we have [3] Lemma 2 (see [17]) If there exists a matrix-valued function
V=—[0)V +as+gR es (2) M(:) of dimensiorn(p xn) (p > 1) composed of row vectors
No(-), Ni(+), ---, such that for some positive numbers

h is th it tant. A 3-axi tomet i
whereg is the gravity constant. -axis magnetometer i i andVve > 0

also integrated in many IMUs to measure of the normalized
Earth’s magnetic field vector expressed{if}. Let mz =

[m1, ma,m3]" € S? denote the known normalised Earth's
magnetic field vector expressed{f}. The vectorsnz and

es are usually assumed to be non-collinear so fhatan be ° '~
estimated from the observation (measurements) in the boo‘y-t'on ()
fixed frame of the gravity vector and of the Earth’s magneti

i _ pT
field vector. The magnetometer thus meastmgs= R my. observable but not instantaneously observable. Instanta-

We further assume that the vehicle is equipped with SensofY. s observability of Systef8) does not either imply

devices that provide measurements of the two first com-_. . . :
. . uniform observability. For instance, the matriX involved
ponents ofV and the third component of, i.e., Vi, V5

. L o in Lemma 2 may be always of full rank with the determinant
and vs. A possible combination of sensors providing suc

) ; f M T M converging to zero (while remaining positive) and
measurements in the case of a flying drone was evoked in ging ( gp )

the introduction. T . that th il uch that condition(5) is not satisfied. However, if there
e introduction. To summarize, we assume that the availa xistsji > 0 such thatM T ()M () > pl,, V¢ > 0 then
measurements arg, andV; (that may be provided by an . . :
. the system is both instantaneously observable and uniformi
onboard accelerometer)s (that may be provided by an observable
onboard barometer), and (that is provided by an onboard '
magnetometer).

t+6
% /t : M7 (s)M(s)ds > jil,, ®)

then the observability Gramian of Systé¢B8) satisfies con-

Remark 1 Itis noticeable that Systef8) can be uniformly

D. Recalls of a Riccati observer design framework

The proposed observer design is adapted from the deter-
The following definitions and conditions are classical anahinistic observer design framework reported in [6]. Coesid
just recalled here for the sake of completeness. Considetttge nonlinear system

C. Recalls of observability definitions and conditions

linear time-varying (LTV) system i — Az, )+
r = A(r1,t)r +u
{ &= A(t)xr + B(t)u 3) { y =Clx,t)x ©)
y =C(t)x

. with z = [z{ ,24]", 21 € B} (the closed unit ball ifR™),
with z € R™ the system state vectos, € R* the system , . gn y € R™, A(z1,t) a continuous matrix-valued
input vector, andy € R™ the system output vector. function uniformly bounded w.r.t.and uniformly continuous
Definition 1 (instantaneous observability) Systé®) is in-  w.r.t. z; of the form
stantaneously observable¥f, x(¢) can be calculated from A 1(t) 0
the in ime-derivati Axy,t) = ’

put u(t), the outputy(t), and the time-derivatives Agi(z1,t)  Aga(t)

(1), y®(0).k €N. and C(x,t) a continuous matrix-valued function uniformly
Lemma 1 (see [4]) Define the observation spacetas the bounded w.r.tt and uniformly continuous w.r.t:. Apply the
space generated by input

No(t) u=—k(t)PCTQy ()

2o [ Ni(t
o(t) = 1_( ) with 0.5 < k(t) < ke < oo @andP € R2"%2n g symmetric

positive definite matrix solution to the following CRE

with Ny = C, N, = N,_1A + Nig_1,k = 1,---. Then, P = AP—FPAT —PCTQ(t)CP—FS(t) (8)
Systen(3) is instantaneously observableriink(Q) = n.

with P(0) € R?"*2" a symmetric positive definite ma-
trix, Q(t) € R™*™ bounded continuous symmetric posi-
tive semidefinite, and5(t) € R?>"*2" bounded continuous
symmetric positive definite. Then, from Theorem 3.1 and
Corollary 3.2 in [6],2 = 0 is locally exponentially stable

Definition 2 (uniform observability) Syste(3) is uniformly
observable if there exists > 0, x> 0 such thatvt > 0

1 [t+s
W(t,t+06) = 5/ " (t,5)C T (5)C(s)D(t,8)ds (4)



whenQ(t) andS(t) are both larger than some positive matrixThen, in view of the dynamics ok and R in (11) and (12)

and the pair(A*(t), C*(t)), with one verifies (see also [6]) that the time-variations\o&nd
A1) 2 A0,1), C*(1) 2 C(0,1) ) A satisfy the following equations
is uniformly observable. A= Rog + O(|\||or|)

Ill. OBSERVER DESIGN A= _[Q]X/_\ +or+ O(|Q||5‘|2) + O(|5\||C’R|)

Let iR € SO(3) andV € R? denote the estimates gt As for the dynamics oft’ one obtains, depending on the
andV, respectively. The proposed observers are of the forRframetrization or A used for the attitude error

V= —[QV + gR[es] A+ ov + O(AP)
(10) V = —[Q]«V + g[RTes]x A+ ov + O(JA?)
Concerning the measurement @f, in combination with

whereor, oy € R3 are innovation terms specified thereafterthe use of\, one has
Defining the observer errors vs —e3 RV = ed RV —ed RV

R=R[Q - orlx
V= _[Q]XV+GB+QRT€3 — oy

R2RR", RER'R VAV -V =ey (R—B)R(V +V)+ej RV

_ T1DHY 3 T DY NIRY, 312
then the observer's objective is the exponential stabdity = —e3 [RV]xA+e3 RV + O(A|IV]) + O([V[|IA[%)
(R,V) = (I3,0) or (R,V) = (I3,0). These two possibilities and, in combination with the use of
are studied next. T A7) T A/ B 5o T A7

- : —es RV =es RIR—I3)(V+V RV
_From (1), (2) and (10), one verifies that the dynamics of U T 63_ ( - ?i)( N - ) j— “ <
(R,V) satisfy = —e3 R[V]x A+ e3 RV + O(]A[V]) + O([V[[A]%)

As for the measurement ofz one obtains respectively

(11) leg —mz = (RT - I3)mz = [mz]x;\ + O(|/~\|2)

{fz: R[Ror]«
leg —mz = R(RT — I3)RT’ITLZ = [mz]XRE\ + O(|5\|2)

V=—[QV+gR"(RT - I3)es + ov
while the dynamics of the errdi, V') are Note that one may also use the approximaifons x mz ~

{ R— RO — [ — or|«R Tm, A When using the parametrizatiorfor the attitude error.
- X X

(12) In view of the previous relations, by setting the system

. . . ~output vector equal to
The next step consists in working out first order approxima-

‘7 = —[Q]XV + g(RT — Ig)RTeg + oy

tions of the error systems (11) and (12) complemented with “;1 “;1

first order approximations of the measurement equatiores. Th y= P2 (13)
application to these approximations of the Riccati observe U3 €3 RV

design framework reported in [6] (see Section 1I-D) will the Rmp —mz

provide us with the equations of the proposed observers. 0ne obtains LTV first order approximations in the form (6)
For this application we need to make the following techWith - R
nical (but non-restrictive) assumption. = [é} CE =N =V, u= [RO’R] 7
ov
Assumption 1 The vehicle’s velocities(t) and Q(¢) are 0 T
bounded in norm by some positive numbefs, and 4z, O Ous 0“3 elT (14)
i.e. [v(t)| < vmae and Q)] < Qnaw- A=| 2% x } C= %3 2,
o= = AR W
First order approximations of the attitude error equation§ [mz]x O3x3
are derived by .consiQering (local) minima! parametrizagio | han using the parametrization and
of the three-dimensional group of rotatior)(3). The b
. . . N o OR
parametrizations here chosen are the vector paftesp. r = [f/} , 1=\ 20=V, u= [0 } ,
) 14

q) of the Rodrigues unit quaternio® = (go,q) (resp. .

Q = (4o, 7)) assogiatedNWitH? (re_sp.R). Rodrigues formula O1x3 €1T (15)
relating Q (resp.Q) to R (reps.R) are A { —[Q]x  Osx3 } oo QIAXBA e

R = Iy + 2[d)x (do]s + [d]x) glRTeslx (A1) " | —es BIV]« e5 R

R =I5+ 2[q)x (G013 + [q] ) [mz]x R O3xs

From these relations, and using also the fact that= When using the parametrization

++/T = [g]? by definition of a unit quaternion, one deduces From there the observer associated with either one of the
attitude error parametrizations is given by (10) with and

R=1I3+[Nx +O(]A%), with A £ 27 oy determined from the inpui calculated according to (7)
R=1I3+[Nx +O(\?), with A= 2g and (8).



IV. OBSERVABILITY ANALYSIS

According to [6, Corollary 3.2], good conditioning of
the solutionsP(¢) to the CREs and exponential stability

of the previously derived observers rely on the uniform

observability of the pai(A*(¢), C*(t)) obtained by setting
x = 0 in the expressions of the matricelsand C' derived
previously.

In view of (14) one has

0
. O3x3 O3x3 . > A
A= 1 > =1 |—€f ]«
gR lealx —[82 [mz]x  O3x3
when using\ and, in view of (15)
0
A =[x O3x3 o l 2 R A
- 9 - —€q |V
gl eslx — [ [ﬂ?bz[]i% O3x3

when using\.

, Dix Dig| a 447 i
Define D = ’ = MM, with M =
{DQ,l Dz,z}
c* e e .
[C*A*—i-C'* . From Lemma 2 the pai(A*,C*) is uni-

formly observable i36 > 0, 1 > 0 such that

1 t+46
g/t D(s)ds > ulg, Yt >0 (16)
Straightforward calculations yield
D1 =Ty —i—927re3 — 92(63 x Res)(es x Re3)T
+ (e3 x v)(ez x v) " + (e3 x 0)(ez x D) " a7

Do = DQT,1 = [v]xege;)FR + gles]x Rme, [Q]
Doy =ATA —[Q e, [

in the case of the\ parametrization, and

Dy = RT (sz + ¢°Te;, — g%(e3 x Res)(es x Res)"
+ (e3 x v)(e3 x v) " + (e3 x ) (e3 x ) " )R
Diy = Dg; = R ([v]xeseg R+ gles]x Rme,[2]x)

Dao=ATA = [Q e, [«
B (18)
in the case of the\ parametrization. The determination of
more explicit conditions whose satisfaction ensures unifo

which, by simple computations, is also equivalentigy €
R3 andVt >0

2
Imz x|+ g%|[Res]x [es] x|

+ ((esx v)T:Z:)Q—i- ((e3x 1'))Ta:)2

o+ + (RTes)Ty)" + [lealc[y[* (20)
+29(R " [Res]x [es]xx) " ([es]x [ xy)
+2((vxes) ') (RTes)Ty) > (e + |yf)
Lemma 3 Assume that
3p >0 st. [Rss(t)]>p, V>0 (21)

Then, condition(19) is satisfied in the following cases:
1) Motion along the vertical direction, i.ex(t) x e3 = 0;
2) Pure translation, i.e€(t) = 0;

3) Slow motion such that,, .. Qma: < ﬁ, With 02
and ,,.. standing for the bounds af and 2 defined
in Assumption 1.

(Proof in Appendix A).

Some comments about condition (21) are in order. This
condition indicates that the gravity direction expressed i
the body-fixed frame{B}, i.e. R"e3, never crosses the
plane spanned by; ande, or approaches it asymptotically.
For instance, ifvt : R(t)Tes € span(ei,e2) then both
observability conditions (16) and (19) are not satisfieadsin
in that case the last row and last column of (given by
(17)) are equal to zero. However, this very particular situe
of non observability is not supposed to occur in the case
of quadrotor UAV navigation. NowR " e3 may temporarily
cross the planepan(e1, e2) thus leading to the violation of
condition (21) as well as of the instantaneous observgbilit
condition (19). But the condition (16) of uniform observabi
ity may still be satisfied in this case.

Lemma 4 Assume that
1 t+5
35,0 >0 s.t. g/ R} s(s)ds > p*, vt >0 (22)
t

Then, condition(16) is satisfied in the same three cases as
in Lemma 3 and also in the case of persistently accelerated
translational motion such thats, p > 0, V¢t > 0:

1 tto 1 tto
min g/ 0%(s)ds,g/ v3(s)ds | > p (23)
t t

observability (and thus local exponential stability of the (Proofin Appendix B).

proposed observers) is not an easy task. However, it is
possible to work out particular cases for which the strong emark 2 In the case V\_/here magnetometer measurements
condition are absent the observability conditigh6) is never satisfied.

Indeed, by inspection of the expressionof; (given in
relation (17)) from which the termr,,,, is removed one

is satisfied. Both instantaneous observability and unifor@@Sily verifies that the third row and third column of this
observability of the pair(A*,C*) are then granted (see matrix are equal to zero. One also verifies that the third
Remark 1). The following lemma points out such particulafoW and third column ofD; 5 (and D, ;) are equal to zero.

cases. Its proof is based on the fact that (19) is equivatent { herefore, the third row and third column db are equal
to zero. This clearly forbids the satisfaction of the coiodit

(16)

D(t) > plg, Wt >0 (19)

XTD)X > p|X[>, ¥YX eRE vt >0



Real value

— — — - Observer 1 -

—'— = Observer 2

-200 L I
0 5 10

5
i(s)
Fig. 1. Simulation 1: Estimated and real attitude repre=bly roll, pitch
and yaw Euler anglesiég) versus time £).

~ 5 1
(oS
< )
5 v
Real value
10 L L L - - - - Observerl [—
0 5 10 15 30
— = = Observer 2
o2
&
L L L L L
0 5 10 15 20 25 30
-10 L L L L L
0 5 10 15 0 25 30
t(s)
Fig. 2. Simulation 1: Estimated and real velocity.(s) versus time £),

whereV; (resp.V;) is the it" component oft (resp.V).

V. SIMULATION RESULTS

Simulations are conducted on a model of a vertical take&ovariance matrices of the additive noise on the systera stat

Real value

— — — - Observer 1

- = = Observer 2

5
i(s)
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Both observers are tuned analogously to Kalman-Bucy

filters where the matrices and Q! are interpreted as

off and landing (VTOL) aerial drone, also used in [7]. Theand output respectively. The following parameters are ehos

vehicle is stabilised along a circular reference trajgctaith
the linear velocity expressed in the inertial fragig} given
by v, = [—15asin(at); 15acos(at); 0] (m/s), with a =

2/+/15. Due to aerodynamic forces the vehicle’s orientation
varies in large proportions. The normalized earth’s magnet

field and the gravity constant are respectively equahio—
[0.434; —0.0091; 0.9008] and g = 9.81(m/s?).

for both observers:
P(0) = diag(213, 2015)
Q(t) = diag2513, 10013)
S(t) = diag(0.0lIg,, I3)
Two simulations are reported hereatfter.
e Simulation 1: In this simulation, the observers are simu-

lated in the ideal case (i.e. noise-free measurements) for a

In the absence of other works addressing the same problg@ of initial attitude and velocity estimates correspagdb
of coupled velocity-aided attitude estimation, comparso the following initial estimation errors

are only carried out for the two observers here proposed.
We call Observer 1(resp.Observer 2 the observer derived

with the parametrization (resp.\).

{ #(0) = [—5;5; —5](m/s) (24)

q(0) = [cos(3); sin(F)e1]



This extreme case corresponds to an initial attitude erfor avhen using the following Young inequalities

180(deg) in roll w.r.t. the true attitude. The time evolutions of 2(myr + 72u2) (¥3Y3) > —2(v5ys)? — B(Nyr + Y2y2)?

the estimated and real attitudes, represented by Euleesng| ) 5 )

along with the estimated and real velocity are shown in Figs. (191 +7292)” < 2((n1y1)” + (1292)°%)

1 and 2, respectively. Both observers ensure the asymptoSince~; = R; 3 one deduces from (21) that

convergence of the estimated variables to the real valuess T \T.\2 2 2
+ R'e — .0

despite the extremely large initial estimation errors. iThe v+ s+ (( 3)'v) r$Unaly]

L . . 1
convergence rates are similar and quite satisfactory. > (1=29)yi + (1 —)y3 + 37393 — - lyl?
. . . . . . . 1.2 2 2(,,2 2
e Simulation 2: This simulation is conducted with the > (373 — erQaa ) lyl® + 393 (1 +43)
same initial condition (24) as in Simulation 1. However, > H "lyl? 27)

the measurements are now corrupted by Gaussian zero- mea{F1
additive noises with standard deviations reflecting thevabo
choice of @ (0.2m/s for vs and V32 and 0.1 for mpg) max

3 positive.
and of S (0.1rad/s for Q@ and1m/s* for ap). Moreover, Let us now consider the term|mz x z2 +
they are discretized with update frequencie20fiz, for . 2 [Res] x[es] 2 involved in the last Iine uality of
the measurements df;, Vs, vs and mg, and of 50 Hz, (12+56)r B ezi;\e?excﬂm Utations one obtains quality
for the measurements 6 and ai. The results reported in - BY P P

2 p?/3 —,92,,.. Therefore, any number,. such
thatO < & < p*/(39%,,,) ensures thap; in (27) is

Figs. 3 and 4 indicate that important noises and low update 133 0 0 —R3 311
frequencies of the measurements only marginally affect t Feslxleslxz=1 0 —R33 Olo= — 13322
overall performance of both observers. R1,3 , 23 0 Ry 3w1+ Ro 322
VI. CONCLUSIONS Thus, defininge, £ and using (21) one deduces that
T
In this paper, a new problem of coupled velocity- a|deq mz X x|+ e g? [Reg]x[eg]xilf|2
attitude estimation has been addressed and two nonlinear 1ter

2 2 2
observers have been proposed on the basis of a recent (m3$2_m2$3) + (mawy —maxs)*+(mazs —maiza)

2
deterministic Riccati observer design framework. They are +&,R3 3(21 + 23) + & (R 371+ Ro 322)
supported by comprehensive stability and observabiligl-an > (mszo —mowx3)? + (maz1 —mixs)? + &.p% (22 + 22)
ysis, and also by convincing simulation results. 9
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APPENDIX g (o} a3) + U 2+§Epp z3
A. Proof of Lemma 3 > Hgg|$|2
_ , TP (28)
Case 1 In this casev x e3 = v x e3 =0 and with z7 £ min ETQP e i;ﬂ . This number is posi-
2 3 =Tl .
XTDX — 2, &9 ip 2 tive sincemz ande; are non-collinear by assumption. From
el + 7 [ [Realxles] | (25), (27), (28) one then deduces taf DX > 4| X|? with
+y2 2y ((RT63)Ty)2 — &, |[es)x [Q]ny = min(uf, py) > 0. This concludes the proof of the first
case.

2
g
+ <\/—RT [Res|xles]xx + vV1+er[es]« [Q]xy) Case 2 The proof proceeds analogously to the proof of the
first case. Sinc€(t) = 0, the left-hand side of (20) satisfies

2

Erg 2
> |Imzxz|?+—2|[Res]«[es]xz
> |mz x| ETH 3] x [e3]x ‘ X'DX >yi +y3+ - ((RT63)T3/)2

2 l+e (29)
+yi+ys+ (RTe3)Ty)” — .02 .1y 2
vt () ) i o5 Hmoxal g Reslxlesl] —en? (o + 23)
with e, > 0 such thatﬂug > 0: with g, > 0 specified hereafter. Relation (28) is now replaced

by

2 2 T \T,\2 2 2 T2
ity + (R es) y) —erfaalyl” = pylyl®  (26)
1 2 (( ) ) | | y| | |m1><117|2+92“R63]><[eg]xx|2—atvfmm(xf—kxg)

A numbere, satisfying this inequality is calculated next.

2 2 2 2\ 2 2
Definingy £ R"e3 € S? one gets > <g 2p — gtvf,m> (z3 + 23) + %x%
2 ms - g=p
(VTy) = (73y3)2+2(71y1 +%2y2) (v3y3) + (M1 +72y2)2 92 p? ) (m% + m%)92p2 ) (30)
> mi - AN MNP
> L(y3y3)% — 5 (ny1 + 12y2)? i < 2 £t¥maz 2m3 + ¢g2p? > =1

3
> +(v3y3)2 — (my1)? — (12y2)? > plb|zf?



(mf+m3)g°p®

with pf, Il

A g p 2
= mln( 5~ — EtUmazs

). This num-

ber is positive ife; is chosen such that < &, < 2-3?2
Relation (27) is now replaced by

((RT63)Ty)2

(i +ys+7"y) > pllyl

(1]

€ [2]
yitys+ 1—t
ot (31)

>

Et
1+¢ (3]
From (29), (30), (31) one then deduces [4]

(5]

£1p 2

31+ey)
that X "D(t)X > p|X|* with 1 £ min(pt, ul) > 0. This
concludes the proof of the second case.

with u‘g =

Case 3 Using the same procedure as the one used to derivé!
relations (25), (27), and (28) one deduces that

(8]

2
|mI X(E|2+1i | [ReS]X [63]><x‘ _Elvfnaz ((E% + (E%)
+ €92
€1 2 9
yi+us T (RTes)y)” — e, [yl o]
+ &1
2.2 2 2\=. 2
E2g°p 2 o | oy, (mi+m3ep” 5 [0
> ==L A R P L
= (2(1 +€2) Elvmam) (Il —|—ZC2) + 277’1% _|_§2p2 z
2
€1p 2 2 [11]
+ | ———— — 202
2
with &5 £ 29" and €1,€2 > 0 chosen such that [12]
)
2 2
=2 > 1€, Wlth a1 é Umam [13]
1+e gp* (32)
°1 > (ipeo, with ag = 3Qmaz [14]
14 €1 p2
One then verifies that positive solutionsagfande, to (322) [15]
exist if ayas < 1 or, equivalently, if v,,0:Qmae < %.
From here (19) follows immediately. [16]
B. Proof of Lemma 4
. . . . [17]
Condition (16) is equivalent to the followingrX =
[T, y"]" € RS, ¥t >0 (18]
1 t+5

X"D(s)Xds > pu|X|)?, VX = [z",y"]T€e RO vt > 0

6
We only develop the proof for the first case. The proofs for
the three other cases proceed analogously to the proof of
the first case and the proof of Lemma 3. Using the fact that
v X ez =0 X e3 = 0 one deduces that

o XTD( )X ds

erg? 2
+ 2L |[R(s)es] « [ea] x 2

2
+yi +u3 + ((R(s)Tes) Ty)” — e:02, 0.yl ds

= 5 t (|ml—xx|2

(g (mitmde ) (1 pttd po 2
> min (%’QIngr 5 ). R33(s)ds) |z]
1 (1 t+d p2 2 2
+§ (E t R3,3(S)ds 3Qma;ﬂ ) |y|
. 2
with &, £ #& and0 < &, < zpi— :J“SR 5(s)ds.

Therefore, (16) holds if the “persistent excitation” coiwti
(22) is satisfied.
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