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Validation of O(S) Wind Measurements by WlNDII: 
the WIND Imaging Interferometer on UARS 

W.A. Gault, • G. Thuillier, 2 G.G. Shepherd, • S.P. Zhang, 1 R.H. Wiens, • W.E. 
Ward, a C. Tai, a B.H. Solheim, 1 Y.J. Rochon, 1 C. McLandress, a C. 
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Abstract. This paper describes the current state of the validation of wind 
measurements by the wind imaging interferometer (WINDII) in the 0(1S) 
emission. Most data refer to the 90-to-l10-km region. Measurements from 
orbit are compared with winds derived from ground-based observations using 
optical interferometers, MF re[de[rs and the European Incoherent-Scatter radar 
(EISCAT) during overpasses of the WINDII fields of view. Although the data 
from individual passes do not always agree well, the averages indicate good 
agreement for the zero reference between the winds measured on the ground 
and those obtained from orbit. A comparison with winds measured by the 
high resolution Doppler imager (HRDI) instrument on UARS has also been 
made, with excellent results. With one exception the WINDII zero wind 
reference agrees with all external measurement methods to within 10 m s -• 
at the present time. The exception is the MF radar winds, which show 
large station-to-station differences. The subject of WINDII comparisons with 
MF radar winds requires further study. The thermospheric O(•S) emission 
region is less amenable to validation, but comparisons with EISCAT radar 
data give excellent agreement at 170 km. A zero wind calibration has been 
obtained for the O(•D) emission by comparing its averaged phase with that 
for 0(1S) on several days when alternating 1D/•S measurements were made. 
Several other aspects of the WINDII performance have been studied using 
data from on-orbit measurements. These concern the instrument 's phase 
stability, its pointing, its responsivity, the phase distribution in the fields of 
view, and the behavior of two of the interference filters. In some cases, small 
adjustments have been made to the characterization database used to analyze 
the atmospheric data. In general, the WINDII characteristics have remained 
very stable during the mission to date. A discussion of measurement errors 
is included in the paper. Further study of the instrument performance may 
bring improvement, but the utimate limitation for wind validation appears to 
be atmospheric variability and this needs to be better understood. 
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1. Background 
The wind imaging interferometer (WlNDII) was put 

into orbit on NASA's Upper Research Satellite (UARS) 
on September 12, 1991. Its mission was to measure 
winds, temperatures, and emission rates in the altitude 
range 80 to 300 km, with an emphasis on the lower part 
of this range. Nearly 16 million images of the upper 
atmosphere had been acquired up to November 1994, 
and analysis of the data is in progress. Validation of 
the results is an essential part of this. In this paper 
we describe the validation process that was conducted 
in order to give the reader, including future users of 
WlNDII data, an understanding of the procedures that 
were employed. Also included is a description of the er- 
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ror estimate procedures and estimated error values. A 
detailed description of the comparison with a ground- 
based Michelson interferometer is presented in a com- 
panion paper by Thuillier et al. [this issue]. Prelimi- 
nary scientific results have been presented by Shepherd 
et al. [1993a], McLandress et al. [1994], and Shepherd 
et al. [1995]. The present paper describes the current 
state of the validation of the winds measured from the 

O•S emission and the method used to determine the 

preliminary zero wind value for the O•D wind measure- 
mcnts. The validation of other quantities measured by 
WINDII will bc presented in later publications. 

The instrument has bccn described by Shepherd et al. 
[1993b], along with the basic data analysis procedure. 
A field-widened Michelson interferometer [Hilllard and 
Shepherd, 1966] is positioned in the optical path of a 
charge coupled device (CCD) imager directed toward 
the Earth's limb with the bottom of the image corre- 
sponding to a tangent point altitude of about 80 km and 
the top at about 300 kin. Single airglow emission lines 
arc isolated with interference filters, so that an image 
obtained from that emission is an image of the emission 
rate multiplied by the transmittance of the interferome- 
ter, which depends on its phase setting as well as on its 
off-axis phase variation. One mirror of the interferom- 
eter is phase stepped as an image sequence is acquired, 
either four or eight steps to cover one complete fringe. 
For each pixel on the image the corresponding eight sig- 
nal values arc analyzed to determine the phase of the 
cosinusoidal signal. The principle of wind measurement 
from space consists of comparing the phase generated 
by an airglow linc with the phase in the same instru- 
mental condition when there is no Doppler shift of the 
wavelength of this line. Let the •b be the phase of the 
emission between 0 and 2•r and let •bint bc this intrinsic 
phase when the wind is null. The wind velocity is then 
given by v: K• (•b - •bint), where K• is the constant 
•oC Hcrc Ao is the unshiftcd wavelength of the cmis- 27rD ' ' 

sion, c is the velocity of light, and D is the effective 
optical path difference of the interferometer as given by 
Thuillier and ttersd [1991]. 

As the zero wind phase is not available in orbit, a 
calibration lamp delivering a line of wavelength close to 
A0 is used, providing a phase •c. Calibration on the 
ground consists in measuring •i•t - • by the use of 
the same lamp as in orbit and a source delivering the 
same airglow line as in the Earth's atmosphere. The 
fundamental principle of the wind measurement is to 
assume that 

(0int -- O c)orbit = (0int -- O c)ground ---- Oz (1) 

95• is assumed to be a constant from ground to space. 
It needs to be known for the two instrument fields and 

for both day and night apertures. Operating the cali- 
bration lamp at regular intervals in orbit provides 95•, 
allowing the reconstruction of the zero wind phase in or- 
bit from 95• + 95• and its trend during the mission. The 
purpose of the validation is to estimate the magnitude 
of the errors, and this is discussed in detail below. 

In practice, it is more complicated than this. First 
of all, since wc arc dealing with images, •int is an im- 
age •bint(k,/), where k and 1 represent CCD rows and 
columns, respectively. In addition, WINDII has two 
fields of view, one at 450 and the other at 1350 to the 
spacecraft velocity vector, in order to measure two com- 
ponents of the horizontal wind; the fields of view have 
independent •bint(k, 1)• and •bint(k, 1)2 images. As well, 
WINDII uses a stopped-down aperture during the day- 
time to accommodate the baffle system which screens 
the light from the bright cloud tops below. Since only a 
portion of the full Michelson interferometer aperture is 
used in this case, the phase condition is different from 
that at night, and so there arc two different zero images 
for each field of view, e.g., qbint(k, 1)2 D and qbint(k, 1)2 N for 
field of view 2 (FOV2). Finally, the spacecraft velocity 
component along the line of sight must bc removed, as 
well as that of the Earth's rotation velocity. 

The WINDII instrument has an extensive package 
of calibration equipment, intended to provide a basic 
characterization capability in orbit. This includes four 
spectral lamps for phase calibration in each of the four 
spectral regions, a tungsten lamp for responsivity cali- 
bration and a laser for the calibration of visibility, which 
is a measure of the intcrfcromctcr's ability to modulate 
emission lines. The stabilized Hc-Nc laser is in itself a 

primary standard of visibility. 
The spectral lamps and the tungsten lamp arc consid- 

ered secondary standards that wcrc calibrated against 
primary standards on the ground. The primary stan- 
dards for phase (zero wind) were laboratory lamps emit- 
ting the same atmospheric emission lines as observed in 
flight. Prcfiight ground characterization also included 
measurement of the filter passbands for each elementary 
bin on the CCD. 

In addition to showing general consistency with other 
methods of measuring the wind, there wcrc several spe- 
cific reasons to conduct in-flight validation of the data. 
Calibration measurements arc particularly difficult with 
an interferometer having a large field of view, and there 
is the possibility of sudden changes occurring during 
launch and gradual ones afterward in the space envi- 
ronment. The laboratory sources of atmospheric lines 
could have had undetected parasitic lines able to in- 
ducc some systematic phase error. Also, only one of 
the two instrument fields of view was calibrated with 

the atmospheric linc source, and this calibration was 
then transferred to the other field, assuming symmetry 
in the interferometer. This procedure may have intro- 
duced some error. Atmospheric observations made at 
the Earth's limb require the deconvolution of one or sev- 
eral integral equations as a function of altitude. In the 
case of WINDII, three equations are solved by a method 
explained by Shepherd et al. [1993b]. All of the above 
considerations led to the necessity of having a campaign 
of correlative measurements between WINDII in orbit 

and other instruments. 

Important comparisons were made with a similar 
Michelson interferometer using the same O•S emission 
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line, the MICADO instrument operated at the Obser- 
vatoire de Haute-Provence. Other optical comparisons 
were made with the same emission line but against a dif- 
ferent type of instrument, Fabry-Perot interferometers 
operated at Mount John in New Zealand and at Peach 
Mountain in Ann Arbor, Michigan. Another type of 
comparison was made with the high-resolution Doppler 
imager (HRDI) on UARS [Hays et al., 1993], which 
measures winds from a different emission, the 02 atmo- 
spheric band. Finally, comparisons were made against 
measurements by nonoptical methods, namely, radars. 
There is an extensive worldwide network of MF radars, 
and for these comparisons, sites were selected in Ade- 
laide, Christmas Island, Saskatoon, and Urbana. In ad- 
dition, the European incoherent-scatter (EISCAT) fa- 
cility provided incoherent scatter wind comparisons, in- 
cluding an important one at 170 km. All of the WlNDII 
data reported here have been analyzed using version 
4.23 of the production software. 

2. Wind Measurement Procedure 

2.1. Instrument Description 

Light entering WINDII passes first through a large 
(•1 m) baffle, then through a telescope, a filter, 
other telescope, the Michelson interferometer, and 
nally is focused at the CCD detector by a camera lens. 
The first telescope has two objective lenses and a dou- 
ble mirror which combines the two fields of view into 

one, so they appear side by side on the CCD. The sec- 
ond telescope contains the actual field stop. The filter 
wheel has eight positions, one of which is open to allow 
for calibrations and the imaging of star fields. The other 
seven positions contain interference filters for the var- 
ious atmospheric emissions and background measure- 
ments. Several plane mirrors are used to fold the optics 
into a compact form. The look directions for the two 
fields of view are approximately normal to each other, 
viewing the atmosphere at the limb on the antisunward 
side of the spacecraft, at 450 and 1350 to the velocity 
vector. Diagrams of the instrument and optical system 
are given by Shepherd et al. [1993b]. 

During calibrations, two mirrors are deployed, one 
in front of each entrance aperture and at 450 to the 
optical axis, cutting off light from the atmosphere and 
allowing the instrument to view the calibration sources. 
Phase calibrations and dark current measurements are 

done approximately every 15 to 20 min. Major calibra- 
tions, including responsivity (tungsten lamp) and visi- 
bility (He-Ne laser) as well as phase (spectral lamps), 
are done about once per week. 

The baffle is designed to permit daytime measure- 
ments of the weak airglow emissions, which can appear 
as closely as 1.50 above the sunlit cloud layers. This 
design includes a retractable stop which reduces the en- 
trance aperture to a narrow slot during the daytime in 
order to prevent the sunlight scattered by the cloud lay- 
ers from entering directly into the WINDII optical sys- 

tem. We refer to these two configurations as the "day 
aperture" and the "night aperture". The reduced col- 
lecting area during the daytime is approximately com- 
pensated by the increased emission rate. 

The Michelson interferometer is achromatically field 
widened and thermally compensated and set at a path 
difference of 4.46 cm. With a larger path difference than 
this, the fringes due to the hot thermospheric emissions 
(O 1D and O + 2p) would lose visibilty and their wind 
measurements would be compromised. The Michelson 
consists of hexagonal beam splitter and two arms of 
different glasses with a small gap at the end of one arm. 
The mirror in this arm is piezoelectrically mounted for 
alignment adjustment and changing the path difference 
in the small steps required to measure the phase and 
visibility of the fringes. The whole interferometer is 
cemented together, forming a very rugged unit. 

To limit the amount of data for transmission and 

improve the signal-to-noise ratio, the CCD pixels are 
grouped together in bins and the signals are added on 
the chip for each bin. Most measurements are made us- 
ing six columns of bins, each 25 pixels wide and 2 to 8 
pixels high. Observing windows are also defined for the 
CCD, including only the parts of the CCD where useful 
data are obtained. The fields of view are fixed with re- 

spect to the spacecraft, so the emission layers rise and 
fall in the CCD image as the spacecraft changes alti- 
tude, and the windows move up and down accordingly. 
Typical exposure times for the iS emission are 1 to 2 s. 

2.2. Data Analysis 

Analysis of WINDII data begins at the level of the 
individual bins which compose the phase images. Each 
bin measures a line-of-sight intensity of the airglow 
limb. The altitude associated with a bin is the alti- 

tude at the tangent point. Thus a column of bins scans 
a vertical slice in the atmosphere with an altitude range 
defined by the bottom and top bins in the column. The 
horizontal extent is normally the full width of the im- 
age area, which maps to about 140 km at the tangent 
points along a row of bins. A single pixel subtends ap- 
proximately 1 km 2 at the tangent point giving a vertical 
resolution of 2 km for a two-pixel bin. The bin size is 
chosen to give optimum signal to noise ratio and spa- 
riotemporal resolution for a given observation. 

A measurement contains the atmospheric signal as 
well as a background signal. During normal opera- 
tions a background image is taken followed by a set 
of phase images. The processing software subtracts the 
appropriate dark current from the background and at- 
mospheric images bin by bin. The raw count rate is next 
converted to geophysical units (Rayleigh) using the re- 
sponsivity of each bin. (One Rayleigh corresponds to an 
emission of 10 • photon s -1 from a 1 cm • column along 
the line of sight.) This calibration information is stored 
in a characterization database (CDB) which is accessed 
by the production processing software. Since the back- 
ground is taken at a different wavelength (552.5 nm) 
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than the atmospheric line of interest, the background 
image is corrected to the observation wavelength. The 
method used to correct the background image is de- 
scribed by Shepherd et al. [1993b]. The corrected back- 
ground is then subtracted from each of the measurement 
images yielding only the atmospheric signal. 

WINDII views the limb and so is sensitive to the 

spacecraft attitude. The altitude, latitude, and longi- 
tude of each bin in each image are computed. Either 
four or eight images are taken for a normal measure- 
ment. The observatory may roll or change attitude from 
image to image. Using a middle image in a set of 4 or 
8 to give a reference altitude, the remaining images are 
corrected to account for any attitude variation. Next 
the velocities due to spacecraft motion and earth rota- 
tion, projected along the line of sight, are derived for 
each bin. These are used to calculate the contribution 

to the observed phase of the spacecraft-induced Doppler 
shift. The instrument phase determined from the fre- 
quent phase calibration is corrected from the CDB to 
give the zero wind phase for the current measurement. 
Finally the projected velocity phase and the zero wind 
phase are combined with the mirror step phase to give 
the known phase component of the measurement. 

The measured intensity of a given bin at a given time 
may be written in the generalized form as an integral 
along the line of sight L: 

E(z) [1 + VV(z)cos((I>p + &w (z))] dl (2) 
where E(z) is the volume emission rate at altitude z, U 
is the intrinsic (instrumental) visibility of a given bin, 
V(z) is the line visibility corresponding to the atmo- 
spheric temperature, T(z) and Ow(Z)is the phase due 
to the atmospheric wind; (I>p -• + (p-•)•o, where • is 
the phase due to the optical path difference, spacecraft 
velocity, and Earth rotation, •o is the step size for the 
Michelson mirror, and the index p- 1,2,...,n, where 
n is the number of steps per measurement. Usually, 
90 _ 2__=. The relationship between V(z) and T(z)is n 

given by 

V(z)- (a) 

where A is the optical path difference in the interferom- 
eter and Q is a molecular constant [Hilllard and Shep- 
herd, 1966]. 

If the cosine argument is expanded, then equation (2) 
may be written as 

- Z(z 
+ v cos Z(z)V(z) cos(Ow(Z))a 
- Usin (I>p E(z)V(z)sin(Ow(z))dl (4) 

Ip : J• n t- U COS (I)pJ2 - U sin (I)pJ3 (5) 

The values J•, J2, and J3 are the line integrals in 
equation (4) and contain the atmospheric information 
we wish to recover. The vectors J•, J2 and Ja are de- 
fined to be the "apparent quantities." Equation (5) 
thus forms a simple linear system which is solved with 
standard matrix techniques. 

Wave motion, or other structure in the atmosphere, 
perturbs the interferogram and thus introduces error 
in the recovered wind. The magnitude of this error 
is reduced by combining the six columns in a typical 
image across each row to give one vertical column or one 
profile for each field of view. This column combination 
also reduces the random error relative to a single bin. 
The final result provides two column vectors referenced 
to the centers of each field of view for each of J•, J2, 
and Ja. These are the apparent quantities that are used 
in the inversion routine. 

A locally spherically uniform and time invariant at- 
mosphere is assumed for the inversion of the apparent 
quantities; the inversion might not correctly recover 
the atmospheric information in regions of significant 
inhomogeneity, for example, in twilight or in regions 
of auroral activity. Each profile for each field of view 
is inverted separately using a linear constrained least 
squares method with statistical weighting [MenIce, 1984; 
Twomey, 1977]. Linear constraints are introduced for 
damping noise-related oscillations. Data reduction, in- 
cluding the inversion process, is further summarized in 
section 3 within the context of a random error assess- 

ment. There is always a trade-off between noise re- 
duction and the smoothing of vertical structures. The 
weighting factors and the constraint matrices have been 
chosen to reduce noise but not to remove real atmo- 

spheric structure. 
Once the volume emission rate, wind, and tempera- 

ture profiles have been obtained from each field of view, 
the meridional and zonal wind components are derived 
by combining forward and backward looking observa- 
tions. The two fields of view track each other through 
the atmosphere. Approximately 7 min after the forward 
field of view sees a particular volume of air, the back- 
ward looking view sees the same volume from a perpen- 
dicular direction. The line of sight winds are combined 
to yield the vector winds only if the two views inter- 
sect within 300 km at the tangent points. The volume 
emission rate and the wind from the two fields are aver- 

aged to give the final profiles at the intersection point. 
Before averaging the scalar quantities or resolving the 
wind vectors, the profiles are all interpolated to a com- 
mon altitude grid. The final step in the processing is 
to reduce random noise without removing discernible 
atmospheric structures. 

2.3. Instrument Characterization 

The ground characterization of WINDII took place 
during September and October, 1990, approximately 
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one year prior to launch. This was an effort to measure 
all the characteristics of the instrument that would be 
needed to create the CDB, which is used to support op- 
erational data processing. A full discussion of the char- 
acterization is given by Hersom and Shepherd [1995]. 
Among the quantities measured were the zero reference 
phase for O1S and the responsivity. 

A small laboratory source of O1S emission was de- 
veloped by Resonance Incorporated, to determine the 
interferometer 's phase corresponding to zero Doppler 
shift. The limitations of the low intensity of the 557.7- 
nm emission and the need to block a nearby contam- 
inant line meant that the entrance aperture could be 
fully illuminated for only a portion of the field of view. 
Thus the zero was determined for a region near the 
bottom of the field, and a rubidium lamp, with an iso- 
lated emission line at 557.9 nm, was used to provide the 
phase distribution over the rest of the field as well as 
the phase shift between day and night aperture settings. 
In addition, phase measurements were made using the 
onboard krypton calibation lamp (557.0 nm) so that 
(•bint- •bc)ground could be determined for O1S. No lab- 
oratory source was available for the O•D emission at 
630.0 nm, but the phase distribution over the field and 
the difference in phase between day and night apertures 
was determined using the neon line at 630.5 nm. 

The responsivity measurement utilized a calibrated 
tungsten-halogen lamp to irradiate a barium sulfate re- 
flectance screen placed in front of the instrument in such 
a way that both the aperture and the field of view were 
completely filled. The lamp was located about 8 m from 
the reflectance screen to ensure good uniformity of illu- 
mination. For each interference filter and both aperture 
positions a series of exposures was taken with the inte- 
gration time incremented by 0.25 s from 0.25 s to the 
saturation point. This provided about 10 measurements 
for each case. For these measurements the signal was 
integrated in standard CDB bins of 1 x5 pixels, with the 
long sides horizontal. Thus each image consisted of 240 
rows and 31 columns of bins in each of the two fields of 

view. A least squares linear fit was applied to each data 
set to determine the signal versus exposure coefficient 
for each bin. The light level illuminating the aperture 
was computed in Rayleigh from the known transmission 
characteristics of the filter, the reflectance of the screen, 
and the lamp calibration. The instrument responsivity 
was then determined in ADU s -• Rayleigh -1, where an 
ADU (analog-to-digital unit) corresponds to one level 
of digitization. 

3. Wind Random Error Assessment 

3.1. Introduction 

WINDII data provided in the UARS database contain 
information on the precision of the wind measurements. 
In this section the sources of random errors in the de- 

termination of WINDII winds are reviewed. For clarity, 
errors affecting the line of sight or apparent quantities 

are first discussed followed by a summary of the errors 
associated with the inverted quantities. This approach 
provides an understanding of the physical sources and 
causes of the errors which would be masked if only in- 
verted quantities were discussed. 

The quantity directly measured by WlNDIi is a line 
of sight emission rate (integrated through the emission 
layer) modulated by the interferometer. The line of 
sight or apparent phase is calculated by solving a matrix 
equation formed using sequences of these line of sight 
modulated emission rates. The associated inverted 

quantities are calculated from the apparent quantities 
using linear constrained least squares inversions with 
statistical weighting, as described in section 3.3. Asso- 
ciated with the derived quantities resulting from each 
of these steps is a statistical uncertainty in the derived 
quantitity. These are termed random errors. Apart 
from the inverted quantities, the variances of these er- 
rors are calculated, using standard methods, from the 
error variances of the variables on which the derived 

quantity is dependent. More formally, for any solution 
vector quantity, f = f(xi), dependent on vectors xi, the 
expression 

f -- • q- • Disi (6) 
i 

follows from a first-order expansion of f in terms of the 
xi. Here, f is an appropriate reference value for f, the 
Di are coefficient matrices termed contribution func- 

tions [Rogers, 1976, 1990], the si - ii- (xi) are in- 
dependent error vectors, and the :•i are measured esti- 
mates for the actual values for xi, (xi). The correlation 
matrix for f is given as 

- (7) 
i 

and the variance is 

- & (8) 

Here S• -- zij zi S• -- cr 2 •$k k ' •kk •k ' 

3.2. Apparent Quantities 

The derivation of the apparent quantities proceeds 
from the analysis of a series of n emission rate images 
each at a Michelson phase (to within experimental er- 
ror) (I)p (section 2.2). Considering the uncertainties of 
the various parameters in the interferometer equation 
at each bin, equation (5) is rewritten as 

bp • 

where 

(v + [(p- + + (½ + 
Ya (U + ev)sin [(p - 1)(• + •½) + (½ + •½)] 

(9) 

(lo) 
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The values of s• denote deviations from the correspond- 
ing true values and (Ip + •op), (U + •v), (9 + •) and 
((P + •½) are, respectively, the available estimates of the 
emission line signals, instrument visibility, incremental 
phase step, and phase (excluding •b•,). The J values 
are as defined earlier (equations (4) and (5)). Apply- 
ing the small-angle approximation to the phase errors 
yields to first order an expression which may be used 
to form a matrix equation for the set of n images. The 
apparent quantities and the associated covariances are 
determined from the weighted least squares method. It 
is of some interest to note the equivalence of this ap- 
proach for the unweighted case (originally discussed by 
Wiener [1930]) to the discrete Fourier transform for an 
even number of equally spaced steps in an interval of 

Upon solving the above system, the Doppler wind 
phase variance for four phase steps of •r/2 or eight phase 
steps of •r/4 is given as 

:• - rr} + (11) O'ou , 

2c T (yl-] -IB+(cD-Cbia-•)cT CTCr•) 
+ 

where the effect of the phase step uncertainty has been 
neglected. Here, cr is the conversion factor transform- 
ing the raw count (ADU) to Rayleigh, T! is the mean 
filter transmittance over the measurement being con- 
sidered for the emission being observed (i.e., 557.7 nm), 
nA is the raw count to electron conversion factor (= 
73 e ADU-1), I, is the background signal in Rayleigh, 
C o is the dark count, and C•i,• is the bin bias, both in 
ADU, and a} is the net random error variance associ- 
ated with the intrinsic ph•e; a} is termed the reading 
error variance (ADU) and consists of the readout (50 
e), digitization (21 e) and on-chip noise (62 e) contri- 
butions. The relationship between the Doppler wind 
phase 6• and the Doppler wind w is 

O• + e½• - 2• (w + e•) (12) 
Ao c 

Neglecting the small uncertainty of the conversion pa- 
rameters, the Doppler wind error variance is 

a• - •}• k2•D (13) 
where D is the effective path difference as defined by 
Thuillier and Hers• [1991]. 

The two main sources of error variance appearing in 
equation (11) are those associated with the emission 
rate measurements (first term on the right) and those 
associated with the phase determination (the second 
term on the right-hand side of equation (11)), termed 
the intrinsic phase error variance. The shot noise associ- 
ated with the measurement process itself (for the green 
line, the background and the dark count measurements 
all make a contribution) is the main source of error vari- 
ance for the emission rate measurements except when 

the observed emission rate is small. In this case the 

reading error is also significant. 
The intrinsic phase total error variance is composed of 

terms associated with the calibration lamp phase mea- 
surements, the relative phase difference (the phase dif- 
ference between the reference lamp and the observed 
emission), the phase associated with the satellite veloc- 
ity, and the phase associated with the Earth's rotation. 
For the most part the first two error variance sources 
comprise the dominant contribution. Not included in 
this phase error variance, as mentioned above, is a con- 
tribution due to the uncertainty in the interferometer 
phase step between images. This contribution varies 
depending on the value of •5 [Ward, 1988] and has a 
maximum contribution of 4 m s -1 assuming a phase 
step uncertainty of 0.0005 nm. 

The determination of the apparent quantities pro- 
ceeds on a bin-by-bin basis and results in six profiles 
of each of the three apparent quantities. As stated in 
section 2.2, these y values are averaged over the six mea- 
surement columns for each field of view. This scales 

the size of the resultant random error covariances by 
1/6. However, the systematic error covariances are un- 
affected. Grouping the apparent quantities of the mea- 
surement rows, following column averaging, yields three 
apparent quantity profiles or vectors yi and correspond- 
ing covariance matrices Sy,j, where i and j = 1, 2, and 
3. 

Figure 1 shows the apparent wind error standard de- 
viations and apparent emission rate profiles for column- 
averaged quantities associated with typical day (Figures 
la and lb respectively) and night observations (Figures 
lc and ld) respectively) of the oxygen green line emis- 
sion with WINDII. In the plots of the apparent emission 
rate both the emission profile and the background ap- 
parent emission rate profile are shown. During the day- 
time the rapid increase in background apparent emis- 
sion rate at the lower altitudes due to Rayleigh scatter- 
ing is evident. In the plots of the apparent wind error 
standard deviation the error associated with the shot 

noise (designated s), the reading wind error (designated 
r), the intrinsic random error, and the total random er- 
ror are shown. In general, for both day and night the 
dominance of the error by the shot noise, when the ap- 
parent emission rate is high, is apparent. The reading 
wind error is significant at all heights but is more sig- 
nificant when the apparent emission rate is low. The 
remaining contribution, the intrinsic wind random er- 
ror, is due to the satellite and Earth rotation velocity 
determination (V/•s + rr• 2 = 0.1 m s-i), the zero wind 
determination (rr• = 0.7 m s -1 for the mesosphere and 
0.5 m s -1 for the thermosphere), and the calibration 
phase determination (rr• = 0.3 m s-1). The intrinsic 
wind random error is only significant in regions where 
the apparent emission rate is high. 

3.3. Inverted Quantities 

The reduction from line-of-sight integrated quantities 
to profiles in altitude is performed using three inversions 
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Figure 1. The apparent wind error standard deviations and associated emission rate profiles for 
typical (a and b) day and (c and d) night conditions. In the wind error standard deviation plots, 
r indicates the reading wind error and s the error associated with the shot noise. 

of the form [e.g., Twomey, 1977; Menke, 1984] 

Xi -- (L•'S•-,•Li + '7iK/TKi) -1 L•S•-,•yi (14) 
where 

xi 

Yi 

Li 

Syzz 

is the solution estimate vector, 
is the data vector, 
is the limb geometry transformation matrix of 
the forward model yi: Lixi (see Equation 21 
from Shepherd et al. [1993]), 
is the diagonal data covariance matrix, 
is the damping constraint matrix, and 
is the weighting parameter. 

For the inversion, Sy is calculated without the contri- 
bution of the intrinsic phase random error. Each con- 
straint matrix is a variant of a differences matrix with 

rows containing [..., 0,-1, 1,0,...] or [..., 0,-1,2,-1, 
0,...]. Relative scaling of constraint matrix rows and 
the value of each weight parameter arc set to optimally 
reduce the noise in the overall profile while retaining 
the smaller-scale features considered significant. While 

work is continuing on refining the values used in the in- 
version process, any future adjustments arc unlikely to 
influence the overall results presented here. A detailed 
account of the inversion process will appear elsewhere. 

Incorporating the damping term reduces the solution 
random error variance estimates from 

•r 2 - (L•-•Sy L•-•')jj (15) 03z zz 

to 
-1 

O'•. i -- (L/TS•Li q- 7Ki•'Ki)jj (16) 
These variances are then used to determine the final 
wind random error standard deviation estimates. In 
the calculation of these variances only the random error 
variance of the measurements (first term on the right- 
hand side of equation (11) are included in the covariance 
matrices 

The induced error (composed of the discrctization 
due to the finite bin size and the constraint bias), the 
net signal noise (standard deviations calculated using 
equation 15) and constrained signal noise (standard de- 
viations calculated using equation (16) for Doppler wind 
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Figure 2. Typical error profiles for inverted winds and associated volume emission rate and 
wind profiles for (a and b) day and (c and d) night conditions. 

and volume emission rate profiles typical of daytime 
observations (see Figure 2b), are given in Figure 
The corresponding nighttime profiles are shown in Fig- 
ures 2c and 2d. Near the peak of the volume emission 
rate profile the wind standard deviation is 6 m s -1 for 
the daytime measurements and 3 m s -1 for the night- 
time measurements. The reduction in noise associated 

with the use of damping in the inversions and the min- 
imal contribution of the induced error (apart from in 
the region below the emission peak) is evident in these 
figures. 

The inverted profiles are calculated for each field of 
view and then combined to produce zonal and merid- 
ional winds along the satellite track. These profiles are 
then interpolated to produce the level 3 wind fields most 
accessible to the scientific community. The errors pro- 
vided with these data are calculated using the appropri- 
ate linear combination of the variances of the relevant 

profiles. The potential difference between the initial 
and the reduced standard deviations should be kept in 
mind when using WlNDII winds because the standard 
deviations currently provided with the data are those 

from equation (15) as opposed to those achieved with 
the damping term, equation (16). The data are cal- 
culated, however, using the damping term, so that the 
errors provided are larger than they should be given 
the method of calculation. In addition, the bin bias is 
not subtracted from the signal in the shot noise calcula- 
tions. This results in an overestimation of the random 

error variance of the same order as the reading error 
variance. These ambiguities will be resolved for data 
calculated using data processing software versions sub- 
sequent to version 4.23. Since each solution profile is 
determined independently from any other along the or- 
bit track, further noise filtering may be achieved, when 
desired by the data user, through carefully weighted 
combinations of neighboring profiles. 

4. On-Orbit characterization 

4.1. Horizontal Phase Corrections 

The O1S zero reference image was produced by the 
two-step process described in section 2.3, but in addi- 
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Figure 3. Typical example of lateral phase varia- 
tions: OiS, daytime bottom window of field of view 
2 (FOV2), January 19, 1993. Averages for 20 rows of 
pixels. Dashed line shows variations before the charac- 
terization data base (CDB) adjustment, solid line after 
adjustment. There are six columns of bins across each 
field of view. 

tion, the phase distribution was checked on orbit to the 
extent that it was possible. 

It is not difficult to assess the lateral phase varia- 
tions (along a row of pixels) by averaging many mea- 
surements, because the lateral variations, on the scale 
of the field of view, are expected to be approximately 
random. This was done for several days at different 
times in the mission by averaging the measurements for 
a whole day. Phase images were averaged separately 
for night and day apertures and for windows located in 
the upper and lower regions of the field of view. Mea- 
surements made near the terminator were not used. An 

example of the lateral variation is shown in Figure 3 
(dashed line). It was generated by subtracting the row 
average from each value in the row, and averaging 10 
such rows. It represents the phase variations that are 
present after correction by the zero reference phase im- 

age measured in the laboratory prior to launch. The 
lateral phase variations were found to be consistent for 
the different times sampled. 

These residual lateral phase variations were averaged 
for several days scattered through the mission and were 
then used to generate images to correct the column-to- 
column variations in the existing zero phase reference 
image without changing the average values for each row. 
Figure 3 (solid line) shows data reprocessed using the 
corrected reference data. Lateral variations still exist 

in the data but are now about a third of the previous 
ones. The corrections are not expected to change the 
wind values obtained for each row in the image but do 
improve the statistics used in error estimates. 

4.2. Filter Passbands 

Interference filters can sometimes change their char- 
acteristics over time, so it is useful to monitor their 
properties during the mission. On WINDII it has been 
possible to study the passbands of the O1S and 
filters on a regular basis using light from two of the 
phase calibration sources. A technique has also been 
developed to detect small changes in the tilt of the fil- 
ters with respect to the optical axis. All the WlNDII 
filters except for filter 5 were manufactured by Andover 
Corporation, who used a proprietary process to stabi- 
lize their characteristics. Filter 5 (the broad-band OH 
filter) was provided by Barr Associates. 

The data used for the analysis come from the weekly 
major calibrations. In particular, absolute transmit- 
tance images of the filters taken with the night aperture 
are obtained at the wavelengths of the Kr (557.0 rim) 
and Ne (630.4 nm) calibration lamps. The data used 
here are from a period beginning shortly after launch 
and ending in December 1•93. These data are cam- 
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Figure 4. Locations of the normals for the O1S and OlD filters as functions of mission time. (a 
and b) Horizontal and vertical coordinates for the OIS normal (located in FOV1). The prelaunch 
values are at day zero. (c and d) Same for the OlD filter (in FOV2). 
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pared with similar transmittance images obtained be- 
fore launch. 

The transmittance images are circularly symmetric 
and the center of the pattern marks the direction of the 
normal to the filter. A convenient way to study the 
changes in the tilt of the filters is to plot the location of 
the center of the transmission pattern as a function of 
time. For this purpose the centers of a selected number 
of rings of constant transmittance were computed, and 
a weighted average of these centers was taken to be the 
estimated direction of the filter normal. Figure 4 shows 
the horizontal and vertical locations of the estimated 

centres for the OiS and O•D filters on the CCD for a 
selected number of calibrations taken between launch 

and the end of 1993. It can be seen from the plots that 
there has been no significant drift in the tilts of the 
two filters since launch, although a slight shift of the 
order of 3 to 4 pixels in the horizontal direction toward 
the outer edge of FOV1 can be observed between the 
ground (day zero) and flight positions for both filters. 
The CDB has been adjusted for the effect of this small 
shift in the filter axis and no significant effect on the 
measurements is expected. 

In examining the transmittance of the filters at the 
wavelengths of the calibration lamps, advantage was 
taken of the inherent circular symmetry of the trans- 
mittance images around the filter normal. The average 
transmittance was computed for each image as a func- 
tion of angular distance from the filter normal. Fig- 
ures 5a and 5c show typical plots of the averaged trans- 
mittance against angular distance from the estimated 
filter normals. The averaged transmittance at a selected 
number of incident angles was then plotted as a func- 

tion of time. Figures 5b and 5d show variations in the 
averaged transmittance at fixed angles from launch to 
the end of 1993 for the O•S and O•D filters respectively. 
The shift between the ground (day zero) and flight is 
about -0.05 nm for both filters, and is likely due to a 
temperature difference. Since then the O•S filter has 
shown no long-term drift exceeding +0.01 nm and the 
OlD filter has apparently drifted back +0.03 nm, or 1% 
of its bandwidth, during the time in orbit. These filters 
can therefore be considered essentially stable. 

Finally, although the transmittance of the two filters 
was studied using only the WINDII night aperture, it is 
reasonable to assume that similar results hold also for 

the day aperture, which uses approximately 11% of the 
area of the filter lying within the area used by the night 
aperture. 

4.3. l•esponsivity 

The tungsten halogen lamp is observed through each 
filter about once a week during the major calibrations 
as a partial check on the instrument 's responsivity. Fig- 
ure 6a shows the normalized response curves for filters 1 
to 6. The response to the tungsten lamp has decreased 
by 3 to 7% over 1100 days, with the most rapid change 
near the beginning, and leveling off after day 800. This 
could be understood as a change of temperature of the 
tungsten lamp combined with darkening of the enve- 
lope, affecting the shorter wavelengths (filters 1, 2 and 
3) more than the longer ones. Other possibilities are 
radiation darkening of glass elements, changes in the in- 
tegrated filter transmittance, and changes in the CCD, 
in which case the instrument 's responsivity could be af- 
fected. As section 4.2 showed, filters 2 and 3 appear to 
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Figure 5. (a) Typical average transmittance as a function of angle from the O1S filter normal. 
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Figure 6. (a) CCD response to the tungsten calibra- 
tion lamp as a function of mission time. Each curve 
represents a different filter and is normalized to the ini- 
tial point. The wavelengths for filters 1, 2, and 3 are, 
respectively, 553 nm (background), 558 nm (O•S), and 
630 nm (O•D). filters 4, 5, and 6 are the OH group, 
730-735 nm. Data for filter 7 (O2 at 763 nm) are not 
plotted but are very similar •o the OH group. (b) Nor- 
malized response of the lamp's photodiode monitor for 
the same period. The wavelength is 540 nm. The dis- 
crete levels are caused by coarse digitizaion. Data are 
not available for every calibration. 

be very stable, so the effect is not likely due to them. 
Furthermore, Figure 6b shows that the change in signal 
from the tungsten lamp's monitor is about the same as 
for filters 2 and 3. The monitor is a filtered photodiode 
placed near the lamp with no intervening optics and 
records the lamp output at 540 nm (bandwidth is equal 
to 9 nm). Since the lamp is the one element common to 
the measurements with the CCD and the monitor, it is 
reasonable to suppose that the observed changes have 
occurred in the lamp. Therefore no adjustments have 
been made to the responsivity in the database. One 
curious feature of Figure 6a is that filter 1 seems out of 
place, being less affected by the changes than filters 2 
or 3, which are at longer wavelengths. 

4.4. Long-Term Phase Drift 

In addition to the expected small variations in phase 
due to thermal variations, a longer-term drift in the 
Michelson phase is observed which cannot be related to 
temperature. This drift was tracked using the weekly 
phase calibrations and is illustrated in Figure 7a for the 
four emission line sources on WINDII, represented in 
the figure as E1 (Kr 557.0 nm), E2 (Ne 630.5 nm), E3 
(At 738.4 nm), and E4 (Ar 763.5 nm). Data are shown 

for the first 810 days of flight, during which the phase 
changed by 450 ø to 6000 , depending on the wavelength. 
The variation has the form of a relaxation process with 
a timescale of about 225 days. The cause of the phase 
drift is not known but could be due to changes in the 
glass, the glue layers or dielectric coatings on the sur- 
faces, or a relaxation of the clamping pressure on the 
interferometer. Gaps in the data correspond to times 
when the UARS instruments were turned off. The sud- 

den jumps in phase occur at resets, when the instru- 
ment is powered on after having been turned off for 
some reason, and the mirror alignment returns to a 
slightly different setting. For each of these segments 
a new characterization database was constructed using 
calibration data to account for the effect of these varia- 

tions in phase. These changes have not had an adverse 
effect on the Michelson 's ability to modulate emission 
lines. The visibility of the laser source, measured during 
major calibrations, has remained above 0.9 throughout 
the mission. 

As mentioned in section 1, zero wind calibrations 
were made on the ground prior to launch and are as- 
sumed to be valid after launch. This assumption can- 
not be checked directly from the phase calibrations of 
individual lines because of the possibility of changes 
occurring in the interferometer during launch which 
might cause phase wraparounds. This may, however, 
be checked by considering the phase difference between 
calibrations at different wavelengths. This phase differ- 
ence is a slowly varying function of path difference and 
thus is much less susceptable to ambiguities than the 
phase of a single line. 

The variations of phase differences (El-E2) and (E3- 
E4) have been converted to changes in path difference 
(assuming no dispersion) and are plotted in Figure 7b. 
The agreement between the two curves is excellent and 
indicates that the assumption of no wraparound is cor- 
rect. The phase difference on orbit matches that on the 
ground at day 151 for both cases. This date is indicated 
by the vertical line in Figure 7a. The ground phase dif- 
ference does not match the phase difference on orbit at 
day 0 because of the change in medium (air to vacuum) 
in the interferometer gap between ground and orbit. 

The results of this calculation indicate that the Michel- 

son interferometer has been extremely stable with the 
stresses of launch causing changes in the path difference 
of • 50 nm. Such changes are minimal and provide jus- 
tification for the initial use of the ground calibration 
data in orbit. 

The gradual phase drift described here also implies 
a drift in the zero reference because the phase calibra- 
tions and atmospheric measurements are made at dif- 
ferent wavelengths. In the case of O•S the wavelength 
difference is 0.7 nm, causing an effective shift of 9.5 m 
s -• in the zero reference due to the observed increase 

of 6000 of phase (1.67 orders of interference) in the first 
800 days of the mission. This effect is corrected in the 
reduction of the data. 
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Figure 7. Long-term phase variation. (a) Phase as a function of mission time for the four 
calibration sources, E1 to E4. (b) Path difference relative to prelaunch values, calculated from 
E1 to E2 and E3 to E4. 

4.5. Limb Heights in the WINDII Images 

The tangent limb altitudes for the image elements 
in each WINDII field of view were computed using 
UARS orbital information combined with a knowledge 
of the relative orientation of WINDII with respect to 
the spacecraft. The approximate orientation was deter- 
mined before launch, but more precise on-orbit values 

were obtained using weekly sequences of WINDII star 
images. 

Because of the requirement for precise absolute limb 
heights, redundant methods were employed to evaluate 
the transformation matrix relating the spacecraft frame 
of reference to the WINDII instrument pointing frame 
for each field of view. The matrix elements were de- 

termined by referencing the absolute WINDII inertial 
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Table 1. Differences Between Limb Heights (km) Computed by 
Two Independent Methods Using WINDII Star Images 

Avg. Ht.Diff./s.d. 

UARS Number of FOV1 FOV2 

Yaw Yaw Periods Column 1 Column 6 Column 1 Column 6 

Forward 4 0.58 0.23 0.33 1.03 

0.39 0.64 0.34 0.60 

Reverse 4 0.80 0.10 -0.15 0.85 

0.70 0.50 0.26 0.30 

orientation, as determined from measurements of star 
locations in each field of view, to the coincident absolute 
orientation of the UARS frame of reference. The aver- 

age limb heights determined with the redundant meth- 
ods differed by about 0.5 km (Table 1). 

Ideally, the transformation matrix for each yaw ori- 
entation should be constant with time, but in practice 
there are slight variations. For example, any error in 
the absolute orientation of the UARS frame of reference 

will result in a fundamental limitation in the determi- 

nation of the pointing accuracy of the WINDII fields. 
The magnitude of this variation was estimated by tak- 
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Figure 8. An example of the variations, expressed as 
limb tangent height deviations, inherent in the transfor- 
mation matrix from the UARS frame of reference to the 
wind imaging inferometer (WlNDII) instrument point- 
ing frame. The data are from a sequence of six indi- 
vidual star images taken over an observing period of 11 
min on September 19, 1994. Approximately four such 
sequences are recorded in each yaw period to provide 
data for the updated matrix for that period. 

ing a sequence of star images over a short period of a 
few minutes, during which time the spacecraft thermal 
environment was not rapidly changing, and evaluating 
the relative pointing between the UARS frame and the 
WINDII frame for each image. The variation in verti- 
cal limb height component, which corresponds approx- 
imately to the spacecraft roll component, arising from 
the relative "drift" between the two frames (Figure 8) 
had a standard deviation of about 0.4 km. This is equiv- 
alent to about 0.6 arc minutes which is approaching the 
pointing stability of the spacecraft. 

The corresponding drift in spacecraft yaw, which will 
introduce errors into the determination of wind veloc- 

ities, relative to the yaw component determined from 
the WINDII star images was found to be about 0.5 arc 
min. This corresponds to a wind error of less than 1 m 
s -• For spacecraft pitch, by comparing the simultane- 
ous offsets in star locations in the two fields the drift 
between the two reference frames was determined to be 
about 0.8 arc min. 

In addition, an estimate of the total error in pitch 
can be made by observing the relative height constancy 
of the peak of the hydroxyl airglow layer from field to 
field. Data for this comparison were carefully selected 
to minimize the effects of true layer height variations 
by limiting the comparison regions to narrow latitude 
bands and also by comparing the fields from opposite 
yaw periods to further check for possible systematic dif- 
ferences. A data set of 24 images was selected from 
five consecutive orbits on March 22,1992, and 23 im- 
ages from March 27,1992. The average difference in 
peak height between the two fields was about 0.5 km 
(Table 2) which corresponds to a spacecraft pitch error 
of about 1 arc min. 

In summary, the validation results indicate that the 
pointing error in the tangent limb altitudes is less than 
1 km and in the winds is less than 1 m s -1. 

5. Wind Comparisons With 
Ground-Based Instruments 

Comparisons have been made between winds mea- 
sured by WINDII and by optical interferometers and 
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Table 2. OH Layer Heights From Line-of-Sight Images 

UARS 

Date Yaw FOV 

Lat Peak (km) 

ON /s.d. 

Column Offset (km)/s.d. (km) 

1 2 3 4 5 6 

March 22, 1992 Reverse 1 10-30 86.16 
1.25 

2 35-55 86.83 

0.98 

March 27, 1992 Forward i 30-40 86.24 
O.4O 

2 10-25 85.63 

1.68 

0.05 -0.02 -0.06 -0.04 -0.05 0.12 

0.23 0.18 0.11 0.12 0.13 0.16 

0.26 0.04 0.04 -0.15 -0.11 -0.08 

0.31 0.24 0.20 0.16 0.31 0.33 

0.19 0.00 0.04 -0.05 -0.10 -0.08 

0.19 0.13 0.25 0.39 0.17 0.19 

0.05 0.06 0.07 -0.02 -0.18 0.02 

0.19 0.16 0.12 0.23 0.28 0.28 

radars at several ground stations in an attempt to verify 
the zero reference used by WINDII. The ground-based 
instruments include a Michelson interferometer (MI- 
CADO) at the Observatoire de Haute-Provence (OHP); 
Fabry-Perot interferometers at Mount John and Peach 
Mountain; MF radars at Adelaide, Christmas Island, 
Saskatoon, and Urbana; and the EISCAT incoherent 
radar facility. The data reported here are mostly di- 
rect comparisons, in which the wind measured by the 
ground instrument is compared with the wind measured 
by WINDII at the time that the WINDII field of view 
passed close to the ground station. 

In spite of efforts to compare measurements as di- 
rectly as possible, the different geometries of the satel- 
lite and ground-based instruments preclude an exact 
comparison. This is illustrated by the scale drawing in 
Figure 9. WINDII integrates the signal over approx- 
imately 600 km along the line of sight and laterally 

RADAR CONE 
FP! LOS 50 - 100 KN 

about half that distance due to the width of the field 

of view and the motion of the spacecraft during the 
measurement. The ground-based interferometers sam- 
ple the airglow layer at four points 160 km from the 
station, and the MF radars sample a cone with a di- 
ameter of 50-100 km at the height of the layer above 
the station. The timing is also different, as WINDII 
completes a measurement in 10-20 s while the ground 
data have been integrated longer, up to i hour for some 
of the radars. In addition, it is very rarely that the re- 
gion sampled by WINDII is centered exactly over the 
ground station, as suggested in Figure 9. The ground 
range from the station to the midpoint of the sampled 
region is therefore a parameter in the selection of data 
for comparison. Because the work has been carried 
out independently by several different groups, the se- 
lection criteria are not the same for all data sets. Local 

variations, such as those caused by gravity waves [e.g., 

FPI LOS 

7kn 

WlNDII LOS 

AIRGLDV 

SURFACE 

FPI SAHPLE 
,,,e- DISTANCE 

160kn 

VIND![ INTEGRATION PATH LENGTH 
• 600kn 

VINDI! LOS 

97kn 

Figure 9. Geometries of WINDII, ground-based interferometers and MF radar observations, 
drawn to scale. WINDII integrates over a path length of 600 km for a typical layer thickness of 
7 km. The interferometers take much smaller but widely spaced samples. (LOS, line of sight) 
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Taylor et al., 1987], are bound to cause differences be- 
tween WINDII and winds measured from the ground, 
but since the local conditions are expected to be random 
over the long term, the averaging of many comparisons 
should lead to agreement. If this wer not so, then the 
whole procedure of upper atmosphere wind measure- 
ment would be in question. 

The comparison data sets all show large scatter, no 
doubt in large part due to the reasons mentioned above. 
The number of good comparisons is limited not only by 
the UARS orbit but also by operational factors such as 
the weather at the optical ground stations. One might 
wish for more data points for each station, but it is the 
combined results from all the stations which must be 

considered in evaluating the significance of the wind val- 
idation. The results from the different ground stations 
are described in the following sections. Conclusions are 
summarized in section 8. 

5.1. MICADO Measurements at the Observa- 

toire de Haute-Provence 

The MICADO instrument (Michelson interferome- 
ter for coordinated auroral doppler observations) con- 
sists of a field compensated Michelson interferometer 
[Bouchareine and Connes, 1963] thermally stabilized 
to allow wind and temperature measurements [Thuil- 
lief and tIers•, 1991]. It is located at the Observa- 
toire de Haute-Provence (OHP); 44øN, 6øE) and was 
selected as a collaborative experiment for WINDII. Ob- 
servations began at OHP throughout in October 1991 
and are continuing. Previously, MICADO was used in 
three campaigns in the northern auroral zone [Thuillier 
½t al., 1990; Lilcnsten et al., 1992; Fauliot et al., 1993]. 
The results of the MICADO-WINDII comparisons are 
summarized here. More details are given in the accom- 
panying paper [Thuilher, ½t al., this issue]. 

The MICADO and WINDII interferometers have a 

similar principle of design and measurement [Thuillier 
and Shepherd, 1985]. For MICADO a movable telescope 
allows observations at the zenith and in other directions 

in order to derive horizontal and vertical winds. The 

accuracy of the measurements for typical emission rates 
at midlatitudes is about 5 m s -•. 

O•S emits in both the E and the F regions and a 
ground-based interferometer measures the integrated 
signal from both regions. At midlatitudes the E-region 
emission rate is usually much greater than for the F 
region, as is shown by WINDII. Nevertheless, the wind 
measured by a ground-based instrument can be affected 
by the F-region contribution, for which the winds are 
generally much greater than near the mesopause. It ap- 
pears difficult to eliminate certain measurements having 
a potential F-region contribution, such as after sunset. 
The wind measured by a ground-based interferometer 
is the result of an integration through the entire emit- 
ting region. These data cannot be inverted, so in order 
to compare with the wind measured from orbit, a nu- 
merical integration is made for the geometry of the MI- 

CADO measurement, through the layer as observed by 
WINDII. Details of this procedure are given by Thuil- 
lief, e! al. [this issue]. 

MICADO made observations (1) extending one hour 
one each side of a satellite overpass, providing some- 
times two or three passes per day, and (2) a minimum 
of one complete night for each month in order to observe 
seasonal and diurnal wind variations. In both cases the 

zonal and the meridional wind components are mea- 
sured as a function of time and interpolated at the lo- 
cal time of the WINDII pass. The area for correlated 
measurements between the two instruments is defined 

within (40øN - 48øN) and (10øW - 20øE) in longitude. 
Passes which occurred wilJhin this window were further 

selected according to local weather conditions, quality 
of the WINDII data, local time, and homogeneity of the 
local wind field as measured by MICADO. Homogeneity 
is determined by comparing the wind measured in two 
opposite directions. This careful selection eliminates 
about 80% of possible correlations. 

Observations made from October 1991 to April 1994 
were used to study the semidiurnal tides at midlatitudes 
as a function of season [Fauliot et al., 1994]. They agree 
with the major characteristics of E-region circulation 
at midlatitudes determined from radar measurements 

[Manson et al., 1989; Massebeuf et al., 1981] as well 
as with the theoretical predictions by Forbes and Vial 
[1989]o 

As the direct comparisons were distributed approx- 
1 

imately evenly throughout the 2• year period of ob- 
servations, it was possible to look for a trend in the 
WINDII zero reference. A straight line was fitted to 
the WINDII-MICADO differences as a function of time, 
but no significant trend was found [Thui!licv, ½t al., this 
issue]. 

While MICADO data are processed up to the date 
of writing, the period considered in this study extends 
from the end of December 1991 to the end of January 
1994 due to the availability of the WINDII data at the 
time of this analysis. Because of several factors, includ- 
ing orbital geometry and the weather at the ground site, 
this period yielded only 34 direct comparisons, corre- 
sponding to 21 days. Most of the correlations occurred 
when WINDII was looking southward. The small num- 
ber of effective direct comparisons led us to consider 
three kinds of correlations: 

(1) direct correlations: WINDII observations are made 
at the same local time and day as the MICADO mea- 
surements; (2) correlations within 1-5 days: WINDII 
observations are made at the same local time but within 

1-5 days with respect to MICADO observations; (3) 
monthly correlations: for each month, WINDII and MI- 
CADO data are organized as a function of time in 1- 
hour bins. 

The WINDII data used in this study were processed 
with version 4.23 of the production software, which 
provides zonal and meridional wind components. Fig- 
ures 10a and 10b show the results of the direct corre- 
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Figure 10. Relationship between the wind measured 
by the Michelson interferometer for coordinated auroral 
Doppler observations (MICADO) and WINDII in the 
vicinity of the Observatoire de Haute-Provence (OHP) 
for the direct correlation cases. (a) Meridional compo- 
nent, (b) zonal component. 

lations as scatterplots, one for each component. The 
points lie close to the bisector. We note that the ve- 
locity range of these correlations extends from-100 to 
50 m s -1 For both components the mean WINDII- 
MICADO differences and the corresponding standard 
deviations are given in Table 3. They are relatively 
close to one another, around 10 m s -1 and 20 m s -1, 
respectively. 

Within 1-5 days between the WINDII and the MI- 
CADO measurements the yield of effective correlations 
increases to 70. The results are shown in Table 3 and 

are consistent with the previous results. An increase of 
the standard deviation is noticeable due to the natural 

day-to-day wind variability which has been observed to 
be 15 m s -1. The meridional standard deviations are 

larger than the zonal ones for both the direct and the 
5-day measurements and the difference is the same in 
both cases. 

For each month of the year, MICADO data and 
WINDII observations near the observatory were orga- 
nized as a function of local time and averaged over 1- 
hour boxes. Then, the difference between the result- 
ing monthly mean local time variations of the wind of 
both experiments are calculated. The comparison is 
extended over the year by averaging those differences. 
The results are included in Table 3 in columns 6 and 7. 

The meridional and zonal standard deviations and the 
difference between them are reduced in the case of the 
monthly averages, possibly as a result of the method of 
averaging. 

A given offset in one field of view will affect the cal- 
culated meridional and zonal wind components differ- 
ently according to the particular geometrical conditions 
of viewing. This is why, knowing the difference between 
MICADO and WINDII for each component and know- 
ing the line-of-sight angles used in the vectorial recombi- 
nation, we have calculated the corresponding difference 
per field of view and their mean value. This calculation 
has been carried out for the direct correlations only. As 
listed in Table 4, the WINDII-MICADO differences are 
almost the same for the two fields of view, 9.2 and 8.9 
ms -1 for FOV1 and FOV2, respectively. The signif- 
icance of this is discussed in section 8, where all the 
results are compared. 

5.2. FPI Measurements at Peach Mountain and 
Mount John 

Two ground-based Fabry-Perot interferometer (FPI) 
installations have provided green line wind measure- 
ments for WINDII comparison. The Peach Mountain 
Observatory (42.4øN, 83.9øW), operated by the Univer- 
sity of Michigan, produced 15 nights of data coincident 
with WINDII overflights since June 1993. The station 
at Mount John, New Zealand (44.0øS, 170.5øE), oper- 
ated by the Universities of Washington and Canterbury 
gave 22 nights on which WINDII and the FPI measure- 
ments overlapped during 1992 and 1993. In both of 
these ground-based installations the FPI measures in 
the four cardinal directions at an elevation angle of 300 
and records zonal and meridional winds every quarter 
hour. 

Table 3. Mean Values and Standard Deviations of the WINDII-MICADO 
Differences for Direct, 1-to-5-Day and Monthly Correlations 

Direct + 5 days Monthly 

Component Meridional Zonal Meridional Zonal Meridional Zonal 

Mean, m s -1 9.0 9.9 11.8 8.9 12.4 10.1 
s.d., m s -1 21.1 15.1 31.8 25.9 23.8 21.7 
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Table 4. Mean Values and Standard Deviations 

of the WINDII-MICADO Differences for the Two 

WINDII Fields of View, Using Direct Correlations 

FOV1 FOV2 

Mean, m s -• 9.2 8.9 
s.d., m s -• 23.9 20.8 

ences, with an average of 25 m s- • for the two stations, 
is somewhat larger for Peach Mountain than for Mount 
John, which confirms the visual impression given by 
the scatter plots. The scatter, of course, includes noise 
components in both the WINDII and the FPI measure- 
ments, as well as geophysical effects. Both FPI sites 
found similar differences between the two fields of view, 
about 9 m s- • for AFOV1-AFOV2. 

To compare these ground-based FPI measurements 
with the WINDII line-of-sight inverted winds, the two 
orthogonal FPI wind components were added vectori- 
ally along the WINDII field-of-view direction. As with 
MICADO, the ground-based FPI sees only the inte- 
grated wind from the emission region, and because the 
inverted data from WINDII give the wind as a function 
of height, it is necessary to compute a single weighted 
mean wind for each comparison with the FPI measure- 
ments. The weighting function was the volume emission 
rate, computed for each altitude element from the same 
WINDII measurement used to calculate the wind pro- 
file. All possible WINDII wind profiles were used in 
this way as long as the tangent point at the altitude of 
maximum volume emission rate lay within a maximum 
ground range of 1000 km of the station. By this method, 
three or four profiles were used as one field of view swept 
over the station field, and the same FPI readings mod- 
ified by the changing WINDII direction were used for 
all. Multiple passes gave comparison data for Peach 
Mountain but not for Mount John. 

The results of the FPI comparisons are shown by 
the scatterplots in Figure 11 and the important re- 
sults of these comparisons are summarized in Table 5. 
The mean differences are listed separately for the two 
WINDII fields of view, where equal statistical weight 
was given to every pass. For both FPI instruments the 
mean differences are less than the WINDII design goal 
of q- 10 m s -• The standard deviation of the differ- 

5.3. Comparisons With ElS CAT Radar Mea- 
surements 

ElSCAT coordinated experiments have been used to 
derive the neutral wind at 100 km and 170 km altitudes 

during WINDII passes over Scandinavia. Because of 
the very high latitude of the EISCAT facility (Troms0, 
69.6øN), WINDII overpasses occur mainly during day- 
time. This is because WINDII is on the cold side of the 

spacecraft, looking away from the Sun, and can only 
see the latitude of Troms0 at the top of its orbit. We 
use here four days in May and August 1992, chosen for 
their low magnetic activity. For each day, there are 
two successive passes with a ground range from TromsO 
of less than 300 km. The incoherent scatter technique 
provides measurements of the ion density, temperature, 
and velocity, with an altitude resolution and a time inte- 
gration zhat depend on the experimental configuration. 
At E-region heights the frequency of collisions between 
ions and neutrals is large enough that the ion veloc- 
ity and neutral wind are essentially the same. Tristatic 
measurements of the ion velocity at an altitude close to 
100 km were used to deduce the meridional and zonal 

component of the neutral wind. The altitude resolution 
of the tristatic measurement is determined by the in- 
tersection of the emission and reception beams, about 
1 km. At F-region height. s, only the meridional compo- 
nent of the neutral wind can be deduced using the ion 
velocity along the magnetic field. We make the compar- 
ison at 170 km altitude where the ambipolar diffusion 
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Figure 11. Scatter diagrams for comparisons with Fabry Perot interferometer measurements' 
(a) Mount John, 1992-1993. (b) Peach Mountain, 1993-1994. Data from FOV1 and FOV2 are 
plotted together in these diagrams. 
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Table 5. Summary of FPI Comparisons 

Quantity Mount John Peach Mountain 

Number of passes FOV1 
Mean difference (WINDII- FPI) = AFOV1 
Number of passes FOV2 
Mean difference (WINDII- FPI) = AFOV2 
Offset, AFOV1- AFOV2 
s.d. of AFOV 

2O 3O 

+8.1 m s -1 +4.0 m s -1 
19 27 

-0.4 m s -1 -5.8 m s -1 
8.5 m s -1 9.8 m s -1 
21.7 m s -1 28.1 m s -1 

velocity of the ions is negligible. Therefore the ion ve- 
locity along the magnetic field is the projection of the 
meridional component of the neutral wind. We use here 
a monostatic measurement, which means that the alti- 
tude resolution is given by the length of the pulse emit- 
ted. It corresponds in our case to about 40 km. The 
comparison is done on the basis of individual WINDII 
and EISCAT vertical profiles, using for the latter an in- 
tegration time of 5 min for May 12, 16, and 19, 1992, 
and i min for August 1, 1992. WINDII winds obtained 
with software version 4.23, after recombination of the 
two fields of view, have been interpolated at the alti- 
tude of the EISCAT measurement in the E region. In 
the F region, because of the large altitude resolution of 
the EISCAT measurement which is centered at 168.5 

km, no interpolation has been done. Figure 12 shows a 
scatterplot of the two components of the EISCAT and 
WINDII winds at 100 km altitude (Figures 12a and 12c) 
and of the meridional component at 170 km (Figure 
12b). One can see that the scatter is small around the 
unit slope line (indicated on the figure by the solid line) 
for the meridional wind at both altitudes. The scat- 

ter is larger for the zonal wind. The mean differences 
and their standard deviations are given in Table 6. The 
standard deviation of the differences of the zonal winds 

is the largest. The correlation coefficients are high for 
the meridional component, respectively, 0.81 and 0.83 
at E and F region heights, and only 0.41 for the zonal 
component, confirming the visual impression given by 

the scatterplots. We have not found any explanation 
of this difference of behavior is not because one of the 
WINDII fields of view dominates in the calculation of 

a given component, as WINDII measurements above 
Troms0 correspond to the top of the orbit, so the fields 
of view contribute approximately equally. Considering 
the different measurement techniques used for the de- 
termination of the winds and the small number of points 
used in this statistical comparison, the agreement found 
is remarkably good. 

5.4. Comparisons With MF Radar Measurments 

Comparisons have been made between winds mea- 
sured by WINDII and those obtained during WINDII 
passes in 1992 and 1993 at several ground-based MF 
radar stations. The radar winds were provided as vec- 
tors but, for the purposes of this comparison, were re- 
solved into components along the directions of WINDII's 
two fields of view, and the comparisons done for each 
field of view separately. The WINDII winds have been 
inverted, so give profiles of the wind as a function of 
height. Passes were not used if the ground range from 
the station to the region observed by WINDII exceeded 
500 km. The radar winds used in these comparisons 
have been averaged for half an hour to one hour, cen- 
tered on the time of the WINDII pass. The intent 
of the temporal averaging is to remove small-scale fea- 
tures in a way that simulates the spatial averaging of 
WINDII. The radar stations and numbers of cornpar- 
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Figure 12. Scatterplots for WlNDII - European incoherent-scatter (EISCAT) radar compar- 
isons. (a and b) Ueridional components at 100 and 170 km, respectively. (c) Zonal component 
at 100 km. 
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Table 6. Summary of EISCAT Comparisons 

Wind Number of 

Component Altitude Passes 
km 

Mean Wind 

Differences s.d. of 

(WlNDII-EISCAT), difference, 
-1 -1 

ms ms 

Correlation 

Coefficient 

Meridional 100 9 

Meridional 170 8 

Zonal 100 9 

4.7 23 0.81 

3.5 16 0.83 

-9.0 35 0.41 

isons used from each are given in Table 7. The numbers 
are weighted about 3:1 in favor of daytime comparisons. 

Figure 13 shows the average difference for each sta- 
tion between the wind measured by WINDII during the 
overpass and that measured by the radar in a period 
centered on the time of the overpass. These are given 
separately for the two fields of view as a function of 
height. The standard deviations for these averages are 
large, in the range 40 to 60 m s-i, indicating that there 
is a large scatter in the individual comparisons. The 
overall means for the four curves are shown as solid 

lines in the figure. 
In FOV1 the agreement with WINDII is excellent at 

the bottom end of the curves, near 88 km. The over- 
all mean difference increases but remains between 10 

and 15 ms -1 from 90 to 100 km. In FOV2 the mean 

is between +5 and-5 m s -• in the same height range. 
Figure 14 shows a scatterplot for comparisons made at 
Adelaide between 92 and 94 km altitude. The points 
do not lie along the diagonal and illustrate the gen- 
eral tendency for WINDII to scc stronger winds than 
the radar. The reason for this is not yet understood. It 
may indicate that the temporal averaging that was done 
for the radar data, or averaging that is inherent in the 
method itself, is not equivalent to the spatial averag- 
ing of WINDII, or it may indicate a more fundamental 
problem. In this connection, wc note that the spread 
in the WINDII-RADAR differences increases with in- 

creasing altitude. Figure 13 shows that the agreement 
is best at altitudes of 88-90 km. The study of these 
effects is continuing and will bc the subject of a future 
paper. 

Table 7. MF Radar Stations 

Number of 

Comparisons 

Station Coordinates FOV1 FOV2 

Adelaide 35øS, 138øE 83 67 
Christmas Island 20 N, 1580 W 45 39 
Saskatoon 52øN, 106øW 33 27 
Urbana 40øN, 88øW 15 15 

6. Comparisons With HRDI 

The high resolution doppler imager (HRDI) [Hays et 
al., 1993] is the other instrument on UARS that mea- 
sures horizontal winds. HRDI makes daytime measure- 
ments, using the O2 (0,0) atmospheric band, that ex- 
tend from approximately 50 to 115 km and nighttime 
measurements at the apparent maximum of the same 
emission at approximately 94 km. Unlike the daytime 
winds, however, the nighttime data are not inverted. 
HRDI also measures stratospheric winds in the daytime. 

HRDI uses a technique called sequential estimation 
to remove excessive noise in the daytime wind measure- 
ments that is generated by the inversion process. This 
process smooths the resulting wind fields somewhat in 
the horizontal, in contrast to WINDII, where each pro- 
file is inverted separately. Since smaller-scale geophys- 
ical signals, such as gravity waves, will be smoothed 
out by this process, one would expect some discrepency 
between individual WINDII and HRDI measurements. 

The best agreement between the two instruments should 
then occur after some form of horizontal averaging has 
been applied to both data sets. 

Zonal averaging of many days of data is a simple 
means of determining possible systematic differences 
between the two instruments. This method, which was 
employed by McLandress et al. [1994] to isolate the 
tidal components of the green line winds, entails first 
separating each day of data into upleg (ascending) and 
downleg (descending) orbital tracks, binning in 50 lat- 
itude increments, and then averaging over longitude. 
In the present analysis, consistent and directly compa- 
rable data sets for both WINDII and HRDI are ob- 

tained by zonally averaging many days of data and ex- 
amining the mean differences. This "matching" data 
set consists of 91 days of wind data extending from 
February 12, 1992, to February 3, 1994, and comprises 
only days when both WINDII and HRDI were simulta- 
neously making daytime lower-thermospheric measure- 
ments. Since WINDII always measures on the cold side 
(i.e., the antisunward side) of the spacecraft, all warm 
side HRDI measurements are excluded from this analy- 
sis. Consequently, the resulting multiday WINDII and 
HRDI data sets contain nearly identical local time cow 
erage. 
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Figure 13. Average wind differences (WINDII - MF radar) for four ground stations, resolved 
in the directions of (a) FOV1 and (b) FOV2. The solid lines are the means of the four curves 
representing the individual stations, identified as follows: AD, Adelaide; CI, Christmas Island; 
SK, Saskatoon; UR, Urbana. The standard error is approximately +5 m s -1 for Adelaide and 
+10 m s -1 for the other stations. 

Since WINDII has two fields of view with slightly dif- 
ferent characteristics, it is essential to perform this com- 
parison using line-of-sight winds. Therefore before zon- 
ally averaging the HRDI data, the meridional and zonal 
wind components are first projected onto WINDII's two 
line of sight directions. Figure 15 showsscatter plots of 
WINDII and HRDI line-of-sight winds for FOV1 and 
FOV2 at 100 km for three different days. The plotted 
points are for HRDI and WINDII "coincident" mea- 
surements along the same orbital track that are sepa- 
rated in space by no more than 300 km. In view of the 
fact that different emission lines each having different 
vertical distributions are being observed, that different 
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Figure 14. Scatter diagram for WINDII/MF radar 
comparisons for Adelaide for the 92-to-94-km altitude 
range. Data from the two fields of view are plotted 
together. 

techniques have been used in determining the inverted 
wind, and that the two instruments are not measuring 
exactly the same volume of atmosphere, it is not sur- 
prising that there is a certain degree of scatter in the 
figures. But the data points are scattered along the di- 
agonals of unit slope and do not indicate an amplitude 
bias between WlNDII and HRDI. Figure 16 shows scat- 
terplots of the line-of-sight winds for the entire 2-year 
matching data set. The points are tightly packed along 
the diagonal and exhibit less scatter than the individual 
days. 

Systematic height-dependent differences between the 
wind measured by WlNDII's two fields of view and by 
HRDI are obtained by averaging the multiday mean dif- 
ference fields from 40øS to 40øN. The resulting curves 
(solid) are shown in Figure 17 for both the latitudinal 
mean differences and the standard deviations about the 

latitudinal means. Throughout the 95-to-l10-km alti- 
tude range the differences between WlNDII and HRDI 
are within 10 m s- • In addition, the two FOVs are seen 
to exhibit quite different height variations. The dashed 
curves in Figure 17 were obtained by shifting the HRDI 
data 1 km in the vertical with respect to WlNDII. When 
HRDI is lowered 1 km, the agreement between the the 
two instruments is seen to improve significantly. This 
is particularly evident in Figures 17c and 17d where 
the deviations about the latitudinal means are much 

less. The oscillatory behavior in these two panels results 
from the presence of the meridional wind component of 
the diurnal tide which is antisymmetric about the equa- 
tor. An altitude offset between two instruments viewing 
such a tidal wind field will result in a cell-like difference 

pattern which, upon latitudinal averaging, will produce 
the oscillations seen in Figures 17c and 17d. Thus in 
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Figure 15. Scatterplots of the WINDII and high resolution Doppler imager (HRDI) line of sight 
winds at 100 km for (a) FOV1 and (b) FOV2 for January 12, 1993; (c) FOV1 and (d) FOV2 for 
March 17, 1993; and (e) FOV1 and (f) FOV2 for November 20, 1993. The diagonal solid line has 
unit slope. 

addition to a small zero wind offset between WINDII 

and HRDI there is apparently a systematic 1-km alti- 
tude shift. We note from section 4.5 that the WINDII 
altitude determination is accurate to better than 1 km. 

The final part of this section involves a comparison 
to HRDI's nighttime wind data which are provided at a 
single altitude that corresponds to the peak of emission 

layer which is generally about 94 km. Although HRDI's 
nighttime wind data are not inverted, it is still informa- 
tive to compare them to WINDII's inverted winds. To 
do this, the individual HRDI 94-km nighttime measure- 
ments were projected onto WINDII's line-of-sight di- 
rections and then zonally averaged. Since the WINDII 
nighttime green line measurements occur half as fre- 
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Scatterplots of the WINDII and HRDI 
zonal mean line of sight daytime winds at 100 km us- 
ing the 2-year matching dataset for (a) FOV1 and (b) 
FOV2. Each circle denotes the zonal mean at a partic- 
ular latitude for either the ascending or the descending 
orbits. The diagonal solid line has unit slope. 

quently as the daytime, the number of comparable data 
points is less. The mean of the nighttime data are ob- 
tained in the same manner as for the daytime and the 
resulting scatterplots of the zonal means at 94 km are 
shown in Figure 18. As in the case of the daytime winds, 
the slope of the best fit curve through the data points 
(not drawn) appears to be very close to the line with 
unit slope, indicating no amplitude bias. 

To determine a single value for the nighttime offsets, 
the mean differences over the 2-year period are averaged 
from 30øS to 30øN as in the daytime case. The resulting 
differences between WINDII and HRDI are 2.8 m s -• 

and 3.2 m s- • for FOV1 and FOV2, respectively. 

7. Thermospheric OlD and ols Winds 

There was no laboratory source of O•D emission 
available for prelaunch calibrations, so WINDII was 
launched without a zero phase reference for the •D 
channel. To provide a zero reference, several days were 
scheduled for interlacing •D/•S measurements. if both 
emissions see the neutral wind, then the average of 
many alternating wind measurements should be the 
same for both and in that way the zero reference for 
•S can be extended to • D. Initially, data from two days 
were used and the CDB for •D was adjusted accord- 
ingly. The •D winds generated by version 4.23 of the 
software used this calibration. Subsequently, data were 
acquired from seven more days, and the averaged data 
from all nine days indicate that small corrections should 
be made to the zero reference for •D. Table 8 gives the 
average phase differences for the nine days. The •S 
phase has been scaled by the factor 0.882 to account for 
the different order of interference at the shorter wave- 

28 

(M/S) 

(b) FOV2 (DAY) 

-•'"i6" •--'•'• .... •'• 
DIFFERENCE (M/S) 

(c) FOV 1 
115 

ß :: 110 

,,, 105 

•0 o 

(DAY) 

ß 

DEVIATION 

15 

(d) FOV2 (DA Y ) 

DEVIATION (M/S} 

Figure 17. Latitudinal averages from 40øS to 40øN 
of the mean daytime line-of-sight wind differences for 
the 2-year matching dataset: WlNDII- HRDI differ- 
ences for (a) FOV1 and (b) FOV2; standard deviation 
of mean differences about the latitudinal mean for (c) 
FOV1 and (d) FOV2. The short-dashed curves are for 
HRDI raised by 1 km with respect to WlNDII, the long- 
dashed curves are for HRDI lowered by 1 km, and the 
solid curves using the actual HRDI data. 
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Table 8. 1S- 1D Phase Differences 
for Interlaced Measurements 

Phase Difference 

(0.88 x - 

FOV1, deg FOV2, deg 

-1.Sex] Mean 1.03 0.64 
s.d. 0.27 0.49 

Range 0.5 to 1.4 0.1 to 1.9 

length. The corresponding corrections which should be 
applied to the version 4.23 winds measured in the 1D 
emission are -+-11.4 m s -1 for FOV1 and -+-7.3 m s -1 for 
FOV2. Subsequent production runs will include these 
corrections. The averaged profiles are shown in Fig- 
ure 19, after the corrections were applied. The phase 
data are apparent quantities, prior to inversion, and the 
heights refer to the tangent point of the line of sight at 
the limb. 

The height range used for matching the phases ex- 
tends from 160 km, just below the peak of the 1D emis- 
sion, up to 230 km. In this range it is believed that the 
two emissions experience the same wind. The data are 
from daytime measurements between latitudes of 400 N 
and 400 S. At night the 1S emission is generally very 
weak and its behavior not yet understood, so nighttime 
data were not used. The day/night phase differences 
are known from characterization measurements. 

Section 2.3 describes how the zero phase reference 
determined near the bottom of the field of view was ex- 

tended throughout the field by using a rubidium line 
close in wavelength to the 1S emission. The same was 
done for the 1D channel using a neon line, but this was 
a relative measurement because of the lack of 
source. A residual horizontal variation of 4-10 was re- 

vealed in both channels by averaging many measure- 
ments and it is reasonable to ask if a similar variation 

might exist in the vertical direction. This is not so easy 
to determine as for the horizontal case, because vertical 
wind structures could still be present after averaging. 

The average phase plots in Figures 19a and 19b, how- 
ever, show very similar behavior for the 1D and iS emis- 
sions nearly to the top of the curves in FOV1 and up to 
230 km in FOV2, where the agreement is within about 
0.$ ø, or 5 m s -• This is evidence that any residual 
phase error in the vertical direction is within reasonable 
limits, as the two channels would not be expected to 
have the same errors. The other piece of evidence that 
supports the zero reference calibration in the thermo- 
sphere is the EISCAT comparison, which shows agree- 
ment within 3.5 m s -• at 170 km for the meridional 

component measured in the iS emission. 
In the top portion of the apparent phase measured in 

rS, the curve frequently bends over toward high nega- 
tive values. This is seen in Figure 19b above 230 km. 
The effect can be present in both fields of view, in the 
averages of individual days and for all times of the year. 
Its cause is not yet understood. The effect takes place 
where the emission rate is low, so it does not have 
great effect on the derived winds below this level. It is 
not likely due to a wind because it is always directed 
away from the spacecraft and it does not appear in the 
OtD emission in the same region. If it were caused by 
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Figure 19. Averaged data for O•S and O•D for 9 days of interlaced measurements. (a and b) 
Apparent phase in FOV1 and FOV2, respectively, after the corrections from Table 8 have been 
applied to the •D phase. Solid lines are for O•S, dashed lines for O•D. The •S phase has been 
multiplied by 0.882 to allow for the different order of interference at the two wavelengths. (c) 
Averaged apparent intensities. Solid lines are for FOV1, dashed lines for FOV2. 

an asymmetry in the shape of the emission line, the ef- 
fect should, on average, be the same in both fields of 
view, but this is usually not so. Most likely it is an 
instrumental effect, and it does appear to be correlated 
with the amount of scattered light in the field of view, 
but it is not clear why the background level would affect 
the phase in this way. 

8. Summary of Wind Comparisons 

Sections 5 and 7 describe the validation efforts to date 

in comparing winds measured by WlNDII in the O •S 
emission with those measured by ground-based optical 
interferometers, radars, and by HRDI. The results are 
summarized here in Table 9. In the table the error 

values given in columns 2 and 3 are the standard er- 

rors, i.e., s/V/•, where s is the standard deviation and 
N is the number of comparisons. Column 4 gives the 
smallest difference which is statistically significant at 
the 90% confidence level (the probabilities of rejecting 
a true hypothesis and of accepting a false hypothesis 
are both 10%). The value given is the mean for the two 
fields of view. The MF radar results are means of data 

which come from four stations among which differences 
exist, so the statistical parameters are not listed. Ap- 
proximate values for three of the individual stations are 
4-10 m s -t for the standard error and 30 m s -t for the 

confidence interval, with the fourth station (Adelaide) 
at about half these values. The WINDII-HRDI com- 

parisons are latitudinal averages rather than one-to-one 
comparisons. 

The original goal was to determine the zero wind ref- 

Table 9. Summary of Wind Comparisons 

Comparison 

Wind Differences 

q- Standard Error 

FOV1, FOV2, 
-1 -1 

ms ms 

90% Confidence 

Interval, 
-1 

ms 

WINDII-MICADO 

WlNDII-Mount John FPI 

WlNDII-Peach Mountain FPI 

WlNDII-HRDI, night, 94 km 
WlNDII-HRDI, day, 95 km 
WlNDII-MF radars, 95 km 

9.24-4.1 8.9+3.6 

8.14-4.9 -0.4+5.0 

4.04-5.1 -5.8+5.4 

2.8 3.2 

5.9 -7.4 

13 1 

+11.4 

+14.7 

+15.4 

Zonal Meridional 

Component Component 

WINDII-EISCAT, 100 km 
WINDII-EISCAT, 170 km 

-9.0+11.7 4.74-7.7 

3.5+5.7 

+31.1 

+18.5 
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erence to within +10 m s -1. None of the confidence in- 

tervals for the ground stations is as small as 10 m s -1, 
though WlNDII-MICADO is very close. This means 
that none of the comparison stations can, alone, be used 
to declare that the goal has been met at the 90% con- 
fidence level. It will be necessary to collect data from 
more passes in order to do that. However, the agree- 
ment among the data from the various ground stations 
and from HRDI is remarkably good, and taken in com- 
bination give a convincing demonstration that the zero 
reference for WINDII is known within 10 m s -1. 

The first four rows of Table 9 refer to data measured 

at night. For FOV1 the results are very consistent, sug- 
gesting that WINDII has a slight positive bias. The 
mean HRDI nighttime results in the table are for 94 
kin, just below the average peak of the •S emission. 
Adjusting the WINDII wind by-6 m s -1 brings agree- 
ment within -+-3 m s-1 For FOV2 the results are spread 
a little more and the values are both positive and neg- 
ative. Adjusting WINDII by-1 m s -• produces agree- 
ment within +8 m s -1 The FPI results suggest a dif- 
ference between FOV1 and FOV2 of about 9 m s -1, 
but MICADO and HRDI show little difference between 

FOV1 and FOV2. 

Taking the three ground-based optical stations as a 
group, with equal weight given to each station, the mean 
differences are 7.1 and 0.9 m s -1 for FOV1 and FOV2, 
respectively. If equal weight is given to each individual 
measurement, the means are 7.1 and 1.9 m s -• and 
the 90% confidence interval is reduced to -+-8.0 m s -• 

However, this procedure of mixing measurements from 
different stations might not be strictly valid, since dif- 
ferences in observing conditions and reduction methods 
might influence the result. 

In the daytime, ground-based optical measurements 
are not available, leaving comparisons with radar and 
HRDI. The MF radar results are a mixture of day and 
night measurements but are heavily weighted to the 
daytime (section 5.4) and as yet have not been sepa- 
rated for comparison with WINDII. The overall mean 
in FOV1 is between 10 and 15 m s -1 from 90 to 100 km 
and in FOV2 it lies between 0 and 5 m s -1 from 92 to 
100 km. This agrees well with the other results but is 
perhaps fortuitous in view of the large spread in the re- 
sults from the MF radar stations. The WINDII-HRDI 

comparison at 95 km suggests a difference between the 
two fields of view of 13 m s -1 

The meridional and zonal comparisons are shown for 
interest, though it is the components along the fields of 
view that are most important for validation purposes. 
The EISCAT measurements at 170 km are, however, our 
only comparisons in the upper 1S emission region, and 
it is gratifying that the agreement is very good. As the 
satellite is near the northernmost point of its orbit dur- 
ing WINDII's EISCAT passes, the fields of view are ori- 
ented about 450 to the meridian, and FOV1 and FOV2 
contribute approximately equally to the measurement 
of both zonal and meridional wind components. With 

this approximation, one can deduce average differences 
of 10 and-3 m s -1 for FOV1 and FOV2, respectively, 
based on the EISCAT data for 100 km, with a standard 
error of +10 m s -1 This is close to the other daytime 
differences, which are given for 95 km in Table 9. 

In summary, all of the comparisons reported in Ta- 
ble 9 give an average difference in the wind zero ref- 
erence of 10 m s -1 or less, except for the MF radars 
in FOV1. But these radars show a large spread in the 
results from individual stations, and it is felt that the re- 
lationship between the WINDII and the MF radar mea- 
surements is not yet understood. We believe that the 
data presented here show that WINDII's zero wind ref- 
erence for the 1S emission is correct within +10 m s -1, 
and no adjustment will be made at this time. This does 
not preclude small corrections being made at a later 
date, when more validation data have been analyzed. 

Figure 17 indicates a possible difference of•l km be- 
tween the WINDII and the HRDI altitude scales and a 

variation with altitude of the zero reference. These are 

not well understood at present, and studies are continu- 
ing. The possibility of an uncorrected time dependence 
of the zero reference is also being investigated. Future 
work will include validation of winds determined from 

the other emissions observed by WINDII. The valida- 
tion will also be extended to include temperatures. 
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