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ABSTRACT
Community detection is a classical problem in the field of
graph mining. We are interested in local community detec-
tion where the objective is the recover the communities con-
taining some given set of nodes, called the seed set. While
existing approaches typically recover only one community
around the seed set, most nodes belong to multiple com-
munities in practice. In this paper, we introduce a new
algorithm for detecting multiple local communities, possi-
bly overlapping, by expanding the initial seed set. The new
nodes are selected by some local clustering of the graph em-
bedded in a vector space of low dimension. We validate our
approach on real graphs, and show that it provides more in-
formation than existing algorithms to recover the complex
graph structure that appears locally.
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1. INTRODUCTION
Community detection is a fundamental problem in the

field of graph mining, with applications to the analysis of
social, information or biological networks [12, 23]. The ob-
jective is to find dense clusters of nodes, the underlying com-
munities of the graph. While most existing algorithms work
on the entire graph [25, 4, 27, 17], it is often irrelevant in
practice to cluster all nodes. A more practically interesting
problem is to detect the communities containing some given
set of nodes, the so-called seed set. This problem, known as
local community detection, is particularly relevant in large
datasets where the exploration of the whole graph is com-
putationally expensive, if not impossible.

The problem of local community detection is generally
stated as follows: the objective to recover some unknown
community C in a graph given some subset S ⊂ C of these
nodes. The implicit assumption is that the communities
form a partition of the graph. However, nodes typically be-
long to multiple, overlapping communities in practice [26,
32]. The problem is then to recover all communities con-
taining the seed set S.

In the present paper, we propose a novel approach to this
problem by introducing the MULTICOM algorithm, which is
able to detect multiple communities nearby a given seed
set S. This algorithm uses local scoring metrics to define
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an embedding of the graph around the seed set. Based on
this embedding, it picks new seeds in the neighborhood of
the original seed set, and uses these new seeds to recover
multiple communities.

The rest of the paper is organized as follows. In the next
section, we introduce some mathematical notations that we
use throughout the paper. Existing approaches for local
community detection are presented in Section 3. Our ap-
proach to multiple local community detection is presented
in Section 4. The algorithm itself is presented in Section 5
and tested on real graphs in Section 6. Section 7 concludes
the paper.

2. NOTATIONS
Let G = (V,E) be an undirected, unweighted graph. We

use n to denote the number of nodes and m the number
of edges in G. Without loss of generality we consider that
V = {1, ..., n}. We denote by A the adjacency matrix of the
graph. We use du to denote the degree of node u ∈ V and D
the diagonal matrix diag(d1, ..., dn). If U is a set of nodes,
its volume is defined by Vol(U) =

∑
u∈U du.

3. RELATED WORK
Local community detection has recently drawn the atten-

tion of many researchers, motivated both by the ever in-
creasing size of the datasets and the complex local structure
of real graphs [19, 14].

3.1 Scoring and sweeping
The classical approach to local community detection is

based on two steps [2]: first, nodes are scored according to
their proximity to the seed set; then, nodes are considered in
decreasing order of their score and added to the community,
with a stopping rule based on some goodness metric.

Formally, the algorithm is based on some scoring func-
tion f such that, for any seed set S ⊂ V , fS is a vector in
RV

+ whose component fS(v) characterizes the attachment of
node v to S. We expect that the higher the score fS(v), the
higher the probability that v is in the same community as
the nodes of S. Examples of scoring functions are the Per-
sonalized PageRank, the heat kernel diffusion and the local
spectral score, described below.

Given some seed set S, the score fS(v) of each node v ∈ V
is computed. The nodes are then numbered in decreasing
order of their score, so that fS(v1) ≥ fS(v2) ≥ . . . ≥ fS(vJ),
where J is the number of nodes with non-zero scores. This
numbering defines a sequence of nested sets S1, ..., SJ , with
Sj = {vi, i ≤ j}.



The second step consists in finding the set Sj that defines
the best community. To measure the quality of a community
C, a classical metric is the conductance, defined by

Φ(C) =

∑
u∈C

∑
v/∈C Auv

min(Vol(C),Vol(V \ C))
.

A community of good quality has low conductance. The
conductance of each set Sj+1 can be computed from the
conductance of Sj in time proportional to dvj+1 . This step is
called the sweep process [2]. The outcome of the algorithm is
the set Sj having the lowest conductance. This set is called
the sweep cut. Other goodness metrics like modularity or
density can also be used for the sweep cut [33].

3.2 Personalized PageRank
The Personalized PageRank is certainly the most com-

mon score used for local community detection [16]. It is
based on a random walk with restart. Given a parameter
α ∈ (0, 1), we consider the random walk X0, X1, X2, ... that
starts uniformly at random from seed set S and that, at each
step, moves from node u to node v with probability αAuv

du
and restarts with probability 1−α from a node of S chosen
uniformly at random. For all t ≥ 0 and all v ∈ V , we have

Pr(Xt+1 = v) = (1− α)
1S(v)

|S| + α

n∑
u=1

Auv

du
Pr(Xt = u).

There is a unique stationary distribution p for the Markov
chain (Xt)t≥0 and it is the limiting distribution of Xt when
t→∞. This distribution satisfies

p(v) = (1− α)
1S(v)

|S| + α

n∑
u=1

Auv

du
p(u). (1)

The vector p is known as the Personalized PageRank (PPR)
associated with the seed set S.

Solving the linear system (1) exactly is computationally
expensive. Efficient methods for approximating the PPR
have been proposed [1]. Recent experimental results show
that, in practice, a few iterations of the fixed-point equation
(1) are sufficient to get a very good ordering of the nodes
[16].

3.3 Heat kernel diffusion
The linear system (1) can be written in vector form

p = (1− α)χS + αPp,

where P = AD−1 and χS = 1S/|S|, leading to the following
expression for the PPR:

p = (1− α)(I − αP )−1χS = (1− α)

∞∑
k=0

αkP kχS .

Another form of diffusion has been introduced by Chung
in [6, 7]. It is called the heat kernel diffusion and is defined
by

h = e−t

(
∞∑

k=0

tk

k!
P k

)
χS = exp{−t(I − P )}χS ,

where t is a parameter capturing the spread of the diffusion.
A method of approximation of h is proposed in [15] and used
in the sweep method to detect local communities.

3.4 Local spectral analysis
Another class of algorithms applies spectral techniques to

detect local communities [21, 20]. In [20] for instance, the
LEMON algorithm is based on the extraction of a sparse vector
y in the span of the so-called local spectral subspace of the
graph around the seed set S. This vector y is then used as
the scoring function. Unlike the previous algorithms, the
LEMON algorithm is iterative: the nodes of highest scores are
used to expand the seed set S and to find a new vector y,
and so on. The iteration stops when the conductance starts
increasing.

3.5 Other approaches
A number of other approaches have been proposed for lo-

cal community detection. These include greedy algorithms
[8, 5, 22], flow-based algorithms [24], degree-based tech-
niques [28], motif detection [13, 34] and subgraph extraction
[30]. None recover multiple communities.

4. MULTIPLE COMMUNITY DETECTION

4.1 Scoring gap
Let v1, . . . , vJ be the nodes numbered in decreasing or-

der of their score, as described in §3.1, and S1, . . . , SJ be
the corresponding nested sets. For a strong community, the
scoring function should give high values to nodes belonging
to the community and small values for nodes outside the
community. As a result, we expect the existence of some
a > 0 such that

max (fS(v2)− fS(v1), . . . , fS(vj)− fS(vj−1)) ≤ a,
while fS(vj+1)− fS(vj) > a,

(2)

where j is the index of the target set Sj . The parameter a is
called the scoring gap. Conditions for the existence of such
a gap have been derived in [29, 2]. Experimental studies
showing the presence of a scoring gap in real graphs can be
found in [2, 9].

To illustrate this, we use the DBLP dataset presented in
[33] and available on the Stanford Social Network Analysis
Project (SNAP) website. DBLP is a database that collects
the main publications in computer science. The graph we
consider is a collaboration network: nodes correspond to au-
thors and there is an edge between two authors if they have
co-authored a paper. This dataset comes with ground-truth
communities that correspond to journals and conferences
(i.e., all authors having published in the same journal or
conference form a community).

In our experiment, we pick a ground-truth community C
in the graph and a seed node s ∈ C. We compute the attach-
ment scores fs to s with three different scoring functions:
Personal PageRank p, Heat Kernel score h and LEMON
score y, introduced in Section 3. We compare the corre-
sponding sets S1, S2, . . . to the ground-truth community C
with the F1-Score. The F1-Score F1(Ĉ, C) between two sets

C and Ĉ is defined as the harmonic mean of the precision
and the recall of Ĉ with respect to C:

F1(Ĉ, C) = H(precision(Ĉ, C), recall(Ĉ, C))

where H(a, b) = 2ab
a+b

and

precision(Ĉ, C) =
|Ĉ ∩ C|
|Ĉ|

, recall(Ĉ, C) =
|Ĉ ∩ C|
|C| .
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Figure 1: Attachment scores and F1 scores for the
sweep sets in a ground-truth community of DBLP.
We consider three scoring functions to compute the at-
tachment scores: Personalized PageRank, Heat Kernel and
LEMON. The attachment score curves are drawn in orange
and the F1 Score curves in grey.

In Figure 1, we jointly plot for a given target community
C and seed node s ∈ C the values of the score fs(vj) and the
F1 score F1(Sj , C), for each scoring function. We observe in
each case the existence of a clear scoring gap. Moreover we

observe that the drop in the scoring function corresponds
each time to a peak in the F1 Score, which means that the
associated set is actually the best candidate for a commu-
nity among all the nested sets. In order to find multiple
communities, we elaborate on this idea as described in the
next section.

4.2 Local embedding
The main idea of our algorithm is to use the scoring func-

tion to get a local embedding of the graph around the seed
set S. Specifically, each node v is embedded into the vector
(fs(v))s∈S . Note that for a node far from the seed set S,
this vector will be the all zero vector and it can be safely
removed since we are only interested in local communities.
We then cluster nodes with respect to their mutual distances
in the embedding space.

To motivate the proposed embedding, let us consider the
case of a perfect scoring function f such that fs(v) = cs if
v is in the same community as s and 0 otherwise, where cs
is some positive constant that depends on s. Let us as-
sume that we have disjoint communities C1, . . . , CK and
seed nodes s1, . . . , sK in each of these communities (sk ∈
Ck). Then, we see that the embedding (fsk (v))1≤k≤K asso-
ciated with these seed nodes and this perfect scoring func-
tion takes exactly K distinct non-zero values and that each
of these values corresponds to a community Ck. Thus, by
using a clustering algorithm on the vectors in the embedding
space, we can exactly recover the communities (Ck)k=1,...,K .
The scoring gap property presented above for Personalized
PageRank, LEMON and Heat Kernel guarantees that these
three functions are close to the perfect scoring function de-
fined above. Therefore, applying clustering on the embed-
ding (fs(v))s∈S should lead to results similar to these perfect
setup.

To illustrate the behavior of such embeddings, we show in
Figure 2 the result of a local embedding using the Personal
PageRank scoring function on a random graph generated
from a mixture of two gaussian vectors in R2 by putting
an edge between two points if they are within distance r
from each other. We choose a seed node in each gaussian.
We observe that the local embedding from these seed nodes
clearly separates the nodes from the different groups and
that a clustering algorithm can be used in order to recover
each gaussian.

4.3 Finding new seeds
We use the local embedding introduced in the previous

section to iteratively find new seeds S around the original
seed set S. The main idea of the algorithm is simple: we
start with S = S and we grow this new seed set by repeating
the following three steps:

1. Perform the local embedding using S: (fs(v))s∈S .

2. Cluster the nodes in the embedding space.

3. Pick a new seed node in each unexplored cluster and
add it to S.

The new seed nodes of S are then used to detect multi-
ple communities in the neighborhood of the initial seed set
S. We define more formally the algorithm in the next sec-
tion, and, in particular, we clarify the notion of unexplored
cluster.
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Figure 2: Example of local graph embedding for a
random graph. The graph is generated from a mixture of
two gaussians in R2 by putting an edge between two points if
they are within a given distance r from each other. The local
embedding is performed using the Personalized PageRank
scoring function and two seed nodes s1 and s2 picked in
each gaussian.

5. ALGORITHM
We now present our algorithm, named MULTICOM, that re-

covers multiple local communities.

5.1 Inputs
The inputs of MULTICOM are a graph G = (V,E) and a seed

set S ⊂ V . Our algorithm also takes a scoring function f ,
which is typically one of the functions presented in Section
3, and a local community detection function local that,
given a seed node s and a score fs, returns a local commu-
nity around S. For instance, this local function may re-
turn the sweep set with the lowest conductance by applying
the sweep process described in §3.1. Finally the algorithm
takes an integer parameter I that controls the number of
detected communities and a re-seeding threshold β ∈ [0, 1]
that controls the number of new seeds at each iteration of
the algorithm.

5.2 Description
In order to find multiple communities in the neighborhood

of the initial seed set S, the algorithm uses a larger seed set
S that contains S at the end of the algorithm. The new
seed nodes found during a step of the algorithm are stored
in Snew. Initially, Snew is initialized with S.

Step 1: Local community detection for new seeds
The algorithm starts by computing the score vectors fs for
each new seed node s ∈ Snew. Then, for each s ∈ Snew we
use the local algorithm to extract a local community Cs

around s. Thus, at the end of this step of the algorithm,
we obtain one community Cs per seed node s. In particular,
if the set Snew is a singleton, we only recover one community
at this stage.

Step 2: Embedding and clustering
We use the scores fs for s ∈ S to define an embedding which

maps each node v ∈ V to a vector xv = (fs(v))s∈S in R|S|+ .
We then apply the popular clustering algorithm DBSCAN
[11] to the non-zero vectors xv and obtain K clusters of
nodes, D1, ..., DK .

Step 3: Picking new seeds
The second step of the algorithm applies the ideas of Sec-
tion 4 to find new seeds. We expect to obtain two types of
clusters in Step 2:

• clusters with significant overlap with the communities
Cs, s ∈ S, already detected;

• clusters with low overlap with these communities.

We want to select seed nodes in the later clusters in order
to detect new communities. To identify these clusters, we
compute for each cluster Dk the ratio

|Dk ∩ ∪s∈SCs|
|Dk|

.

Clusters with a ratio lower that the threshold β are consid-
ered as new directions that are worth exploring: a new seed
node is picked in each of them. In order to have a central
node in each cluster, we simply choose the node with the
highest degree.



Loop
The seeds selected at the end of step 3 form the new seed
set Snew to which we apply the same three steps. We stop
the algorithm when the number of communities is greater
than I or if there is no new seed.

Finally we output all the communities Cs found from the
seed nodes s ∈ S. The pseudo-code of our algorithm is given
below.

Algorithm 1 MULTICOM

Require: GraphG = (V,E), seed set S ⊂ V , score function
f , function local, parameters I, β.

1: S ← ∅ (all seed nodes)
2: Snew ← S (new seed nodes)
3: C ← [] (list of communities)
4: while Snew 6= ∅ and |C| ≤ I do
5: # Detecting communities from new seeds
6: for s ∈ Snew do
7: fs ← compute score function
8: Cs ← local(fs) (local community detection)
9: C.push(Cs)

10: end for
11: S ← S ∪ Snew (add new seeds)
12: # Embedding and clustering
13: ∀v ∈ V , xv ← (fs(v))s∈S

14: D1, ...., DK ← clustering of (xv)v∈V in R|S|+ \ {0}
15: # Picking new seeds
16: Snew ← ∅
17: E ← ∪C∈CC (explored nodes)
18: for k = 1, ...,K do
19: if |Dk ∩ E| < β|Dk| then
20: snew ← node with highest degree in Dk \ E
21: Snew ← Snew ∪ {snew}
22: end if
23: end for
24: end while
25: return C

5.3 Post-processing
Note that the communities returned by MULTICOM might

intersect. This is consistent with the fact that nodes often
belong to multiple communities in practice [26, 32]. How-
ever, we might want to limit the number of nodes that the
communities have in common, and consider that if two com-
munities Ci, Cj share too many nodes, then they form only
one community Ci∪Cj . To do so, we apply a post-processing
step, called MERGE, at the end of MULTICOM that merges two
communities Ci and Cj if their F1 score F1(Ci, Cj) is greater
than a given threshold γ ∈ [0, 1]. In the following experi-
ments we use MERGE with parameter γ = 1

2
.

6. EXPERIMENTS
We now analyse the performance of our algorithm, both

qualitatively and quantitatively, on real graphs.

6.1 Case study: Wikipedia
First, we illustrate the interest of our algorithm on an

extract of Wikipedia presented in [31]. The dataset is built
from a selection of articles from the English version of Wikipedia
that matches the UK National Curriculum1. The nodes of
the graph corresponds to Wikipedia articles, and we put an

edge between two articles a and a′ if there is an hyperlink
to article a′ in article a. We apply MULTICOM with a Person-
alized PageRank scoring function and using a cut based on
conductance on the seed set S = {Albert Einstein}. With
the parameter I = 5, the algorithm returns 6 communities,
for a total of 153 nodes. For each of these communities, we
list the top-5 nodes according to their PageRank:

• C1 = {Albert Einstein, Special relativity, Euclid, Wave,
String theory}

• C2 = {Light, Electric field, Contact lens, Maxwell’s
equations, Semiconductor device}

• C3 = {Gottfried Leibniz, Algebra, Pi, Game theory,
Thermo- dynamics}

• C4 = {Star, Red dwarf, Open cluster, Orion Nebula,
Gliese 876}

• C5 = {Quantum mechanics, Photon, Electromagnetic
radiation, Electric charge, Linus Pauling}

• C6 = {Atom, Renormalization, Mechanical work, Quark,
Ununpentium}

The top node of each community C2, . . . , C6 turns out
to be a seed found by MULTICOM. We see that each com-
munity corresponds to a different facet of Einstein’s work.
Note that the state-of-the-art algorithms like Personalized
PageRank only recover community C1, as it corresponds to
the first step of the MULTICOM algorithm. We see that we gain
precious information by considering additional communities
around the Albert Einstein article.

6.2 Real-world data

Datasets
For a quantitative evaluation of our algorithm on real-world
graphs, we use the datasets available on the SNAP web-
site [33]. All these datasets include ground-truth commu-
nity memberships. We consider graphs of different types:
the social network YouTube [3], the product co-purchasing
graph built from Amazon data [18], and the DBLP dataset
described in Section 5.

Algorithms
We compare MUTLTICOM to the three state-of-the-art algo-
rithms presented in Section 3: Personalized PageRank (PPR),
Heat Kernel (HK) and LEMON (LEMON). For MULTICOM we
use a function cut that finds the local minimum for the
conductance Φ(Sj), and we take Personalized PageRank for
the scoring function f . We have implemented MULTICOM in
Python and made it available on GitHub2.

Performance evaluation
In order to evaluate the performance of the algorithms, we
measure for each returned community Ĉ its conductance
Φ(Ĉ) and the maximum F1-score between Ĉ and any ground-
truth community.

The state-of-the-art algorithms return only one commu-
nity so the computation of these scores is straightforward.

1http://schools-wikipedia.org
2https://github.com/ahollocou/multicom
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Figure 3: Seeds and communities detected by
MULTICOM in a SBM. The algorithm has been applied to
a SBM random graph with an initial seed displayed in red
in Figure (a). Figure (a) shows the new seeds detected by
MULTICOM. Figure (b) shows the communities detected from
these seeds. Note that some nodes belong to several com-
munities (bi-colored nodes).

MUTLTICOM generally outputs several communities, so we con-
sider the average values of conductance and F1-score for
these communities.

We also compute the total number of nodes |E| labeled or
explored by each algorithm, i.e. the total number of nodes
that belong to a community at the end of each algorithm.

Benchmark
For each dataset, we pick 100 seed nodes uniformly at ran-
dom and run the algorithms on each of these seed nodes.
We use the parameter I = 5 and β = 0.8 for MULTICOM. The
results are shown in Table 1.

DBLP

Algo. |E| Φ F1

MULTICOM 103 0.45± 0.14 0.23± 0.15
PPR 21 0.41± 0.17 0.23± 0.22
HK 15 0.32± 0.14 0.23± 0.26
LEMON 18 0.43± 0.20 0.26± 0.24

Amazon

Algo. |E| Φ F1

MULTICOM 80 0.35± 0.14 0.44± 0.19
PPR 26 0.31± 0.16 0.46± 0.24
HK 24 0.27± 0.16 0.49± 0.26
LEMON 21 0.40± 0.27 0.48± 0.25

YouTube

Algo. |E| Φ F1

MULTICOM 284 0.69± 0.11 0.05± 0.03
PPR 95 0.56± 0.25 0.05± 0.11
HK 100 0.55± 0.33 0.04± 0.11
LEMON 5 0.96± 0.12 0.12± 0.20

Table 1: Benchmark results on SNAP datasets

Observe that the total number of nodes found by MULTICOM,
corresponding to multiple communities, is much higher than
those found by the other algorithms. In other words, the
volume of information that MULTICOM collects in the neigh-
borhood of the seed set is much more important. Moreover,
the quality of this information is not too much downgraded
by the multi-directional approach. Indeed, the average F1-
score measured on the multiple communities returned by
MULTICOM is essentially the same as the F1-scores of the
other algorithms. The much higher F1-score of LEMON for
the YouTube dataset is due to the much smaller communi-
ties detected by this algorithm.

6.3 Synthetic data
We evaluate our algorithm on synthetic graphs generated

with the Stochastic Block Model (SBM) [10]. We illustrate
the results of MULTICOM on such a synthetic graph in Figure
3. In the sub-figure (a), we display the new seeds found by
the algorithm when initialized with an initial seed colored in
red in the figure. In the sub-figure (b), we display the corre-
sponding communities returned by the algorithm. Note that
some communities are overlapping i.e. some nodes belong
to more than one community.

In order to numerically evaluate the results of MULTICOM

on the SBM model, we generate 100 graphs with 100 nodes
and 5 communities of equal size. We pick a random seed
node in each of these graphs and run MULTICOM starting
from this seed with the same parameters as in §6.2. We use
the same performance metrics (average conductance, aver-
age F1-score and number of explored nodes) to evaluate the



performance of MULTICOM and we compare it to PPR. The
results are shown in Table 2. We observe that MULTICOM re-
covers almost perfectly all 5 communities in each generated
graph, whereas PPR recover only one of these communities.

Algo. |E| Φ F1

MULTICOM 98 0.11 0.98
PPR 20 0.11 0.97

Table 2: Benchmark results on a SBM model. Graph
generated have 100 nodes and 5 equal-sized communities.

7. CONCLUSION
In this paper, we have presented an algorithm for multiple

local community detection. The approach relies on the local
embedding of the graph near the seed set, using a scoring
function such as Personal PageRank. We have seen that
the target communities are typically well separated in the
embedding space. Building on this observation, we have
proposed a clustering method to identify new seeds in the
neighborhood of the initial seed set, so as to recover different
communities in various directions of the graph.

For future work, we would like to compare the local em-
bedding obtained with MULTICOM with the existing local spec-
tral embedding, and use it for other tasks such as network
visualization and link prediction.
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