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We observe and explain theoretically a dramatic evolution of the Dzyaloshinskii-Moriya interaction
(DMI) in the series of isostructural weak ferromagnets, MnCO3, FeBO3, CoCO3, and NiCO3. The sign of
the interaction is encoded in the phase of the x-ray magnetic diffraction amplitude, observed through
interference with resonant quadrupole scattering. We find very good quantitative agreement with first-
principles electronic structure calculations, reproducing both sign and magnitude through the series, and
propose a simplified “toy model” to explain the change in sign with 3d shell filling. The model gives insight
into the evolution of the DMI in Mott and charge transfer insulators.
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Introduction.—The Dzyaloshinskii-Moriya interaction
(DMI) appears in magnetic materials with, at least locally,
broken inversion symmetry. It leads to an exchange energy
that scales with the vector product of spins S1 × S2 and is
thus antisymmetric with respect to interchange of the spins,
favoring noncollinear order. First introduced to explain the
canting of moments in weak ferromagnets [1], with a
microscopic origin in spin-orbit coupling (SOC) [2,3], the
DMI has recently been shown to be responsible for the
stabilization of various exotic noncollinear magnetic
ground states, such as spin spirals [4] and Skyrmions
[5–7]. Such magnetic orders are of particular interest from
both fundamental and applied points of view. For instance,
Skyrmions are topologically protected states, which makes
them promising for novel spintronic applications. DMI is
an important ingredient in multiferroics with spiral mag-
netic order, where it is thought to promote an electric
polarization either by polarizing electronic orbitals [8] or
by inducing atomic displacements [9]. DMI stabilizes
chiral domain walls, which can be driven by current rather

than magnetic field [10,11]. Also, they can be used for
manipulation of spin wave currents (“magnon transistor”)
[11]. The possibility to control and change the sign of the
DMI in magnetic materials is an essential step towards
finding suitable materials for spintronics applications. Up
to date such manipulation has been experimentally realized
for the isostructural B20 metallic alloys Fe1−xCoxSi [12],
Mn1−xFexGe [13], and Fe1−xCoxGe [14] demonstrating a
very complex and rich magnetic phase diagram depending
on the doping and the applied magnetic field.
Here we report a systematic experimental and theoretical

study of the insulator counterpart of the systems with
tunable DMI: isostructural MnCO3, FeBO3, CoCO3, and
NiCO3, with R3̄c crystal symmetry. In contrast to the
metallic B20 alloys with competing long-range magnetic
interactions, strongly affected by the dynamical Coulomb
correlations [15], the magnetic structure of these R3̄c
insulators is much simpler. In these systems, every metal
atom interacts predominantly with its six nearest neighbors,
providing a route to a truly microscopic understanding of
the DMI.
The four crystals studied here have the same crystal

structure [16–19], consisting in a stack of alternating 3d
transition metal (TM) and oxygen-carbon (oxygen-boron)
layers. The TM ions occupy the center of elongated MO6

octahedra (M ∈ fMn; Fe;Co;Nig). The exchange interac-
tion between the TM ions is mediated by the oxygen ions.
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The structural twist of the oxygen layers with respect to the
TM layers (Fig. 1) shifts the oxygen atoms away from the
middle point between TM atoms and breaks the inversion
symmetry at the oxygen sites, thus allowing the DMI
interaction between the TM sites. This twist alternates in
sign from one oxygen layer to the next, such that the crystal
is globally centrosymmetric.
These crystals have the same antiferromagnetic order, if

one ignores the small ferromagnetic component: the mag-
netic moments are in the basal plane, aligned parallel in a
single TM layer and antiparallel between adjacent layers.
However, due to the DMI, the antiferromagnetic alignment
is not exactly collinear, but there is a small canting in plane,
in the same direction for all the spins, resulting in a net
macroscopic magnetization. The canting is a direct mani-
festation of the DMI, both in magnitude and in sign. The
relation between DMI and ferromagnetic moment can be
grasped by assuming that the single-ion anisotropy allows

the spins to rotate freely in the ab plane, and writing the
classical Hamiltonian for nearest-neighbor spins as

H ¼ JS1 · S2 þ D · ½S1 × S2�; ð1Þ
where J is the isotropic exchange constant and D is known
as the Dzyaloshinskii vector. The Hamiltonian minimizes
energy by canting the spins with a small angle ϕ ∼ 1

2
Dz=J,

whereDz is the component of D parallel to the c axis. (This
defines the sign σϕ ¼ �1 of the canting angle, which
reverses from one sublattice to the other: it is chosen as
equal to the sign ofDz.) The magnitude of the canting angle
or, equivalently, the ratio of the net magnetization to the
sublattice magnetization is of the order of a few mrad [20–
24] (Table I). Remarkably, it does not vary with the
temperature below the onset of magnetic order [23]. Its
sign, however (or equivalently the sense of D), has been
determined experimentally in only a handful of weak
ferromagnets [51–57], using interference effects in nuclear
magnetic resonance [52,54], in polarized neutron diffrac-
tion [53,55], or in polarized x-ray diffraction [56,57]. Other
methods, such as electron spin resonance [58] and spin
wave spectroscopy [59–61] have been shown to be able to
determine the sign of DMI in certain classes of single
crystals. When a Skyrmion lattice is formed, polarized
neutron small angle scattering is also used [12–14].
Diffraction experiment.—Here, we use a variation on the

polarized x-ray diffraction technique employed in the case
of FeBO3 [56] to determine the sign of the canting angle in
the four weak ferromagnets under consideration. For this
purpose, one needs to find the sign of the antiferromagnetic
spin structure factor, which for (0; 0; 6nþ 3) reflections is
simply the difference between the spin vectors at site 1
(blue sphere in Fig. 1) and one of its nearest neighbors (site
2, red spheres), SAFM ¼ S1 − S2. The macroscopic ferro-
magnetic moment can be aligned by a weak external
magnetic field, which allows the entire magnetic structure
to be rotated within the ab plane. While the intensity of
magnetic scattering is easily determined, the all-important
sign is lost when measuring the intensity of pure magnetic
reflections with x rays or neutrons. We therefore exploit the
interference between two x-ray amplitudes, one of mag-
netic origin, and a reference amplitude that is independent
of the magnetic structure [56]. The former is dominated by

FIG. 1. Local atomic and magnetic orders in the weak ferro-
magnets of this work. The ions of the two magnetic sublattices are
represented by blue (site 1) and red (site 2) spheres, with black
arrows denoting the direction of their spins. Oxygen atoms
between the two adjacent transition metal layers are represented
as yellow spheres. The dotted circles highlight the twist of the
oxygen layer. The bottom panel shows the occupation of the 3d
level of a magnetic ion. The left and right panels show the two
possible magnetic configurations which stabilize depending on
the 3d occupation and, therefore, the sign of the DMI, for a net
ferromagnetic moment pointing along the magnetic field H.
SAFM denotes the direction of the antiferromagnetic spin
structure.

TABLE I. Experimental and theoretical values of the canting angle (degrees). The experimental magnitudes are taken from the
literature. The experimental signs and the ab initio values are taken from this work. The sign of the canting angle corresponds to the sign
of the DMI. N3d is the number of the 3d electrons per transition metal site obtained from first-principles calculations (for details, see
Supplemental Material [25]).

Magnetic Canting angle ϕ (deg) Canting angle ϕ (deg)
Compound ion Z N3d experimental ab initio

MnCO3 Mn2þ 25 5.0 −0.04 [50], −0.4 [20,22] −0.05
FeBO3 Fe3þ 26 5.8 −0.9 [23] −0.8
CoCO3 Co2þ 27 7.1 4.9 [21,22] 4.7
NiCO3 Ni2þ 28 8.2 10.8 [22] 7.4
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x-ray nonresonant magnetic scattering [62], while the latter
is quadruplole resonant elastic x-ray scattering (REXS)
[63]. More details on both amplitudes are given in
Supplemental Material [25]. The interference is measured
at the 009 Bragg reflection of the crystals of interest, which
is forbidden for Thomson scattering (i.e., space group
forbidden) but allowed for the two scattering mechanisms
outlined above.
It is, perhaps, worth noting that the sign of the DMI does

not affect the direction of the ferromagnetic moment as it
follows the external field. Rather, it determines whether one
ferromagnetically aligned sheet points to the left, and the
one above it to the right, or vice versa. This difference is
simply the phase of the magnetic modulation, which is
encoded in the phase of the magnetic scattering.
The diffraction experiments reported here use the same

setup as that described in Ref. [56]. We measured the 009
forbidden reflection of the four crystals with monochromatic
x rays tuned to the K-edge resonance of their respective
magnetic ion. The samples were macroscopic single crystals
of high quality with a large 001 facet, except for the NiCO3

crystal, which was a grain of a few tens of microns. The
measurements were performed well below their respective
Néel temperature, at 300, 7.5, 13, and 5.5 K for, respectively,
FeBO3, MnCO3, CoCO3, and NiCO3. A ∼0.01 T magnetic
field, sufficient to produce a single domain state alignedwith
the magnet, was applied by a pair of permanent magnets
rotated about the sample c axis by an angle η (see Fig. 2). The
crystals were rotated by azimuthal angles ψ about the
scattering vector, to suitable orientations for the measure-
ments (see Supplemental Material for details [25]).
Measurements were performed at beam line I16 of
Diamond Light Source [64], using linearly polarized x rays
and a linear polarization analyzer crystal to reject the
scattered x rays of unrotated polarization.
As a coherent sum of two scattering amplitudes, the

diffraction intensity is the sum of a pure magnetic term, a
pure resonant term, and an interference term (see
Supplemental Material [25]),

IðE;ψ ; ηÞ ¼ f2msin2ηþ jQðEÞj2cos23ψ
þ 2σϕfmℑ½QðEÞ� cos 3ψ sin η; ð2Þ

where fm is a known real positive quantity related to the
nonresonant magnetic scattering amplitude, E is the x-ray
energy, andQðEÞ is a complex spectroscopic term related to
theREXS amplitude. The latter can be calculatedwith a x-ray
spectroscopy software such as FDMNES [65], which was
used in this work. From Eq. (2), it is clear that one can
extract the sign of the DMI (σϕ) by rotating the magnetic
field while maintaining a fixed crystal azimuth (ψ) and
x-ray energy (E). The results of such measurements are
presented in Fig. 2.
The sign of the magnetic structure factor is determined

by the deviation of the measured intensity toward η ¼ 90°
or η ¼ 270°, i.e., whether the red rings in Fig. 2 go up or
down. The results are remarkably clear: the sign of the DMI
is the same in FeBO3 and MnCO3, which are both opposite
to CoCO3 and NiCO3. More precisely, the canting angle is
negative (Fig. 1, left) in FeBO3 and MnCO3, and positive
(Fig. 1, right) in CoCO3 and NiCO3. These signs represent
the missing information from the absolute values of the
canting angles that are reported in the literature (Table I)
and complete our knowledge of the relative strength of the
DMI in this series of materials.
A reliable model for the resonant spectrumQðEÞ (and, in

particular, its imaginary part) is a key requisite for the
correct interpretation of the scattering phase. A series of
measurements at various energies and azimuths confirmed
the shape of the resonance, predicted by FDMNES, and
showed that the resonant amplitude just above the reso-
nance energy has a phase that is independent of the
magnetic ion (3d shell filling). This seemingly complex
scattering process therefore provides a robust and consis-
tent reference wave, and a reliable interpretation of the
interference data. At photon energies far below the core-
level resonances the resonant term vanishes [QðEÞ → 0]
and pure magnetic scattering is observed [the sin2 η term of
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FIG. 2. X-ray diffraction experiment: schematic view andmain results. Normalized experimental values of the diffraction intensity versus
magnet angle η, for the series of weak ferromagnets. The blue curves aremeasured below the resonance energy and show the puremagnetic
scattering intensity, which is symmetric and insensitive to the scattering phase. The red curves are on resonance and include a strong
interference term that breaks the symmetry and gives the phase of the magnetic scattering, revealing the sign of the DMI. Experimental data
(symbols) are shown with their fits (plain lines) against Eq. (2). For the off-resonance data,QðEÞ ¼ 0 is enforced. The deviation from the
90°–270° symmetry axis, particularly strong in the case of CoCO3 and not explained by Eq. (2), is discussed in SupplementalMaterial [25].
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Eq. (2)]: the data become symmetric (Fig. 2), loosing all
information about the scattering phase.
First-principles calculations.—To simulate the elec-

tronic structure and magnetic properties of the selected
compounds we used the Vienna ab initio simulation
package (VASP) [66,67] within local density approximation
taking into account the on-site Coulomb interaction U and
SOC (LDAþ U þ SO) [68]. All the technical details are
presented in Supplemental Material [25].
Table I gives a summary of the main theoretical and

experimental results. One can see that the theory reproduces
the change of the DMI sign through the series of studied
compounds, observed experimentally. While the absolute
values of the canting angles are slightly variable depending
on theU value used in the calculation, their signs turn out to
be robust. Importantly, our first-principles calculations
revealed that the chemical bonding in all four systems has
more covalent rather than ionic character, as indicated by the
deviation of the number of the 3d electrons from the pure
ionic values, and magnetization of the oxygen atoms.
Toy model.—According to Hund’s rules, once the

electronic shell becomes more than half filled, the prefer-
able mutual orientation of the spin and orbital moments
changes. It is tempting to use this argument to explain the
change of the sign of the DMI across the series of
carbonates. However, the present examples all have
more-than-half-filled 3d shells, and therefore parallel spin
and orbital moments. We must therefore look further for an
explanation of the microscopic mechanism behind the
preferred magnetic chirality.
Here we propose a simple and transparent microscopic

explanation of the DMI sign change in the R3̄c insulators,
based on a minimal toy model. The first step is to express
the total Dzyaloshinskii-Moriya interaction between two
atoms i and j as a sum of partial interorbital contributions
(IO-DMI), Dij ¼

P
nn0D

nn0
ij . Here n (n0) denote the half-

filled states, which are magnetic and therefore contribute to
the formation of the total spin moment of each atom.
Then we analyze the IO-DMI by means of a super-

exchange-based approach developed by Moriya [3],

Dnn0
ij ¼ 8i

U
ðtnn0ij Cn0n

ji −Cnn0
ij tn

0n
ji Þ; ð3Þ

where tnn
0

ij is the (unperturbed) hopping integral between
the nth ground orbital state of ith atom and n0th orbital state
of the jth atom; Cnn0

ij is the corresponding hopping
renormalized by SOC and U is the on-site Coulomb
interaction. Since tnn

0
ij ¼ tn

0n
ji and the hoppings with SOC

are imaginary, the IO-DMI is nonzero if Cnn0
ij ¼ ðCn0n

ji Þ�.
This SOC-affected hopping integral is the quantity of
interest, since it contains the information about the DMI
sign. As it was shown by Moriya [3], Cnn0

ij is related to the
transfer of the electrons (holes) between the half-filled
ground states and the excited ones. The latter can be either
empty or fully occupied.
Importantly, the particular electronic configuration of the

excited orbital states is related to the sign and magnitude of
the IO-DMI. To demonstrate this, we consider the simplest
two-orbital two-site model with the different number of
electrons, N ¼ 2 [Fig. 3(a)] and N ¼ 6 [Fig. 3(b)]. Here n
and n0 are the ground state orbitals in case (a), while m and
m0 are the ground state orbitals in case (b). We fix the
hopping integrals in our consideration, which means that
the geometry of the model system does not change when
we vary the number of electrons.
As it follows from the experimental data and first-

principles results (Table I) the DMI changes in both sign
and magnitude across the series. For our toy model we
found thatCn0n

21 ¼ −Cm0m
21 (see Supplemental Material [25]),

simply because Cn0n
21 ∼ðtm

0n
21 −tn0m21 Þ and Cm0m

21 ∼ ðtn0m21 − tm
0n

21 Þ
[Fig. 3(c)]. It implies that Dnn0

12 (N ¼ 2) and Dmm0
12 (N ¼ 6)

must have opposite signs.
As for magnitude of the DMI, it is controlled by the

hopping strength between orbital states of the same
symmetry, tnn

0
ij and tmm0

ij . From the basic electronic structure
viewpoint, the higher-lying energy levels are usually the
antibonding states, corresponding to a stronger metal-
ligand hybridization. In our case, it leads to the following
relation: tnn

0
ij < tmm0

ij , which gives jDnn0
12 j < jDmm0

12 j in agree-
ment with the experimental observations (Table I). Thus,
already at the level of the Moriya’s approach, both sign and
magnitude of the IO-DMI are shown to depend on the
orbital’s filling. By changing the occupation of the 3d states
we change the balance between empty and fully occupied
channels for the IO-DMI. It results in the change of sign
and magnitude of the total DMI. In contrast to the previous

FIG. 3. Visualization of the toy tight-binding model proposed for explaining the change of DMI sign in the weak ferromagnets of this
work. The filling of the energy levels in the ground state electronic configuration for N ¼ 2 [(a), left] and N ¼ 6 [(b), center] is shown.
Arrows denote hopping (interatomic) and spin-orbit coupling (intra-atomic) excitations (between orbital states n, n0, m, m0)
corresponding to the Dzyaloshinskii-Moriya interaction. [(c), right] Comparison of the (a) and (b) excitation processes reveals the
difference in hoppings between excited and ground states.
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considerations on metals [69–71] with complex depend-
ence of the DMI energy on the electronic structure, our toy
model for insulators puts forward an intuitive picture
of DMI.
To summarize, we have performed a systematic exper-

imental and theoretical investigation of the Dzyaloshinskii-
Moriya antisymmetric exchange interaction in a series of
isostructural weak ferromagnets, and have discovered and
explained a dramatic variation in magnitude and sign as the
3d orbitals are gradually filled. Our novel x-ray diffraction
technique yields both the amplitude and phase of the
magnetic diffraction, essential for determining its sign.
We have shown that it is suitable even for very small (few
tens of microns) crystal samples. The dramatic evolution of
the Dzyaloshinskii-Moriya interaction with electron filling,
and the ability of modern first-principles calculations to
model it, bodes very well for a future in which the exchange
interactions can be tuned for spintronics technologies, and
important material properties predicted by computational
methods.
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SAMPLES

The quality of the samples is critical in the experimen-
tal part of this study. In particular, the chemical purity of
the crystals plays an important role. The e�ect of doping
with a di�erent transition metal has been largely studied
in FeBO3 and MnCO3. It has been shown that doping
results in a sizable alteration of the magnetic properties,
such as the spontaneous moment and the ordering tem-
perature. In particular, doping FeBO3 with Cr [1] and
MnCO3 with Fe [2, 3] has a huge and complex e�ect [4],
because pure CrBO3 and FeCO3 are classical antiferro-
magnets with the moments parallel to the trigonal axis
[5, 6]. The case of MnCO3 is spectacular, since 0.5 % dop-
ing with Fe is su�cient to completely quench the weak
magnetic moment [2, 3] and turn the resulting crystal
into a classical antiferromagnet with the moments along
the trigonal axis. It may explain the large dispersion of
values found in the literature for MnCO3. Doping with
other elements also has a measureable e�ect, although
not as spectacular, on the spontaneous magnetisation,
the coercitive �eld and the Curie temperature [1]. There
is to our knowledge no experimental study of the e�ect
of doping in CoCO3 and NiCO3, but Moskvin predicted
that mixing Mn and Ni in Mn1−xNixCO3 would result in
peculiar behaviors [7]. The results of Refs. [1], [2] and [3]
suggest that the spontaneous magnetic moment and the
Néel temperature of the samples are good indicators of
the purity of the crystals. We present such measurements
below.

Sample growth

While MnCO3, CoCO3 and FeBO3 macroscopic sin-
gle crystals were available to us prior to this work, the

project required a dedicated growth of NiCO3 crystals,
and macroscopic sizes were not achieved. The NiCO3

crystals were synthesized at the Lomonosov Moscow
State University, Faculty of Geology, by the hydrother-
mal method in standard autoclaves with a volume of 5-6
cm3. Te�on was used as the protective coating. The co-
e�cient of the autoclave �lling was selected so that pres-
sure was constant. The synthesis was carried out under
pressure of 70-100 atm and in the temperature range 550-
560 K. The lower temperature was limited by the kinetics
of the chemical reaction while the upper temperature was
limited by the equipment. Full completion of the chemi-
cal reaction was obtained within 20 days. The synthesis
was carried out from the compounds NiCl2, Na2CO3 and
B2O3 in the ratio 1:1:1. At the end of the synthesis, the
melt was cooled to room temperature in 24 h. The precip-
itate was separated by �ltering a stock solution, washed
several times with hot distilled water and �nally dried at
room temperature for 12 h. Optical microscopy reveals
that the precipitate is made of prismatic green crystals.
Some of them were selected manually for further analy-
sis, including for the main measurements of this paper.
The chemical composition of the selected single crystals
was determined by inductively coupled plasma optical
emission spectrometry and, independently, from the re-
�nement of their crystal structure. In addition to the
NiCO3 single crystals, white powder is also found: it is
identi�ed as a phase with the apatite-type structure by
powder X-ray di�raction.

Magnetic characterisation

Magnetization measurements were performed on sin-
gle crystals from the same batches as those measured
by X-ray di�raction by means of a SQUID vibrating-
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TABLE I. Spontaneous magnetization at low temperature and critical temperature. Concerning the literature data of MnCO3,
only measurements performed on pure single crystals at low temperature (T<10 K) are reported, since it was reported that the
magnetisation of powder samples is reduced [3] and that magnetic impurities also reduce the magnetisation [2, 3]. For FeBO3

and CoCO3 we provide two experimental values of the spontaneous magnetization (see text for details). The error bars of our
experimental data is of the order of 10−5 µB/ion. The critical temperature data selected from the literature concern the net
magnetization; literature data measured on the antiferromagnetic part were discarded, although it is generally accepted that
the onset of the weak ferromagnetic moment coincides with the onset of the antiferromagnetic order.

Spontaneous magnetization at low temperature (µB/ion) Critical temperature (K)

Literature data This work Literature data This work

MnCO3 0.034 [8], 0.033 [3] 0.035 32.43 [8] 33.58±0.02
FeBO3 0.08 [9], 0.078 [10] 0.071, 0.075 348.5 [9], 346.5 [10] 345±0.5 [11]

CoCO3 0.258 [12], 0.229 [13], 0.269 [14] 0.255, 0.282 18.1 [12] 17.76±0.02
NiCO3 0.372 [15], 0.412 [16], 0.391 [10] - 25.2 [15], 25.2 [16] 23.83±0.06

sample magnetometer (VSM) at beamline I10 of the Di-
amond Light Source. The samples were glued on a quartz
rod using GE Varnish. Magnetization vs �eld (M vsH)
curves were measured at T = 5 K with the external mag-
netic �eld applied perpendicular to the c axis of the trig-
onal structure, where the net magnetic moment of the
canted antiferromagnetic structure resides, by sweeping
the magnetic �eld in the sequence 0→ 5 kOe → -5 kOe
→ 0.
The CoCO3 and FeBO3 samples are in the form of

relatively thin plates and the direction of the c axis is
easily identi�able as the orthogonal to the sample sur-
face. In order to properly take into account the in-
plane magneto-crystalline anisotropy, sets of measure-
ments were repeated for: (i) two di�erent orientations
of the same crystal relative to the external magnetic �eld
in the case of CoCO3; (ii) two di�erent crystals (with
a generally di�erent in-plane orientation) in the case of
FeBO3. The c axis direction is not as obvious for the
MnCO3 sample. The magnetization in the latter was
thus measured mounting the sample in three di�erent
orientations: the data set where H ⊥ c can be assigned
to the one displaying the strongest signal. The measure-
ments corresponding to the other orientations were then
discarded.
The magnetization curves show that, for values of the

�eld large enough to completely orient the magnetic do-
mains, the magnetic moment perpendicular to the c axis,
m⊥(H,T ), exhibits the following linear dependence on
the applied �eld H⊥:

m⊥(H,T ) = m0(T ) + χ⊥(T )H⊥ (1)

where χ⊥(T ) is the magnetic susceptibility in the ab
plane of the crystal and m0(T ) is the spontaneous net
magnetization (at zero �eld) arising from the moment
canting. m0(T ) can then be extracted extrapolating to
zero �eld the M vsH curves. Table I summarizes the re-
sults and compares them with data from the literature.
M vsH measurements were collected also for a single
crystal of NiCO3 that shows an analogous linear depen-

dence of the magnetization as a function of the external
�eld. However, due to the small size of the crystal, its
mass could not be reliably determined and the magnetic
moment per magnetic ion could not be calculated. For
the other three samples, the spontaneous magnetization
is similar to the values found in the literature.

Magnetization vs temperature measurements were also
performed on CoCO3, MnCO3 and NiCO3, in order to
measure the critical temperature, corresponding to the
onset of the weak ferromagnetic moment. The data were
collected following the zero-�eld cooled (ZFC) - �eld-
cooled (FC) protocol. The samples were �rst cooled be-
low the Néel transition in zero �eld and the ZFC magne-
tization was then measured on warming by the applica-
tion of a small �eld of 1 kOe for CoCO3 and MnCO3 and
5 kOe for NiCO3. Once in the high temperature param-
agnetic region, the FC magnetization was measured on
cooling the samples down to 5 K keeping the �eld to
the same value used for the ZFC data. The ZFC and
FC data sets almost completely overlap, thus showing no
signi�cant irreversibility. The measured critical temper-
ature also shows a good agreement with the literature
data (Table I).

The temperature dependence of the magnetization was
not measured for FeBO3 because the SQUID apparatus
does not allow to reach its critical temperature, which
is above room temperature. Nevertheless, we reported
the temperature dependence of a pure antiferromagnetic
Bragg re�ection in Ref. [11] and it also agrees well with
literature data.

X-RAY MAGNETIC AND RESONANT

INTERFERENCE SCATTERING

Magnetic structure in applied magnetic �eld

The magnetic structure of the crystals studied here
is carried by the transition metal ions and consists of
a stack along the c axis of ferromagnetic layers at po-
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FIG. 1. Atomic and magnetic orders in weak ferromagnets
FeBO3, MnCO3, CoCO3 and NiCO3. Boron and cabon atoms
are omitted for clarity. The top panel indicates the local en-
vironment of a 3d atom and its six nearest-neighbor magnetic
ions. The z value denotes the coordinate along the c axis of
the hexagonal unit cell. Blue and red red spheres correspond
to transition metal ions �1� and �2� in the text. The bottom
left and right panels shows the two possible spin con�gura-
tions, depending on the sign of the canting angle ϕ, for SFM

pointing to the top of the �gure (left: ϕ < 0; right: ϕ > 0;
see text for the de�nition of ϕ and SFM ).

sitions z = n/6 in hexagonal settings (Fig. 1). All the
spins of a single layer are in plane and parallel to each
other. Nearest-neighbour layers have antiferromagnetic
alignment, except for the twist induced by the DMI. We
can thus describe the magnetic structure by considering
only two spins S1 and S2 carried by the nearest-neighbor
transition metal ions �1� and �2� at positions (0, 0, 0)
and (1/3, 2/3, 1/6) respectively. To complete the de�ni-
tion of the system, it is necessary to precise the position
of the oxygen atoms: they occupy the generic position
(x, 0, 1/4) of space group R3̄c, with either 0 ≤ x ≤ 1/2
or 1/2 ≤ x ≤ 1. We use the �rst convention. The inter-
action between S1 and S2 is decribed by the exchange
constant J (considered isotropic for simplicity) and the
Dzyaloshinskii vector D (the direction of D is reversed
when the roles of S1 and S2 are swapped). The Hamil-
tonian in an external magnetic �eld H can be written:

H′ = JS1 · S2 +D · [S1 × S2]− µBgH · [S1 + S2] (2)

where µB is the Bohr magneton and g ≈ −2 is the
gyromagnetic ratio. In a weak external magnetic �eld
(µB|gH| ≪ |D|) applied in the basal plane, the Hamil-
tonian minimizes the energy by rotating the net spin an-

FIG. 2. A schematic view of the di�raction experiments. The

orthogonal frame (û, v̂, ŵ) is de�ned by û = k+k′

|k+k′| , ŵ =
k′−k
|k′−k| and v̂ = ŵ × û. The directions labelled �100� and

�001� correspond to reciprocal space directions indexed in the
hexagonal settings. The con�guration shown here is the case
ϕ > 0. The directions of S1 and S2 are swapped when ϕ < 0.

gular momentum SFM = S1 + S2 antiparallel to the
applied �eld and by conserving the �eld-free magnetic
structure with an antiferromagnetic spin structure factor
SAFM = S1 − S2 in the basal plane and perpendicu-
lar to SFM . The sense of SAFM is given by the sign
of the component Dz of D along the c axis: when it
is positive, the system minimizes its energy by canting
S1 clockwise around the (001) axis and S2 anticlockwise
(Fig. 1-2); the canting directions reverse with the sign of
Dz. In the following, we note σϕ the sign of ϕ, which
we de�ne as equal as the sign of Dz. The situation is
more complicated when considering the crystal �eld and
the spin-orbit coupling. Nevertheless, the crystals of this
study have easy magnetisation in plane with only weak
anisotropy in the basal plane, such that this Hamilto-
nian describes the situation fairly well when the applied
magnetic �eld is rotated in the basal plane and is strong
enough to overcome the in-plane anisotropy. The latter
decreases with temperature and can thus be reduced if
necessary by approaching the Néel temperature [17].
In our experimental set-up (Fig. 2), the direction of the

external magnetic �eld H in the laboratory frame is de-
scribed by the angle η rotating counterclockwise around
the c axis (00L direction with L > 0) of the sample, with
origin when H coincides in direction with k + k′. Fol-
lowing these considerations, the coordinates of SFM and
SAFM in the orthonormal frame (u, v, w) (Fig. 2) of the
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laboratory are:

SFM = S1 + S2 = −2S sin |ϕ|

 cos η

sin η

0

 (3)

and

SAFM = S1 − S2 = 2Sσϕ cosϕ

 sin η

− cos η

0

 (4)

which is equivalent to the expression given in [11]:

SAFM = 2S cosϕ
H × D̄

|H|
∣∣D̄∣∣ (5)

where D̄ is the D vector averaged over the M -O-M
bonds of the crystals: it is by symmetry either parallel
(σϕ > 0) or antiparallel (σϕ < 0) to the c axis.
In FeBO3 and MnCO3, the orbital moment is

quenched. In contrast, CoCO3 and NiCO3 have a strong
orbital moment. Following the third Hund's rule, we as-
sume that it is parallel (not antiparallel) to the spin.
This assumption is con�rmed by the ab initio calcula-
tions (see section "First-principles calculations" below).
Equations (3) and (4) are hence also valid for the orbital
moment (by replacing S by L).

Scattering model

According to Eq. (4), the sign of the DMI is encoded
in the antiferromagnetic structure factor SAFM , hence
in the magnetic scattering amplitude of neutrons or X-
rays. Pure magnetic scattering re�ections will however
not provide the sign of the amplitude, and an interfer-
ence between the magnetic scattering amplitude and a
non-magnetic reference amplitude is needed. In order
to interfere, both amplitudes must have same polarisa-
tion, not be out of phase, and have a similar magnitude.
With neutrons, one can use the nuclear amplitude as the
non-magnetic reference amplitude by measuring a re�ec-
tion allowed by the space group symmetry of the nuclear
structure which is not parallel to the trigonal axis [18].
The �ipping ratio then provides the sign of the magnetic
scattering amplitude. With X-rays, the same method
would not work because the non-resonant non-magnetic
(Thomson) scattering amplitude at space-group allowed
re�ections is several orders of magnitude larger than mag-
netic amplitudes, preventing from a reliable measurement
of the interference. The Thomson amplitude can be used
as reference amplitude at space-group forbidden re�ec-
tions [19], where it vanishes in the kinematical theory of
X-ray scattering but provides in fact a small residual am-
plitude due to dynamical multiple scattering e�ects. Here

we used instead the X-ray di�raction method presented
in Ref. [11]: we measure the interference between non-
magnetic resonant scattering and magnetic non-resonant
scattering at the (0,0,6n + 3) forbidden re�ections. The
resonant amplitude is of electric quadrupole origin, an
exotic but well understood scattering process [20].
A reliable formalism for X-ray non-resonant magnetic

scattering and X-ray resonant scattering is needed to ex-
ploit the interference signal. Since most X-ray resonant
and/or magnetic scattering experiments care only about
the intensity, many papers are not reliable as for the sign
of the scattering factors and scattering amplitudes, or
do not specify the adopted conventions. It is of course
necessary to describe both scattering ampitudes with the
same conventions of sign. However, a recent review paper
by Grenier & Joly [21] deals explicitly with this problem.
The formalism builds on that initially proposed by de
Bergevin & Brunel for X-ray non-resonant magnetic scat-
tering [22] and used in Ref. [11]. Based on this formalism,
we derive below the relation between the intensity mea-
surement and the sign of the DMI.
In this formalism, the X-ray non-resonant magnetic

scattering factor fmag of the antiferromagnetic spin
structure is purely imaginary. Following [22] and [21],
it can be written, in the case of incident polarisation σ
(perpendicular to the scattering plane) and scattered po-
larisation π (in the scattering plane) 1 :

fσπmag = −i h̄ω
mc2

sin2 θ
[
L(q) · (k̂ + k̂′) + 2S(q) · k̂

]
(6)

where h̄ω is the X-ray energy, mc2=511 keV is the rest
mass of the electron, θ is the Bragg angle, and L(q) and
S(q) are the orbital and spin structure factors at the
reciprocal lattice vector q = k′ − k. In the case of the
(0, 0, 6n+ 3) forbbiden re�ections:

L(q) = LAFMfL(q) (7)

S(q) = SAFMfS(q) (8)

where fL(q) and fS(q) are respectively the orbital and
spin form factors. By considering Eq. (4), Eq. (6) be-
comes:

fσπmag = −iσϕfm sin η (9)

where fm is a real positive quantity:

fm = 2
h̄ω

mc2
[LfL(q) + SfS(q)] cosϕ sin 2θ sin θ (10)

The charge scattering factor consists of two parts:
non-resonant Thomson scattering and resonant scatter-
ing fres. The former cancels out at re�ections (0,0,6n+3)

1 the scattering amplitude is −refmag with re = e2/mc2 the clas-
sical electron radius. Here we work with the scattering factors
for both the charge and magnetic terms.
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owing to the space-group symmetry, but the latter does
not. Resonant scattering is normally written as a series
of electric multipolar resonances [20, 21]. The largely
dominant term is the electric dipole-dipole (E1E1) un-
less it cancels out by symmetry, which is the case here
at the (0,0,6n+ 3) re�ections due to the high symmetry
of the sites hosting the resonant atoms. The two next
most-common terms are the electric dipole-quadrupole
(E1E2), which cancels out similarly to the E1E1 term,
and electric quadrupole-quadrupole (E2E2). Higher or-
der electric multipoles and multipoles involving magnetic
transitions are exotic and much weaker. We are thus left
with a single term, E2E2, for which the formalism [20, 21]
provides a simple expression:

fσπres = Q (E) cos 3ψ (11)

where Q(E) = Q′(E) + iQ′′(E) is a complex spectrum
2 and ψ is the azimuthal angle of the re�ection (Fig. 2).
Here, ψ = 0 when the 100 reciprocal direction is parallel
(not antiparallel) to k̂ + k̂′. Importantly, with incident
polarisation σ, fres is null in the unrotated polarisation
channel. The interference between magnetic scattering
and resonant scattering can therefore only be measured
in the rotated channel. It is also remarkable that a single
time-even spectroscopic term contributes to the forbid-
den re�ection, since the general E2E2 tensor can have
up to 15 independent tensor components in absence of
symmetry [23].
In principle, there is also X-ray resonant magnetic scat-

tering (XRMS). Its electric dipole resonance is usually
the strongest, although the magnetic shell is probed only
indirectly at the K edge of 3d transition metals. Follow-
ing Hill and MacMorrow [24] and using the same expres-
sions as above, we can write its contribution as:

fσπXRMS = 2iF (1)(E)σϕ cosϕ cos θ sin η (12)

It has thus the same sin η dependence as non-resonant
magnetic scattering. In contrast, it is not spectroscopi-
cally �at, due to the spectroscopic term F (1)(E). Owing
to its electric dipole origin, it is expected to be spec-
troscopically separated from the E2E2 resonant term,
hence not providing useful interference for the determi-
nation of the DMI sign. Moreover, extracting σϕ from
this term would require reliable calculations of the com-
plex spectrum F (1)(E). The same remark also holds for
a possible resonant magnetic scattering from the electric
quadrupole. The latter has a more complicated angu-
lar dependence, involving sin(nη) terms with n =1, 2, 3
[24]. It is expected to peak roughly at the same energy

2 Q(E) is a unique spectrum for all forbidden re�ections of the
type (0, 0, 6n + 3) of a given crystal of the series studies here,
except that it scales with cos3 θ.

as the resonant non-magnetic scattering. Exploiting the
non-resonant magnetic scattering is therefore simpler, if
one can discard the resonant magnetic scattering. We do
so because of the spectroscopic separation (dipole con-
tribution) or its presumed weakness (quadrupole contri-
bution): the occurrence of signi�cant Fourier harmonics
of order larger than 2 (in particular sin 3η or sin2(3η)
terms) in the η dependence of the intensity would invalid
this assumption.

When considering only the non-resonant magnetic
scattering and the resonant non-magnetic scattering, the
total intensity measured with a polarisation analyser in
the channel σ → π is:

Iσπ =
∣∣fσπmag + fσπres

∣∣2 = Imag + Ires + Iinterf (13)

which is composed of the pure magnetic term Imag,
the pure resonant term Ires, and the interference term
Iinterf :

Imag = f2m sin2 η (14)

Ires = |Q(E)|2 cos2 3ψ (15)

Iinterf = 2σϕfmQ
′′(E) cos 3ψ sin η (16)

The determination of the sign σϕ relies thus on the knowl-
edge of the resonant spectrum Q′′(E). The latter is cal-
culated with the software FDMNES, which is based on
the formalism given in [21]. 3

We have already shown that this model is reliable
in the case of FeBO3, and in particular that the mag-
netic scattering and resonant scattering measured inde-
pendently (o�-resonance and above the Néel temperature
respectively) behave as expected [11]. Moreover, Eq. (16)
shows that there are three ways to reverse the interfer-
ence e�ect: with the magnet angle η, with the azimuthal
angle ψ, and possibly with the X-ray energy E if Q′′(E)
takes positive and negative values (Fig. 3), as seen in
FeBO3 [11].

Eq. (13) does not take into account a possible leak-
age of the polarisation analyser, i.e. the fact that the
other polarisation of the scattered beam is not fully re-
jected. Experimentally, a few percents of the measured
intensity had the undesired polarisation. This has no
consequence on the data analysis, because the resonant
amplitude is purely π-polarised, such that no interference
between magnetic scattering and resonant scattering can
occur in the σ-polarised scattered beam. Moreover, the
σ-polarised pure magnetic scattering does not have the

3 The output of FDMNES is given in the X-ray crystallographic
convention, which reverses the direction of time compared to
the standard physical convention used in [22] and [21]. As a
consequence, the complex conjugate of the FDMNES output is
taken to be consistent with the formalism used here.
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FIG. 3. Selected magnet scans of MnCO3 (solid circles) with
their trigonometric �ts (lines). All curves are normalized to
their maximum value. Top: at E = 6.5373 keV for various
values of the azimuth ψ. The sign of the interference changes
with cos 3ψ (Eq. (16)). Bottom: at ψ = 6◦ for various val-
ues of the energy. Far from the resonance (6.5248 keV), the
intensity is symmetric. At the peak of the quadrupolar reso-
nance (6.5378 keV), the intensity is nearly independent of the
magnet direction. The interference changes sign across the
resonant peak, revealing a change of sign of the resonant am-
plitude. The intensity at 6.5468 keV is dominated by XRMS
and is nearly symmetrical. These selected energies are high-
lighted in Fig. 4- 5.

same η-dependence as the terms of Eq. (13). The mea-
surements could therefore be performed without a polar-
isation analyser. Some data sets (not shown here) were
recorded this way, and lead to the same results.

Experimental method

The X-ray di�raction measurements were performed
on single crystals of millimiter size, except for NiCO3

which was a grain of less than 100 µm, hence the lower

quality of the data for this material. The experiments
were performed at beamline I16 of Diamond Light Source
with preliminary measurements at beamline XMaS of the
European Synchrotron Radiation Facility. The 009 for-
bidden re�ection of the four crystals was measured in
vertical Bragg geometry using the natural linear hori-
zontal (σ) polarisation of the source and a polarisation
analyser to selected the rotated polarisation (π) of the
scattered beam. The re�ections used for the polarisation
analysis were: the 220 re�ection of copper (FeBO3 and
MnCO3), the 006 re�ection of graphite (CoCO3) and the
222 re�ection of copper (NiCO3). The leak-through from
the rejected polarisation was a few percents in all cases.
The measurements were performed around the K edge
of the transition metal, with the quadrupolar resonance
found at ∼ 6.538 keV (MnCO3), ∼ 7.112 keV (FeBO3),
∼ 7.708 keV (CoCO3), and ∼ 8.332 keV (NiCO3) for
the data taken at I16. The crystals were mounted in
a close-cycle cryostat (except for FeBO3) and the mea-
surements were performed below the Néel temperature:
at 300 K (FeBO3), 7 K (MnCO3), 13 K (CoCO3) and
5.5 K (NiCO3). In the case of CoCO3, the temperature
was chosen in order to obtain a su�ciently small in-plane
magneto-crystalline anisotropy (which is easily evidenced
on the data set when it is strong [17]). The other sam-
ples were found to have negligible in-plane anisotropy.
Two permanent magnets mounted on a rotation stage
and surrounding the crystal were used to apply magnetic
�eld (∼ 0.01 T) in its basal plane.
The data sets consist of the following measurements:

for several azimuthal angles ψ carefully chosen to avoid
Renninger re�ections, the energy of the incident X-rays
was varied across the resonance. For each energy, the
009 re�ection was �rst carefully aligned, and a 360◦ η-
scan was recorded with all other motors �xed. As already
reported, this method allows to obtain very high quality
data, since the sample does not move with respect to the
beam during the η-scan [11, 25].

Experimental results

Following Eq. (13)�(16), each η-scan was �tted as a
series of trigonometric terms in η. However, while these
equations suggest that a constant, a sin η and a sin2 η
terms should be su�cient, we found necessary to add a
cos η term. This term accounts for a loss of symmetry be-
tween the two directions of the magnet in the scattering
plane, i.e. parallel and antiparallel to k + k′, while the
model predicts an asymmetry only in the two directions
transverse to the scattering plane. The results of the �ts
are presented in Fig. 4- 5.
The pure resonant spectrum |Q(E)|2 is given by the

constant term (Eq. (15)). In all crystals except MnCO3,
it shows a single resonance and vanishes away from the
resonance. In MnCO3, there is a secondary resonance
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about 4 eV above the main one. While the main reso-
nance has the expected azimuthal dependence in cos2 3ψ
(Eq. (11)), the secondary one does not. Its origin is not
clear, but it is not involved in the interference term we are
interested in. The other three crystals have a single res-
onance, but the normalization by cos2 3ψ is not as good
as for the main resonance of MnCO3. The discrepency
can be due to the inhomogeneity of the samples com-
bined with the sphere of confusion of the di�ractometer.
One curve of FeBO3 and one curve of NiCO3 have signif-
icant tails. It suggests the occurrence of a weak multiple
di�raction amplitude for these particular azimuths. This
is a common e�ect when measuring forbidden re�ections,
even though great care was taken in the choice of the az-
imuthal values to minimize it.

The pure magnetic intensity (Eq. (14)) is given by the
sin2 η term. When considering only the non-resonant
magnetic scattering, it should be spectroscopically �at,
except for the self-absorption e�ect (the self-absorption
e�ect is not corrected in the data presented here): the
case of FeBO3 corresponds well to this case. However in
MnCO3 we observe a peak around 6.547 keV. It is most
probably due to resonant magnetic scattering, which has
the same η dependence as the non-resonant magnetic
scattering (Eq. 12) and occurs at higher energy than the
quadrupolar resonance, owing to its electric-dipole na-
ture. Resonant magnetic scattering is also observed in
CoCO3, but weaker and broader in energy. The case of
NiCO3 is not clear because of the lower quality of the
data. We also note a clear negative magnetic intensity
in MnCO3 at the same energy as the secondary resonant
term seen on |Q(E)|2. This negative intensity does not
make sense and con�rms an unexplained contribution in
this energy range. It is nevertheless away from the inter-
ference region and does not compromize the analysis of
the DMI sign.

The interference term (Eq. (16)) is given by the sin η
term. It provides a determination of σϕQ

′′(E), where σϕ
is independent of the energy. As expected, it is a reso-
nant term and vanishes away from the resonance. After
normalization by cos 3ψ, this term should be indepen-
dent of the azimuth ψ. The normalization works well
for MnCO3. In the case of FeBO3 and NiCO3, the vari-
ous curves are similar to each other, except for a positive
scaling factor. The case of CoCO3 is more surprizing,
because the curves obtained at various azimuths are not
completely similar to each other. Nevertheless, as far as
we are concerned only with the sign of the DMI, we can
rely on the upper side of the spectrum, which keeps the
same sign at all measured azimuths. In any case, we can
thus compare these spectra with the FDMNES calcula-
tion of Q′′(E) and, if they match (for either value of σϕ),
we conclude that the FDMNES spectrum is reliable, in-
cluding its sign. Then the sign σϕ comes straightforward.
This is discussed in the next section.

The magnitude of the additional cos η term is found

smaller but comparable to the expected interference
term, in particular in the case of CoCO3. Its spectrum
shows a clear resonance at the same position as the sin η
term. It is interesting to note that the amplitude of the
resonance is positive for MnCO3 and FeBO3 and negative
for CoCO3 and NiCO3, hence matching the conclusions
on the sign of the DMI. Moreover, based on only a few
azimuthal values, it seems to have the same cos 3ψ de-
pendence. These three features point at the same origin
as the known interference term. A possible cause of this
unexpected term arises from the intrinsic limitations of
the `standard' models of anisotropic resonant x-ray scat-
tering. In the absence of magnetism, a symmetry-based
approach picks out the resonant scattering tensor com-
ponents that are consistent with crystal electric �eld at
the atomic sites. Quantitative values of the tensor com-
ponents can be computed via electronic structure codes,
such as FDMNES. Such a model is essentially exact.
However, for `magnetic' resonant scattering, including
magnetically-driven time-even anisotropy, one typically
adopts a simpli�ed model [24] whereby crystal �eld ef-
fects and crystal symmetry are ignored, and cylindrical
symmetry about the magnetic moments is assumed. A
more complete picture should include both crystal �eld
and magnetic interactions in a uniform framework. Such
a framework is beyond the scope of the present report.

FDMNES calculations

The FDMNES software [26] was used to calculate the
resonant scattering factor fσπres. The calculations were
performed using the structural parameters available in
the literature [27�29], ignoring the magnetic structure,
and using the �nite di�erence method [30] with standard
parameters. A crucial point is to describe the structure in
a way that is consistant with the de�nition of the antifer-
romagnetic structure factor SAFM : when describing the
crystals in the hexagonal settings of the R3̄c space group,
the oxygen atoms are located at (x,0,1/4) in reduced lat-
tice units with 0 ≤ x ≤ 1/2 (the opposite decription is
1/2 ≤ x ≤ 1). Switching choices simply reverses the sign
of the resonant amplitude.

The most important parameter of the calculations to
tune the resonant amplitude is the value of the Fermi
energy, which determines the cut-o� in the convolution
of the empty states used for the electronic transition. The
resonant scattering factor resembles a double-Lorentzian
[11], whose lower resonance can be truncated, depending
on the choice of the Fermi level (Fig. 6):

Q(E) =
A1

(E − E0 +∆/2)− iΓ
+

A2

(E − E0 −∆/2)− iΓ
(17)

where A1 ≤ 0 and A2 > 0 are the amplitudes of the
Lorentzian resonances, E0 the mean resonance energy, ∆
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their separation in energy, and Γ their common width.
We did not �nd a reliable way to predict the Fermi en-
ergy, and its value was therefore tuned to obtain the best
�t to the spectrum determined by X-ray di�raction (with
either sign). The values of α = |A1/A2| resulting from
the �ts are plotted in Fig. 6.
The resonant spectra Q′′(E) are shown in Fig. 7. We

found that, in the case of FeBO3 and MnCO3, the double-
Lorentzian is not truncated, while in the case of NiCO3

the �rst Lorentzian is fully truncated. Moreover the mea-
surements obtained at di�erent azimuths ψ are consis-
tent. The case of CoCO3 is intermediate and problem-
atic: the �rst Lorentzian is partially truncated with a
cut-o� value that is di�erent depending on the azimuthal
values. Let us recall that CoCO3 is also the crystal for
which we �nd the largest unexplained cos η term. These
two issues point at the limits of the model in this case,
and again suggest that the symmetry may be lowered
by the magnetic �eld, hence enabling di�erent resonant
terms. We note that the case of NiCO3 is not prob-
lematic, although it has a larger orbital moment than
CoCO3, so that the presence of a strong orbital moment,
which is quenched in FeBO3 and MnCO3, is not the origin
of the problem. Despite the di�culty to de�ne a unique
Fermi level for CoCO3, there is a tendency over the four
crystals to increase the Fermi level with the �lling of the
3d shell.
Importantly, since the calculated spectra have the

same shapes before convolution of the empty states and
the convolution truncates only the �rst Lorentzian, the
second part of the convoluted spectrum is common to all
four crystals. It is therefore reliable to compare the signs
of the DMI based on measurements performed in the up-
per part of resonance, as presented in Fig. 2 of the Letter
(care was taken to also chose azimuths all in the range
0 < ψ < 30◦, in which cos 3ψ > 0).

Temperature dependence of the DMI sign in CoCO3

Petrov et al. observed in FeBO3 that the magnitude of
the canting angle does not change with temperature once
the magnetic order is established [9]. A similar observa-
tion has been made in the orthoferrites RFeO3, another
group of weak ferromagnets [31]. Both studies point
out that this behavior is expected from the molecular
�eld theory of the DMI. Nevertheless, these experimen-
tal studies deal only with the magnitude of the canting
angle and there is so far no experimental con�rmation
that its sign does not reverse with temperature.
We measured the temperature dependence of the 009

re�ection of CoCO3 at energy and azimuth for which the
interference term is strong (Fig. 8). The resonant ampli-
tude is not expected to change with temperature since
the crystal structure changes little in this temperature
range. The data were recorded without the polarisation

analyser: in the σ → σ channel, which adds incoherently
to the σ → π one, the resonant amplitude is zero, and the
non-resonant magnetic scattering amplitude varies like
cos η, such that the intensity contribution of the σ → σ
channel varies like cos2 η and mixes with the constant and
sin2 η terms of the σ → π intensity. The temperature de-
pendence of the sin η, cos η and sin2 η terms are shown
in Fig. 8. The sin η and cos η describe a typical magne-
tization curve, with a Néel temperature at 17 K, close
to the literature data (18 K) [12]. Interestingly, both
terms follow the same temperature dependence, which
suggest that the unknown term in cos η is also linear
with the magnetisation (or more precisely with the an-
tiferromagnetic order). Concerning the sign of the DMI,
since the sin η term is proportional to σϕ [S(q) + L(q)]
via a temperature-independent prefactor (Eq. (10) and
(16)), it is clear that it does not change once the mag-
netic order is established. According to standard for-
mula of pure non-resonant magnetic scattering taking
into account both polarisation channels [32], the sin2 η
term is expected to be a linear function of S2(q) and
(S(q) + L(q))2 and therefore it varies like the square of
the sin η term, assuming that S(q) and L(q) have the
same temperature dependence. Figure 8 supports this
assumption.

FIRST-PRINCIPLES CALCULATIONS

Computational details

To simulate the electronic structure and magnetic
properties of carbonates we used the Vienna ab initio

simulation package [33] (VASP) within local density ap-
proximation taking into account the on-site Coulomb in-
teraction and spin-orbit coupling [34] (LSDA+U+SO).
The projector augmented-wave [35, 36] pseudopotentials
have been employed. In these calculations the maximal
energy of the plane waves was set to 650 eV. The en-
ergy convergence criterium of 10−7 eV and the k-point
grid with up to 8×8×8 divisions over the full Brillouin
zone were used. The static Coulomb correlations be-
tween the 3d electrons on the transition metal ions were
added within a simpli�ed rotationally-invariant scheme
proposed by Dudarev [37]. For each system the value of
the on-site Coulomb interaction (U=3 eV for MnCO3, U
= 4 eV for FeBO3, U = 3 eV for CoCO3 and U=4 eV for
NiCO3) was chosen to obtain the best agreement on the
absolute values of the canting angles with experimental
data taken from the literature. The Hund's J was as-
sumed to be system-independent and set to 0.9 eV for all
the systems. All studied compounds were considered in
their experimental crystal structures, found in Refs. [27�
29].
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Results

The main calculated magnetic properties for all con-
sidered compounds are listed in Table II. For these cal-
culations, the initial magnetisation directions were set to
lie along x direction (de�ned in Fig. 1), which results
in having a canted antiferromagnetic state, which is the
lowest-energy state for all the systems.

Here we have to emphasize that the values of total
magnetic moments shown in Table II are projections of
the magnetisation density onto a sphere around the cor-
responding ion. Due to covalent bonding of 3d orbitals
of transition metal with 2p state of oxygen, part of the
magnetisation density appears on the ligand sites. The
latter also contributes both to the net magnetic moment
and to the estimation of the canting angle. Another im-
portant e�ect of the covalent bonding is the deviation of
the calculated 3d-shell occupation (N3d) from the ionic
values, which is strongest in the case of FeBO3.

As shown in the body of the article, the �rst-principles
calculations are able to reproduce the signs of the mag-
netic chirality in the four systems under consideration.
We have done additional calculations for MnCO3 with
values of U varying in a reasonable range: 0 (i.e.
LSDA+SO), 3, 4 or 5 eV. These calculations con�rmed
that the sign of DMI is very robust and does not de-
pend on the precise value of U , even when it is set to
zero. However, the absolute value of the canting angle
are signi�cantly in�uenced by the value of U . As a gen-
eral trend, we report that larger values of U lead to the
suppression of the weak ferromagnetism. This is prob-
ably related to the fact that the larger localisation of

the density results into a diminishing role of the environ-
ment on the 3d states of the transition metal. As a re-
sult, the system is pushed towards an atomic limit, where
the anisotropic e�ects, like DMI and magnetocrystalline
anisotropy become less important.

We also report that the use of another implementa-
tion of the LSDA+U scheme, suggested in Ref. [39] re-
sulted into larger values of the orbital moments and the
canting angles. In the case of MnCO3, for the same val-
ues of U and J , we obtained transverse components of
the magnetisation twice larger than with the Dudarev's
LSDA+U implementation. This result is explained by
the fact that the shape of the U -matrix given in Ref. [39]
is more complex and allows for more possibilities of sym-
metry breaking of the electronic states. Hence, orbital
polarisation, which gives rise to anisotropic magnetic in-
teractions, becomes more pronounced in this case.

In Table II we also provide the sign of the DMI
predicted theoretically by Moskvin et al. [7, 38] for
Fe3+−Fe3+ pair (d5 − d5 electronic con�guration) and
Ni2+-Ni2+ pair (d8 − d8) in orthoferrites. These re-
sults were obtained from a model based on the superex-
change theory, which establishes the connection between
the DMI sign and the occupation of the 3d shell of the
transition metals. Numerous parameters that are to be
de�ned in the model hinder a complete quantitative de-
scription of the canting state. Nonetheless, our results
suggest that the results of Moskvin et al. are in qualita-
tive agreement with our �rst-principles-derived data and
therefore is likely to be applicable to other systems, as
far as the DMI sign is concerned.

Thus, all the properties of weak ferromagnetism in
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FIG. 7. Resonant spectra Q′′(E) (normalized to the maximum of their modulus): values from the �ts at several azimuths,
FDMNES calculation, and double-Lorentzian model (DL). In the case of CoCO3, the FDMNES calculations are shown for three
di�erent convolution parameters, matching three of the experimental curves. The fourth cuvre (ψ = 50◦) cannot be well �tted
with FDMNES calculations. In the case of NiCO3, a single Lorentzian is used to �t the spectra. The yellow vertical dash lines
mark the energies shown in Fig. 2 of the letter.

transition metal carbonates, such as the sign, symmetry
and magnitude of DMI can be fully described by means
of the all-electron �rst-principles LSDA+U+SO calcula-
tions.

MICROSCOPIC MODEL FOR DMI SIGN AND

MAGNITUDE CHANGE

To give a microscopic explanation of the dependence
of the DMI sign and magnitude on the occupation of the
3d shell we used a toy tight-binding model that contains
two atoms having two non-degenerated orbitals of n(n′)
and m(m′) symmetry. The schematic representation of
the considered model with the allowed hopping paths is
presented in FIG. 9. Since the di�erence between high-

(m and m′) and low-energy (n and n′) levels is in the lo-
calization degree of the corresponding Wannier functions,
one can safely assume that the relation tmm′

12 > tnn′

12 is
valid. The situation with the hoppings between orbitals
of di�erent symmetry is more complicated, since their re-
lation de�nes the DMI in the system. Importantly, we
�x the hopping integrals in consideration, which means
that the geometry of the model system does not change.
DM interaction. To de�ne the DMI we used the superex-
change approach proposed by Moriya [40]:

Dnn′

ij =
8i

U
[tnn

′

ij Cn′n
ji −Cnn′

ij tn
′n

ji ], (18)

where tnn
′

ij is the (unperturbed) hopping integral between

nth ground orbital state of ith atom and n'th orbital state
of jth atom, Cnn′

ij is the corresponding hopping renor-
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TABLE II. Calculated total magnetic moment projections (in µB) for the considered weak ferromagnets. The contributions of
the ligand atoms are summed up. The �rst 3d metal atom is located at the origin, while the second one is at (1/3, 2/3, 1/6)
in the hexagonal settings. The canting angle ϕ is calculated as arctan(My/Mx) with the appropriate sign. The corresponding
spin con�gurations are shown in Fig. 1, where the x and y axes are de�ned. Note that the magnetic moments point opposite
to the spins.

Compound N3d atom Mx My Mz Canting angle ϕ (deg.) sgn(ϕ)[7, 38]

Mn1 -4.503 -0.004 0

MnCO3 5.0 Mn2 4.503 -0.004 0 -0.05 -

Ligands 0 0 0

Fe1 -4.138 -0.057 0

FeBO3 5.8 Fe2 4.138 -0.057 0 -0.8

Ligands 0 -0.013 0

Co1 3.314 -0.274 -0.023

CoCO3 7.1 Co2 -3.314 -0.274 0.023 4.7

Ligands 0 -0.041 0

Ni1 1.792 -0.233 0

NiCO3 8.2 Ni2 -1.792 -0.233 0 7.4 +

Ligands 0 -0.054 0

malised by SOC and U is the on-site Coulomb interac-
tion. Here we assume that one deals with a S = 1/2
system.
In the case of the transition metal oxide, the crystal

�eld splitting is much larger that the spin-orbit interac-
tion. It means the latter can be treated as a perturbation.
Thus Cn′n

ji is given by

Cn′n
ji = −λ

2
[
(Lm′n′

j )∗

ϵm
′

j − ϵn
′

j

tm
′n

ji +
Lmn
i

ϵmi − ϵni
tn

′m
ji ], (19)

where λ is the spin-orbit coupling constant, Lmn
i is

the matrix element of the orbital angular momentum
between the mth excited state and the nth ground state
Wannier functions which are centered at ith ion, while
ϵni represents the energy of the nth Wannier orbital at
the ith ion.

S = 1/2 system with di�erent occupations. Our tight-
binding model has two ground states with di�erent occu-
pations N that correspond to the S = 1/2 case: N = 2
and N = 6 (FIG. 10). In the case N = 2, the ground
state magnetic orbital is of symmetry n(n′), while for
N = 6 it is m(m′). Another di�erence between these
con�gurations is the di�erent occupation of the excited
states: they are empty and fully occupied for N = 2 and
N = 6, respectively.
The di�erence of DMI for N = 2 and N = 6 occu-

pations is related to the di�erence between Cn′ n
21 and

Cm′ m
21 ,

Cn′ n
21 = −λ

2
[
(Lm′ n′

2 )∗

ϵm
′

2 − ϵn
′

2

tm
′ n

21 +
Lmn
1

ϵm1 − ϵn1
tn

′ m
21 ], (20)

Cm′ m
21 = −λ

2
[
(Ln′ m′

2 )∗

ϵn
′

2 − ϵm
′

2

tn
′ m

21 +
Lnm
1

ϵn1 − ϵm1
tm

′ n
21 ]. (21)

Using the relations for the orbital moment elements
Lmn = −(Lmn)∗, Lmn = −Lnm and ∆E = ϵni − ϵmi we
rewrite Eqs.(20) - (21) in the following form:

Cn′ n
21 = −λL

mn

2∆E
(tm

′ n
21 − tn

′ m
21 ), (22)

Cm′ m
21 = −λL

mn

2∆E
(tn

′ m
21 − tm

′ n
21 ). (23)

It means that Cn′ n
21 = −Cm′ m

21 , and Dnn′

ij (N = 2) and

Dmm′

ij (N = 6) are of di�erent signs. As for the abso-
lute values, the DMI for N = 6 is larger than that for
N = 2, since tmm′

12 > tnn′

12 . These results agree with
the experimental and �rst-principles data presented in
Table II. Thus, on the level of Moriya's approach, the
sign and magnitude of the DMI depends on the occupa-
tion of the excited states. In the case of the carbonates
(and FeBO3), the �lling of the 3d band is such that both
types of superexchange processes contribute. Depending
on the symmetry and occupation, each pair of 3d orbitals
can result in positive or negative contribution to the total
DMI between two atoms.
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