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On the critical parameters of the ¢ > 4
random-cluster model on isoradial graphs

V. Beffara H. Duminil-Copin S. Smirnov
June 25, 2015

Abstract

The critical surface for random-cluster model with cluster-weight ¢ > 4 on iso-
radial graphs is identified using parafermionic observables. Correlations are also
shown to decay exponentially fast in the subcritical regime. While this result is
restricted to random-cluster models with ¢ > 4, it extends the recent theorem of
[6] to a large class of planar graphs. In particular, the anisotropic random-cluster
model on the square lattice is shown to be critical if % = q, where p, and
pn denote the horizontal and vertical edge-weights respectively. We also provide
consequences for Potts models.

1 Introduction

1.1 Motivation

Random-cluster models are dependent percolation models introduced by Fortuin and
Kasteleyn in 1969 [25]. They have been become an important tool in the study of phase
transitions. Among other applications, the spin correlations of Potts models get rephrased
as cluster connectivity properties of their random-cluster representations, which allows
for the use of geometric techniques, thus leading to several important applications. Nev-
ertheless, only few aspects of the random-cluster models are known in full generality.

The random-cluster model on a finite connected graph G = (V[G], £[G]) is a model
on edges of this graph, each one being either closed or open. A configuration can be seen
as a random graph, whose vertex set is V|G| and whose edge set is the collection of all
open edges; a cluster is a connected component for this random graph. The probability
of a configuration is proportional to

H De H (1 _pe) . q# clusters’

e open e closed

where the edge-weights p. € [0,1] (for every e € £[G]) and the cluster-weight q € (0, 00)
are the parameters of the model. Extensive literature exists concerning these models; we
refer the interested reader to the monograph of Grimmett [27] and references therein.
For ¢ > 1, the model can be extended to infinite-volume lattices where it exhibits a
phase transition. In general, there are no conjectures for the value of the critical surface,
i.e. the set of (pe)ece(q) for which the model is critical. In the case of planar graphs, there
is a connection (related to the Kramers-Wannier duality [37, 38] for the Ising model)



between random-cluster models on a graph and on its dual with the same cluster-weight
q and appropriately related edge-weights. This relation leads, in the particular case of
7Z? (which is isomorphic to its dual) with p, = p for every e, to the following natural
prediction: the critical point p.(q) is the same as the so-called self-dual point, which has
a known value /q/(1+ ,/q). This was proved recently in [6] for any ¢ > 1 (see also [20]).
Furthermore, the size of the cluster at the origin was proved to have exponential decaying
tail if p < p.(q).

The critical point was previously known in three famous cases. For ¢ = 1, the model
is simply Bernoulli bond-percolation, proved by Kesten [35] to be critical at p.(1) = 1/2.
For q = 2, the self-dual value corresponds to the critical temperature of the Ising model,
as first derived by Onsager |13]; one can actually couple realizations of the Ising and FK
models to relate the critical points of each, see [27] and references therein for details.
Finally, for ¢ > 25.72, a proof is known based on the fact that the random-cluster model
exhibits a first order phase transition; see [39, 10].

A general question in statistical physics is the understanding of universal behavior,
i.e. the behavior of a certain model, for instance the planar random-cluster model, on
different graphs. A large class of graphs, which appeared to be central in different domains
of planar statistical physics, is the class of isoradial graphs. An isoradial graph is a planar
graph admitting an embedding in the plane in such a way that every face is inscribed in
a circle of radius one. In such a case, we will say that the embedding itself is isoradial.

Figure 1: The black graph is the isoradial graph. White vertices are the
vertices of the dual graph. All faces can be put into an circumcircle of radius
one. Dual vertices have been drawn in such a way that they are the centers of
these circles.

Isoradial graphs were introduced by Duffin in [17] in the context of discrete complex
analysis. The author noticed that isoradial embeddings form a large class of embeddings
for which a discrete notion of Cauchy-Riemann equations is available. Isoradial graphs
first appeared in the physics literature in the work of Baxter [1|, where they are called
Z-invariant graphs; the so-called star-triangle transformation was then used to relate
the free energy of the eight-vertex and Ising models between different such graphs. In
Baxter’s work, Z-invariant graphs are obtained as intersections of lines in the plane, and
are not embedded in the isoradial way. The term isoradial was only coined later by
Kenyon, who studied discrete complex analysis and the graph structure of these graphs



[34]. Since then, isoradial graphs were used extensively, and we refer to |14, 30, 34, 42]
for literature on the subject.
In the present article, we study the random-cluster model on isoradial graphs.

1.2 Statement of the results

All the graphs which we will consider in this paper will be assumed to be periodic, in the
sense that they will carry an action of the square lattice Z? with finitely many orbits;
indeed, this is often a crucial hypothesis in the usual arguments of statistical mechanics.
Nevertheless, some of our results extend to a more general family of isoradial graphs,
which is why we first introduce the following, weaker condition.

Let e be an edge of an isoradial embedding: it subtends an angle 6, € (0,7) at the
center of the circle corresponding to any of the two faces bordered by e; see Fig. 1. Fix
0 >0, and let G = (V[G], E[G]) be an infinite isoradial graph. The graph is said to
satisfy the bounded-angle property if the following condition holds:

(BAPy) Foranye € E[Gy], 0<0.<m—0.

In order to study the phase transition, we parametrize random-cluster measures with
cluster-weight ¢ > 4 with the help of an additional parameter § > 0. For 5 > 0, define
the edge-weight p.(3) € [0,1] for e € E[G ] by the formula

pe(B) _ sinh[7R)]
[1—pe(B)va sinh[%]

where the spin o is given by the relation

om V4
h(—)=-"—.
cosh ( 5 ) 5
The infinite-volume measure on G, with cluster-weight ¢ > 4, edge-weights (p.(3) : e €
E|G)) and free boundary conditions (see next section for a formal definition) is denoted

by ¢0Goo,67q'

Remark 1 In the case of the square lattice, one gets p () = 15}3@6‘ This does not quite
match what one obtains in the setup of the Edwards-Sokal coupling between the Potts and
random-cluster models: the bond-parameter corresponding to the q-state Potts model at
inverse temperature B is equal to 1 — e=25. This simply means that what we will denote
here by B should not be interpreted as an inverse temperature as such, but simply as a

parameter according to which a phase transition can be defined.

Let | - | be the Euclidean norm.

Theorem 2 Let ¢ > 4,0 > 0 and § < 1. There exists ¢ = ¢(B,q,0) > 0 such that for
any infinite isoradial graph G satisfying (BAPy),

G, p.q(u is connected to v by an open path) < exp[—clz — yl],
for any u,v € Gy.

This theorem implies that the edge-weights p. = p.(1) are critical in the following
sense.



Theorem 3 Let ¢ > 4, 8 > 0. For any periodic isoradial graph G :
1. The infinite-volume measure is unique whenever 3 # 1.
2. For f < 1, there is qb%ooﬁ,q-almost surely no infinite-cluster.
3. For p > 1, there is qﬁ%wﬁ,q-almost surely a unique infinite-cluster.

In fact, what we will prove is the following, slightly weaker result in the more general
setup of graph satisfying the bounded-angle property:

Theorem 4 Let ¢ > 4, 0 > 0. For any infinite isoradial graph G satisfying (BAP,):
1. For 8 < 1, there is gb%oo”g,q—almost surely no infinite-cluster.
2. For p > 1, there is qﬁlGooﬁ,q-almost surely a unique infinite-cluster.

It will be shown that in the periodic case, or in any case for which the set D,
of 3 such that there are more than one infinite-volume random-cluster measure is of
everywhere dense complement (see Proposition 8 below), Theorem 4 implies Theorem 3.
Since this will be the only place where periodicity will be used, most statements of this
article are phrased (and proved) in the more general bounded-angle setup.

The theorems were previously known for two specific choices of ¢: when ¢ = 2,
the model was proved to be conformally invariant when 5 = 1 in [15], thus implying
the different theorems; for percolation (i.e. the case ¢ = 1), Manolescu and Grimmett
[28, 29, 30] showed the corresponding statements and much more.

The main tools used in the proofs are the parafermionic observables. These observables
were first introduced in [11] for critical random-cluster models on Z? with parameter
q € [0,4], as (anti)-holomorphic parafermions of fractional spin ¢ € [0,1], given by
certain vertex operators. So far, holomorphicity was rigorously proved only for ¢ = 2
(which corresponds to the Ising model) and probably holds exactly only for this value.
In this case, the observable can be used to understand many properties on the model,

including conformal invariance of the observable [15, 44] and loops [11, 33], correlations
[12, 13, 32] and crossing probabilities [3, 10, 19]. Inspired by similar considerations, one
can also compute the critical surface of any bi-periodic graph [11, 16].

Our proof uses an appropriate generalization of these vertex operators to random-
cluster models with ¢ > 4. Even though exact holomorphicity is not available, the
observable can still be used efficiently. Interestingly, the spin variable becomes purely
imaginary and does not possess an immediate physical interpretation. However, this
allows us to write better estimates even in the absence of exact holomorphicity. It also
simplifies the relation between our observables and the connectivity properties of the
model.

For  # 1, we prove that the observables behave like massive harmonic functions and
decay exponentially fast with respect to the distance to the boundary of the domain.
Translated into connectivity properties, this implies the sharpness of the phase transition
at = 1.

The fact that isoradial graphs are perfect candidate for constructing parafermionic
observables is reminiscent from both the works of Duffin and Baxter. Indeed, these
works highlighted the fact that isoradial graphs constitute a general class of graph on
which discrete complex analysis and statistical physics can be studied precisely.
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Application to inhomogeneous models The inhomogeneous random-cluster models
on the square, the triangular and the hexagonal lattices can be seen as random-cluster
models on periodic isoradial graphs. Theorem 3 therefore implies the following:

Corollary 5 The inhomogeneous random-cluster model with cluster-weight ¢ > 4 on the
square, triangular and hexagonal lattices Z2, T and H have the following critical surfaces:

P1 P2

on7? ——— =q,
1—pi1—po
y4i b2 P3 P b2 4 P3 P2 P3
on T + + + =g
l—pil=p2l—ps 1—pil—ps 1T—pil—p3s 1T—p2l—p3
on H 4! D2 ps P +q D2 tq P3 +q27

=q
I—pi1l—=p21—p3 1—p 1—po 1—ps3

where py,pa (resp. pi,pa,p3) are the edge-weights of the different types of edges.

For percolation, Corollary 5 was predicted in [16] and proved in |30, Section 3.4] for the
case of the square lattice and |20, Section 11.9] for the case of triangular and hexagonal
lattices.

Let us also mention that the critical parameter of the continuum random-cluster
model can be computed using the fact that it is the limit of inhomogeneous random-
cluster models on the square lattice with (p1,ps) — (0,1). We refer to [31] for a precise
definition of the models, which are connected to Quantum Potts models. The parameters
of the models are usually referred to as X\,0 > 0, where XA and 0 are the intensities of
the Poisson Point Process of bridges and deaths respectively. In such case, Theorem 3
implies that the critical point is given by A/§ = ¢ for ¢ > 4.

Application to Potts models Potts models on G with ¢ colors and coupling constants
(Je : e € E[G]) can be coupled with random-cluster model with cluster-weight ¢ and edge-
weights p. = 1 — exp[—J.]. As a consequence, Theorem 3 shows the following:

Corollary 6 Let ¢ > 4 and 6 > 0. For any infinite periodic isoradial graph G, the
q-state Potts models on isoradial graphs with correlations —log[l — p.(1)],e € E[Gs] is
critical.

1.3 Open questions

Exact computations can be performed for the random-cluster model at criticality (see
[2]), and despite the fact that they do not lead to fully rigorous mathematical proofs,
they do provide insight and further conjectures on the behavior of these models at and
near criticality. Let us mention a few open questions.

1. Parafermionic observables were used when 1 < ¢ < 4 to prove that the phase tran-
sition is continuous [18, 21]. Moreover, it is conjectured that among all random-cluster
models defined on planar lattices, the phase transition is of first order if and only if ¢
is greater than 4. Interestingly, the parafermionic observable exhibits a very different
behavior for ¢ < 4 and ¢ > 4, which raises the following question.

Question 1. Can the change of behavior of the observable be related to the change
of critical behavior of the random-cluster model?



2. In the work [6], the critical value for the random-cluster model on the isotropic square
lattice has been computed for any ¢ > 1. Parafermionic observables on isoradial graphs
also make sense for ¢ < 1 (see |18, 41]), which leads to the following question.

Question 2. Use the parafermionic observable to compute the critical point on
isoradial graphs (or simply on Z?) for any ¢ € (0,4)?

3. More generally, parafermionic observables have been found in a number of critical
planar statistical models, see |22, 15] and references therein. They have sometimes been
used to derive information on the models (see [18] for random-cluster models and |3, 4,

, 23, 24] for O(n)-models and self-avoiding walks). A natural question is to go further
in this direction.

4. Asmentioned earlier, the fact that random-cluster models on Z? undergo a first order
phase transition is currently known for ¢ > 25.72; see [39, 10]. The main ingredient is the
Pirogov-Sinai theory, which shows that the ¢%2717q—probability that the origin is connected
to distance n decays exponentially fast in n. Interestingly, Grimmett and Manolescu [30)]
used the star-triangle transformation to relate probabilities of being connected to distance
n for percolation on different isoradial graphs. From [1], the star-triangle transformation
is known to extend to critical random-cluster models and it seems plausible that the tech-
niques in [30] can be combined to results in [39, 10] to prove that the ¢¢, _, ,-probability
random-cluster models that the origin is connected to distance n decays exponentially fast
in n whenever ¢ > 25.72. This would show some kind of universal behavior: first order
phase transition is common to any random-cluster model with large enough cluster-weight
on isoradial graphs. Note that Pirogov-Sinai theory extends partially to this context (al-
though likely with different bounds due to the fact that the graphs involved would have
different combinatorics).

Question 3. Show that random-cluster models on any isoradial graph undergo a first
order phase transition when ¢ is large enough.

5. Let us conclude with a pair of more technical questions: How to release the periodicity
assumption and show Proposition 8 for isoradial graphs satisfying only the bounded-angle
property? Can the results be extended to (non-periodic) isoradial graphs which do not
satisfy the bounded-angle property?

Organization of the paper. Section 2 gives an overview of probabilistic properties of
the random-cluster model. It also introduces the observable. Section 3 contains a deriva-
tion of a representation formula, similar to the formula for massive harmonic functions,
which is then used to provide bounds on the observable. Section 4 then contain the proof
of Theorem 2 and Section 5 the proofs of Theorem 3 and its corollaries.

2 Basic features of the model

We start with an introduction to the basic features of random-cluster models. Details
and proofs can be found in Grimmett’s book [27].



Isoradial graphs As mentioned earlier, an isoradial graph G = (V|G], £[G]) is a planar
graph admitting an embedding in the plane in such a way that every face is inscribed in
a circle of radius one. In such case, we will say that the embedding is isoradial. For the
isoradial embedding, we construct the dual graph G* = (V[G*], £[G*]) as follows: V[G*]
is composed of all the centers of circumcircles of faces of G. By construction, every face
of G is associated to a dual vertex. Then, £[G*| is the set of edges between dual vertices
corresponding to adjacent faces. Edges of £[G*] are in one-to-one correspondence with
edges of £[G]. We denote the dual edge associated to e by e*.

From now on, we work only on an infinite isoradial graph G, embedded in the isoradial
way. Note that the graph is not a priori periodic.

Definition of the random-cluster model. The random-cluster measure can be de-
fined on any graph. However, we will restrict ourselves in this article to the graph G
and its connected finite subgraphs. Let G = (V[G], £[G]) be such a subgraph. We denote
by OG the vertex-boundary of G, i.e. the set of sites of G linked by an edge to a site of
G\ G.

A configuration w on G is a random subgraph of G, having vertex set V[G] and edge
set included in £[G]. We will call the edges belonging to w open, the others closed. Two
sites u and v are said to be connected, if there is an open path — a path composed of
open edges only — connecting them. The previous event is denoted u +— v (we extend
the notation U <— V to the event that there exists an open path from a set of vertices
U to a set V). The connected components of w will be called clusters.

A set & of boundary conditions is given by a partition of 0G. The graph obtained
from the configuration w by identifying (or wiring) the vertices in G that belong to the
same component of £ is denoted by w U ¢. Boundary conditions should be understood as
encoding how sites are connected outside of G. Let k(w, ) be the number of connected
components of w U &. The probability measure qb€ of the random-cluster model on G

with parameters p = (p, : e € £[G]) € [0,1)¢1¢, ¢ E (0 o0) and boundary conditions ¢ is

defined by
Hpe ' H(l - pe) ’ qk(wf)
qu<{W}) o engg ’ (21)
G.p.q

for any subgraph w of G, where Zé’p’ , 18 a normalizing constant referred to as the partition
function. When there is no possible confusion, we will drop the reference to parameters
in the notation.

Three specific boundary conditions Three boundary conditions will play a special
role in our study:

1. Free boundary conditions are the boundary conditions obtained by the absence of
wiring between boundary vertices. The corresponding measure is denoted by ¢%,p7 .

2. Wired boundary conditions are the boundary conditions obtained by wiring every
boundary vertices. The corresponding measure is denoted by gbé,p’q.

3. Assume that 0G is a self-avoiding polygon in G, and let a and b be two sites
of OG. The triple (G, a,b) is called a Dobrushin domain. Orienting its boundary
counterclockwise defines two oriented boundary arcs Oy, and Op; the Dobrushin



boundary conditions are defined to be free on J,, (there is no wiring between these
sites) and wired on Oy, (all the boundary sites are wired together). We will refer
to those arcs as the free and the wired arc, respectively. The measure associated
to these boundary conditions will be denoted by ¢G pq We will often use the dual
arc Or, adjacent to J,, instead of 0. See Fig. 2.

Remark 7 The standard use of the term “Dobrushin boundary condition” is to designate
the mized +/— boundary condition in the setup of the Ising model; however the main idea
s the same here, this choice of boundary condition forces the existence of a macroscopic
boundary between two regions in the domain (+/— for the Ising model, open and dual-open
in the case of the random-cluster model), which is why we use the same term here.

The domain Markov property One can encode, using appropriate boundary condi-
tions &, the influence of the configuration outside F' on the measure within it. In other
words, given the state of edges outside a graph, the conditional measure inside F' is a
random-cluster measure with boundary conditions given by the wiring outside F'. More
formally, let G be a graph and fix F' C £[G]. Let X be a random variable measurable in
terms of edges in F (call Fgg\r the o-algebra generated by edges of £[G] \ F'). Then,

3% oo X | Feianr) () = ¢y (X),

where £ denotes boundary conditions on G, 9 is a configuration outside F' and £ U1 is the
wiring inherited from & and the edges in 1. We refer to [27, Lemma (4.13)| for details.

Comparison between boundary conditions Random-cluster models with param-
eter ¢ > 1 are positively correlated; see |27, Theorem (2.1)]. It implies that for any
boundary conditions ¢ < ¢ (meaning that the wirings existing in ¢ exist in £ as well),
we have

Opa(A) < P pg(A) (2.2)

for any increasing event A. We immediately obtain that ¢ , (A) < o, palA) <06, ,(A)
for any increasing event A and any boundary conditions &.

Planar duality In two dimensions, one can associate to any random-cluster measure
with parameters p and g on GG a dual measure. Let us focus on the case of free and wired
boundary conditions.

Consider a configuration w sampled according to ¢0G7p’ ;- Construct an edge model on
G* by declaring any edge of the dual graph to be open (resp. closed) if the corresponding
edge of the primal graph is closed (resp. open) for the initial random-cluster model. The
new model on the dual graph is then a random cluster measure with wired boundary
conditions and parameters p* = p*(p, q) € [0,1]¥(¢") and ¢ satisfying

PiexPe
(1 - p:*)<1 — Pe

This relation is known as the planar duality. Similarly, the dual boundary conditions of
wired boundary conditions are free boundary conditions. See [27, Section 6.1].

= L)
(1 —pe)g+ pe

, or equivalently ] =q.



Infinite-volume measures A probability measure ¢ on (2, F) is called an infinite-
volume random-cluster measure on G, with parameters p and q if for every event A € F
and any finite G C G,

(Al Feicra) () = b pq(A),

for ¢-almost every £ € €2, where Feiq\q is the o-algebra generated by edges in G \ G.
The domain Markov property and the comparison between boundary conditions allow
us to define an infinite-volume measure as the (increasing) limit of a sequence of random-
cluster measures in finite nested graphs GG,, /* G, with free boundary conditions. In such
cases, the sequence of measures is increasing. We denote the corresponding limit measure
%wp’q. Similarly, one can construct the measure (b};wp,q by considering measures on
nested boxes with wired boundary conditions. Section 4 of [27] presents a comprehensive
study of this question.

The diamond graph of a Dobrushin domain Let G, be an infinite isoradial graph.
Define G¢, = (V[GS ], £[GS,]) to be the graph with vertex set V|G| U V[G%] and edge
set given by edges between a site z of V[G] and a dual site v of V[G% ] if x belongs
to the face corresponding to v. It is then a rhombic graph, i.e. a graph whose faces are
rhombi; see Fig. 2. To emphasize the distinction with edges of G, G%, and G, we refer
to the latter as diamond edges.

We now define the diamond graph in the case of Dobrushin domains. Let (G, a,b) be
a Dobrushin domain. The diamond graph G° = (V[G®], £[G°]) is the subgraph of G
composed of sites in V[G] U V[G*| U 0%, and of diamond edges between them; see Fig. 2
again.

Loop representation on a Dobrushin domain Let (G, a,b) be a Dobrushin domain.
In this paragraph, we aim for the construction of the loop representation of the random-
cluster model.

Consider a configuration w, it defines clusters in GG and dual clusters in G*. Through
every face of the diamond graph passes either an open edge of G or a dual open edge of
G*. Therefore, there is a unique way to draw Eulerian (i.e. using every edge exactly once)
loops on the diamond graph — interfaces, separating clusters from dual clusters. Namely,
loops pass through the center of diamond edges, and in a face of the diamond graph, loops
always makes a turn so as not to cross the open or dual open edge through this face; see
Figure 2. We further require that loops cross each diamond edge orthogonally. Besides
loops, the configuration will have a single curve joining the edges adjacent to a and b,
which are the diamond edges e, and e, connecting a site of J,, to a dual site of ;. This
curve is called the exploration path; we will denote it by ~. It corresponds to the interface
between the cluster connected to the wired arc 0, and the dual cluster connected to the
free arc 03,.

This provides us with a bijection between random-cluster configurations on G' and
Eulerian loop configurations on G°. This bijection is called the loop representation of the
random-cluster model. We orientate loops in so that they cross every diamond edge e in
such a way that the end-point of e in V[G] is on its left, while the end-point in V[G*] is
on its right.

Let p € (0,1)%I¢). The probability measure can be nicely rewritten (using Euler’s



formula) in terms of the loop picture:

0D = = ([T ) va* =,

vazq ecw

where Zg’;q is a normalizing constant and x = (z, : e € £[G]) € (0, 00)¢1¢ is given by

Pe

(1—pe)ya

Le =

Figure 2: Construction of the diamond graph and the loop representation.

Critical weights for isoradial graphs In the case of isoradial graphs, a natural family
of weights can be defined. Let

. pe(1) _ sin[%ee]
© (A =pe(1)ya  sin[2T))

The bounded angle property immediately implies that weights are uniformly bounded
away from 0 and 1.

This family of weights on isoradial graph is self-dual, in the sense that the dual of a
random-cluster model with edge-weights x = (z. : e € £[G]) is a random cluster model
on the (isoradial) dual graph with edge-weights (z.- : e* € £[G*]).

Let us stress out the fact that many other families of weights x are self-dual. Never-
theless, this family will play a special role for reasons that will become apparent later in
the article.

Fix 8 > 0. From now on, we will consider random-cluster measures

1
gbg,ﬁ,q({w}) = Cbg’ﬁx,q({W}) = Zab (H@%) \/a# 100ps’
ZGvBX:q ecw

for any configuration w. Note that (¢¢ 5,)* = ¢¢.- 514
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Phase transition and critical point in the periodic case In this paragraph, iso-
radial graphs are assumed to be periodic. We aim to study the behavior of gbé,@ , When
[ varies from 0 to co. Positive association of the model implies that

Op.a(A) < 0 g ,4(A)

for any increasing event A and 5 < ' (in such case, ¢£G’ 5.4(A) is said to be stochastically

dominated by ¢, 3 .4(A)). The previous inequality extends to the infinite volume. It is
therefore possible to define

fe=sup{8 >0: ¢Gm,ﬁq(0 +—— 00) = 0},

where 0 <— oo denotes the fact that 0 is contained in an infinite open path. This value
is called the critical point.

The infinite-volume measure is not necessarily unique. Nevertheless, it can be shown
that for a fixed ¢ > 1, uniqueness can fail only on a countable set D, ... More precisely:

Proposition 8 Let G, be a periodic isoradial graph. There exists an at most countable
set Dy .. C (0,00) such that for any ¢ Dyq.., there exists a unique infinite-volume
measure on G, with parameters 5 and g > 1.

Proof The proof follows the argument of [27, Theorem (4.63)| quite closely, so we only
give a sketch here. Define the free energy per unit volume in a finite box as

1 _
3 _

We have

9 () =

95 Z xe¢g757q(e is open) € [0, max{z. : e € F[Gy]};

[E[A]| et

in particular, Hi is convex. Now, let A increase to cover the whole lattice. A classical
argument of boundary-area energy comparison (see the lines following [27, Equation
(4.71)]) shows that the limit H(8) of H5(f) exists and does not depend on the boundary
condition &.

Since H is a uniform limit of convex functions, it is convex, and therefore differentiable
outside an at most countable set D, _ . Classically, we obtain that both 8 a5 H A(B) and
%Hg(ﬁ) converge to the same limit, which is also equal to aﬁH(ﬂ)’ for any B ¢ D,c..
Hence, for any such g,

lim Te e is open hm Te e is open

A Goo ‘E[ | Z (bG/Bq p ) |E ” Z ¢Gﬁq p )
e€E[A] e€B[A]

which is enough to guarantee that the measures gb%?q and gb};’ , coincide; this in turn implies

uniqueness of the Gibbs measure for all 5 ¢ D, .. g

Since the infinite-volume measure is unique for almost every 3 (at fixed ¢), for any
infinite-volume measure ¢¢q_ 3,4,

—0 iff<pB,

¢%ﬁAO%%“”{>o if8> 8,

11



Observables for Dobrushin domains Fix a Dobrushin domain (G, a, b) and consider
the loop representation of the random-cluster model. Following [11]|, we now define an
observable F' on the edges of its diamond graph, i.e. a function F': £[G°] — R,. Roughly
speaking, F'is a modification of the probability that the exploration path passes through
the center of an edge. First, we introduce the following definition: the winding Wr(z, 2)
of a curve I between two edges z and z’ of the diamond graph is the total rotation (in
radians) that the curve makes from the center of the diamond edge z to the center of the
diamond edge z'.
Let g > 4. We define the observable F' for any diamond edge e € £[G°] by

F(e) = qb‘é;ig’q (eaW'y(e,eb)leev) ’ (2.3)
where v is the exploration path and o > 0 is given by the relation

cosh (O'g) = \/76 (2.4)

For o > 0 to exist, ¢ needs to be larger than 4, hence the hypothesis in the theorem. We
define the function F' by

Fle) = g5y, (e7V 1) ) . (2.5)

Remark 9 The observable G(e) = Eg qy (€771 ¢.), where sin(om/2) = \/q/2, was
introduced in the case ¢ < 4 in []]] for the square lattice. When weights are critical, one
obtains around each vertex v

GINW) — G(SE) = {[G(NE) — G(SW)],

where NW, SE, NE and SW are the your edges incident to v indexed in the obvious
way. This relation can be seen as a discrete version of the Cauchy-Riemann equation. The
observable is then a holomorphic parafermion of spin o (which itself is a real number in
[0,1]). For q > 4, o is purely imaginary and does not have an obvious physical meaning;
it would nonetheless be interesting to find one. In this article, one could work with the
corresponding G for q > 4, but the definitions in (2.3) and (2.5) are easier to handle for
the application we have in mind.

3 A representation formula for the observable

Let (G, a,b) be a Dobrushin domain. In this section, we estimate the sum of F' over a
set £ C E[G°] in various ways. Let F° be the set of inner faces of G°. Any f € F° is
bordered by four edges in £[G°], which we label counterclockwise A, B, C' and D, so that
locally the loops (or the exploration path) go from f to the outside when crossing A and
C, and from the outside to f when crossing B and D; see Figure 2. There are a priori
two ways to do so, but the choice will be irrelevant.
Lemma 10 Fiz 8 > 0 and g > 4. For every face f € F°,

F(B) + F(D) = Ae(Bz.) [F(A) + F(C)], (3.1)
W—ee) .T + ea%

rHe o3

A similar statement was used in [7]| to derive massive harmonicity of the observable

when ¢ = 2 on the square lattice. This enabled to compute the correlation length of the
high temperature Ising model. Observe that A(z.) = 1.

o(

where e is the edge of G passing through f, and A, is given by A (x) = e~

12



Proof Consider the involution s on the space of configurations which switches the state
(open or closed) of the edge of G passing through f.

Let e be an edge of the diamond graph and denote by e, = e”Wv(e’eb)]ler(w) the
contribution of w to F'(e) (here p(w) is the probability of the configuration w). Since s is
an involution, the following relation holds:

F(e) = Zew = %Z [ew + esw] -

In order to prove (3.1), it suffices to prove the following for any configuration w:
B, + Bs(w) + D, + Ds(w) = A(ﬁxe) [Aw + As(w) +C, + Os(w)} . (32)

When ~(w) does not go through any of the diamond edges bordering f, neither does
v(s(w)). All the contributions then vanish and identity (3.2) trivially holds. Thus we
may assume that v(w) passes through at least one edge bordering f. The interface enters
f through either A or C' and leaves through B or D. Without loss of generality, we
assume that it enters first through A and leaves last through D; the other cases are
treated similarly.

Figure 3: Two associated configurations w and s(w)

Two cases can occur (see Figure 3): Either the exploration curve, after arriving
through A, leaves through B and then returns a second time through C| leaving through
D; or the exploration curve arrives through A and leaves through D, with B and C
belonging to a loop. Since the involution exchanges the two cases, we can assume that
w corresponds to the first case. Knowing the term A, it is possible to compute the
contributions of w and s(w) to all of the edges bordering f. Indeed,

e the probability of s(w) is equal to 3z../q times the probability of w (due to the fact
that there is one additional loop, and the primal edge crossing f is open);

e windings of the curve can be expressed using the winding of the edge A. For
instance, the winding of B in the configuration w is equal to the winding of the
edge A plus an additional —6, turn.

Contributions are computed in the following table.

configuration A B C D
w A, A, | e "A, e=o(m=0c) A
s(w) BTer/qAu 0 0 e %) 8z, /GA,
Using the identity ez + e 72 = V/q, we deduce (3.2) by summing the contributions
of all the edges bordering f. O

For a set E of edges of £]G°], 0.F denotes the set of edges of £[G°]\ E bordering the
same face as an edge of E/. Also define E;,; to be the set of diamond edges between two
faces of F°.

13



Proposition 11 Fiz 5 < 1 and ¢ > 4. Let G satisfying (BAPy). There exists C; =

C1(6,q,0) < oo such that
Y Fle)<Ci ) Fle)

e€eFE e€0.E

for any E C Fiy.

Proof Sum the identity (3.1) over all faces bordered by an edge in E. It provides a
weighted sum of F'(e) (with coefficients denoted by c(e)) identical to zero:

0="> cle)F(e)+ Y cle)F(e). (3.3)

ecF e€O. B

For an edge e € F, F(e) will appear in two such identities, corresponding to the two
faces it borders. Since a loop going through e comes from one of the faces and enters
through the other one, the coefficients will be —1 and A(fBz.). Thus F(e) for e € E will
enter the sum with a coefficient

c(e) = A(Bxe) — 1= e %) (—ﬁxe i eggw) —1= (x i gﬂf) ( fze + eg%) ~1
br.+e 72 Te+ €72 bx.+e 72
RS AR
Te + €72 br.+e %2
s e 7% —¢’% ~ 2(1 - B)xesinh(cF)
R (e erere) R e e
> 2(1 — ) min {z. : e € £[G]} sinh(c%).

In the second equality, we used that A(z.) = 1. Because of the bounded angle property,
z, is bounded away from 0 and oo uniformly, and so is c(e).

For an edge e € 0.F, F(e) will appear in exactly one identity, (corresponding to the
face that it shares with an edge of F). The coefficient will be A(Sz.) or —1, depending
on the orientation of e with respect to the face. Thus F(e) will enter the sum with a
coefficient ¢(e) which is bounded from above uniformly in e (thanks to the Bounded Angle
Property). The proposition follows immediately by setting

B o max{|c(e)| : e € O.E} B max{|c(e)| : e € E[GS ]}
¢ =C(B4.9) = min{lc(e)|:e € E}  min{|(e)] : e € B[GS]} 0

Note that C'; depends only /3, ¢ and 6, but not on G, or E. O

Write 0E[G°] for the edge-boundary of G°, meaning the set of diamond edges con-
necting two boundary vertices. Note that it is simply E[G°] \ Eiy.

Lemma 12 Let (G,a,b) be a Dobrushin domain. For a site uw on the free arc Oy, and
e € 0E[G°] a diamond edge incident to u, we have

F(e) — oWlee) QZ%?,B,q(u < wired arc 8ba),

where W (e, ep) is the winding of an arbitrary curve on the diamond graph from e to ey.
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Proof Let u be a site of the free arc d, and recall that the exploration path is the
interface between the open cluster connected to the wired arc and the dual open cluster
connected to the free arc. Since u belongs to the free arc, u is connected to the wired arc
if and only if e belongs to the exploration path, so that

P& 73.q(U < wired arc Oy,) = qﬁgf’ﬁ’q(e € 7).

The edge e being on the boundary, the exploration path cannot wind around it, so that
the winding of the curve is deterministic. Call this winding W (e, e,). We deduce from
this remark that

Fle) = %ﬁq( eWrleen) ] ) = eoWieer) gbGBq(e €q)=¢ ”b)qﬁgﬁq(u > wired arc Oy, ).

O
We are now in a position to prove our key proposition.

Proposition 13 Fiz ¢ > 4 and G, satisfying (BAP,). There exists Cy = Cy(q,0) < 0o

such that
Z F(e) S C2eU(Wmax_Wmin)
cCIE[CP]

for any B < 1 and any Dobrushin domain (G,0,0) (without loss of generality, 0 is assumed
to belong to 0G). Above, Wiin and Wiy are the minimal and mazimal winding when
going along the boundary of G, starting from 0.

Note that Dobrushin boundary conditions on (G,0,0) coincide with free boundary
conditions.

Proof Let us start with the case § = 1. Sum Identity (3.1) over all F°. Since A(z.) =1
for any e, we find that c¢(e) = 0 for any e € Eiy and c(e) = £1 on 0F[G°| depending
on the fact that a loop going through e points outwards or inward F°. Boundary edges
corresponding to a loop pointing outward are called exiting, those for which the loop is
pointing inward entering. We find

Y F(e) = Y Fle)=0.
e exiting e entering

Since edges exiting or entering belong to 0£[G°|, Lemma 12 implies that
F(e) = e”W(e’eb)qboG’Lq[u +—— 0],

for v the site of G bordering e. Note that each vertex u € 0G is the end-point of a unique
entering edge, called e;,(u) and a unique exiting edge eq(u). With this definition and
the two previous displayed equalities, we find

3 [erWleetan) _ gWena] ¢ | (0 ¢« u) = 0
u€dG

which can be rewritten as

Z [eUW(eex(u)veb) _ eO’W(Ein(u)7eb)] ¢OG,17q(U’ — O) — eUW(ein(0)7eb) — eUW(eeX(O)veb)‘
ucdC\ {0}
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Now, when u = 0, €;,(0) = €, and ex(0) = €;. Since W (e,, ep) < 2,

oW(ein(0),ep) eaW(eeX(O),eb) _ eaW(ea,eb) . eaW(eb,eb) < eo’27r.

e
When u # 0, we find that
W(eex(u), ep) — Wiem(u), er) = W(eex(), €in()) > Opue) > 0,

where v is a neighbor of u outside of G, and [uv] is the edge between u and v. Note that
the existence of this neighbor is guaranteed by the fact that u € dG. Next,

eoW(ecx(u),eb) o eaW(ein(u),eb) — [eo'W(ecx(u),ein(u)) o 1} eUW(ein(u),eb) Z [609 . 1]eUWmin.
Therefore,

[e79 — 1] Wmin Z gbOG’Lq(u —— 0) < e,
uedG\{0}

Finally, observe that

SR = Y Mg fu e o)

cCOE[GP] cCOE[GF]
e T i 0 g Y G s
u€dG u€dG\{0}
eU(Wrnax_Wmin)
< geoWmax g o027
e’ — 1

In the first inequality, we used the fact that at most four edges correspond to a boundary
vertex.

The case § < 1 follows readily since F(e) = e"W(e’eb)qb%”B’q[u <— 0] is an increasing
quantity in 3. O

For a graph G, let us introduce the following, recursively constructed graphs. Let
GO = G and G®) = GFED\ 9G*~Y for any k > 1. They can be seen as successive
“pealings” of (G, each step consisting in removing the boundary of the existing graph. Let
Ey, = Ey[GW]. Note that Ey = Ey = £[G°] \ 0E[G°].

Corollary 14 Let G, be an isoradial graph satisfying (BAP,). Consider the Dobrushin
domain (G,0,0) (as above, 0 is assumed to be on the boundary of G). For any 8 < 1 and
q>4,

k
Z F(e) < O, Cye” Wmax—=Wmin) ( Cy > .

ecEy 1 + Ol

Proof Proposition 11 can be applied to E, C Ei to give

ZF(e)glfIC > Fle).

ecEy 1 e€ELUO: By,




Using the previous bound iteratively, and Proposition 11 one last time (in the second
inequality), we find

Yros(rig) T roza(ly) ¥ o

c€ By, €€ Eing e€OE[GP]

The claim follows by bounding the sum on the right-hand side using Proposition 13. [

The study above can be performed with F instead of F. We obtain the following
corollary.

Corollary 15 Let G, satisfying (BAPy). Consider the Dobrushin domain (G,0,0) (by
default, 0 is assumed to be on the boundary of G). For any 5 <1 and q > 4,

3 ¢\
n U(Wmax*Wmin)
F(e) S C'lCQe (m) .

ecEy

4 Proof of Theorems 2

Without loss of generality, we assume that v = 0. Fix < 1. We aim to prove that there
exists ¢ = ¢(83,¢q,6) > 0 such that

%ooﬁ,q(o — u) < exp(—clu)

for any u € G containing 0. We now fix G, containing 0 and satisfying (BAPy). We
stress out that the constants involved in the proof depend on 6 only but not on G, or w.

The case ¢ = 4 is derived through stochastic domination between random cluster
measures. Indeed, for every § < 1, there exists (5',¢) with ¢ > 4 and f’ < 1 such that
the random-cluster measure ngG .4 Stochastically dominates the random-cluster measure

Goo,ﬁA We refer to [27, Theorem (3.23)] for details on this fact. It follows from this
stochastic domination that

¢%m,5,4(0 A U) S ¢%w,ﬁ’,q(0 — u) S exXp [_ C(ﬁlu q, 9)’“”
for any u € G . It is therefore sufficient to assume that ¢ > 4, which we now do.

For a graph G, we identify a convex subset A of R? with the subgraph given by
vertices in G, N A and edges between them. The set JA is referring to (G, N A). Note
that this set is not necessarily connected, but this will not be relevant in the following.
For r > 0, let By(r) = {z € R? : |z| < r}.

Lemma 16 There exists ¢y = ¢1(5,q,0) > 0. Assume that v € G is on the positive real
axis. Then,

¢?O,oo)><(foo,oo),5,q(0 — U) < eXp[_Cl|U”‘

There could be no vertex v on the positive axis, but there is no loss of generality in
assuming that v belongs to this positive axis, since the graph G, can be rotated around
the origin in order to obtain an estimate valid for any vertex v € G, where the half-plane
[0,00) x (—00,00) is replaced by the half-plane containing v whose boundary contains 0
and is orthogonal to the vector given by the coordinates of v.
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Proof Define G,,, to be the connected component of the origin in [0, n] x [—m, m]. Set
k = |v|/2. Let m > 100 and n > max{2|v|, 100} (these two conditions avoid nasty local
problems). Apply Corollaries 14 and 15 to Gy, and k to find (we use the notation of
the corollary)

k
37 F(e) + F(e) < 201 Coe” W Wonin) ( C, ) |
cC Pk 1+C

The maximum and minimum windings on JF|[G,,,| are bounded by a certain constant
C3 < oo. This statement comes from the fact that the winding of OE[G,,,] is roughly
comparable of the winding of the boundary of [0,n] x [-m,m] (there are a few local
effects to take care of). Let us sketch an argument. There exists a path of adjacent faces
of the subgraph H,,, = [0,n] x [-m,m] \ [4,n — 4] x [-m + 4, m — 4] of G,,,, going
around [4,n — 4] X [-=m + 4, m — 4]. The constant 4 has been chosen to fit our purpose.
It can probably be improved but this would be of no interest for the proof. In particular,
OE|Gy,n] is contained in H,,,. The bounded angle property shows that two vertices
cannot be arbitrary close to each other, which prevents the existence of paths of edges
in F[H,,,] winding arbitrary often around a point of R?. As a consequence, the winding
along OE[G, ] is indeed bounded by a universal constant.
The previous bounds on Wi, and W, imply

S F(e) + Fe) §C4< G )k

EEEk 1 + Cl

Next,
Ple) + F(e) = 68, pg [ C 4 e W)t ] > 268, (e € 7).

Let Cy be the cluster of the origin and 0,,;Cy its outer boundary, meaning the set of
vertices connected by a path in E[G«]\ E[Cy]. A diamond edge e = [vy], where v € Gy,
and y € Gy, belongs to ~ if and only if 0 is connected to v and y is connected to the
free arc. In other words, v is on the outer boundary of the cluster of 0. We deduce that

O psa(OoiCoN G A 0) < Y~ 0%, 5, (u € OCo)

ueGﬁ,’i?n

< > Fe)+Fle)

ecp®*D

int

o) k-1
< .
<o(ioe)

Letting m go to infinity and using the uniform bound above,

o\
(ng'ooyn”g’q(aoutco N Gc(j;),n 7£ (Z)) S C’5 <1 + Cl) )

where G, = [0,n] X (—00,00). Next, observe that G, does not contain any infinite
cluster ¢¢. , gq-almost surely (in fact, this is true for any 3’ < oo, since the graph is
rough isometric to Z). Let us provide a rigorous proof of this statement. The experienced
reader can skip the next paragraph.
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The bounded angle condition implies that the weight . is bounded from above uni-
formly on G.,. Therefore, there exits co = ¢2(3, ¢, 6) < oo such that for any finite set S
of dual edges of cardinality r

¢%wymﬁ7q(every edge in S is dual-open | Fgigx 1\s) = exp[—cor].

g

The constant ¢, comes from the finite-energy of the random-cluster model, i.e. the prop-
erty that the probability for an edge to be closed is bounded away from 0 uniformly in
the state of all the other edges; see [27, Equation (3.4)]. Next, it is possible to divide
the strip into an infinite number of finite pieces by considering disconnecting paths P of
length less than czn for some constant c¢3 = c3(0) < co. The existence of these paths
is easy proved by considering a sequence of set of adjacent faces cutting the strip, and
by noticing that the bounded angle property bounds from above the number of edges
bordering a face by 7/sin(6/2). Now, conditioned on the state of the others paths, each
one of these paths has probability larger than exp[—cacsn] > 0 of being dual-open. This
immediately implies that there is no infinite cluster ¢q., , q-almost surely.

Since there is no infinite cluster almost surely, Cy intersects Ggé)n if and only if 0,Co
intersects Ggf,)n Furthermore, edges have length smaller than 2, which implies that
u € Ggé),n (we use the fact that n — |v| and |v| are larger than 2k). Hence,

C k
Coon a0 € 0) S ey g (CNGL 7 0) = 6,4 (0CNGE, # 0) < Cs (1 e ) -
1

The proof follows by letting n go to infinity and then by choosing ¢; = ¢;(5,¢,60) > 0
small enough. O

Figure 4: The gray area is 7. The dual path surrounding it is I'. It is the
exterior-most dual circuit.

We are now in a position to prove Theorem 2. Let n > |u] + 2. We work with

the random-cluster measure on By(n) with free boundary conditions. Let X,.x be the
site of By(n) N Cy which maximizes its Euclidean distance to the origin (when several
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such sites exist, take the first one for an arbitrary indexation of sites in G,). Note that
lu| < |Xmax| < n. Therefore,

%O(n)vﬁvq(o — u) < ¢%0(n)”37q(3’0 € BO(”) \ BO(IUD : Xmax = U)

< > Bo(n), g (Xmax = ). (4.1)
v€ Bo(m)\Bo(|ul)

For v, let €(v) be the set of dual-open self-avoiding circuits v surrounding the origin and
v and such that any site of By(n) surrounded by ~ is in By(|v|). Let 7 be the set of sites
of By(n) surrounded by v € €(v), see Fig. 4. Dual-open circuits in €(v) are naturally
ordered via the following order relation: v is more exterior than v if 7 C 7.

If Xpax = v, then v is connected to 0 and there exists a circuit in €(v) which is
dual-open (simply take the boundary of Cy, drawn on the dual graph). Let {I' = ~}
be the event that v is the exterior-most dual-open circuit in €(v). With this definition,
Xmax = v if and only if v is connected to 0 and there exists v € €(v) such that I' = ~.
Therefore

Bot) g Xmax = V) = Bl 5,4(0 <— v and Iy € €(v) : T =)
= Z ¢OBO(n)7B’q(O +—vand ' =7)

v€€(v)
= Z ¢OBQ(n),5,q<0 — U|F - 7)¢OBo(n),B,q(F - 7)
vEL(v)
Since I' is the exterior most circuit in €(v), {I' = 7} is measurable with respect to

dual-edges outside 7. Furthermore, edges of v are dual-open on {I' = 7}, see Fig. 4.
Therefore, conditioned on {I' = v}, the measure inside 7 is a random-cluster model with
free boundary conditions. Hence,

(b%O(n)ﬂ,q(O ol =7) = %5’(](0 +—> v).

Rotate the graph By(n) in such a way that v is on the positive axis. Let H = (—oo, v] xR.
Observe that by definition of €(v), 7 C H. The comparison between boundary conditions
leads to

0

775711(0 +—v) < gb(}{ﬁ’q(O +——vin7y) < gb?{ﬂ’q(O +— v) < exp[—cq|v]]

by Lemma 16. This implies

OBO(n),B,q(XmaX = ’U) < Z exp[_cl|v|]¢OBo(n),ﬁ,q(F = 7) < exp[—cl|v|].
YEL(y)

In the second equality, we used the fact that the union of {T" = ~} for v € €(v) is disjoint.
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Going back to (4.1), we find

o s 0—u) < > expl—alv]
v€ Bo(n)\Bo(lul)

< Y eplall

vEG oo\ Bo(|ul)

< S IBo(ful + k + 1)\ Bo(Jul + k)] exp[—ca(|u] + k)]
k>0

< 3 Itz (ful + & + 1) expl—ei(fu] + k)]
k>0

< caluf exp[—ciful].

In the previous inequalities, we used the fact that the number of sites in By(r+ 1)\ By(r)
is bounded by G5 (r 4+ 1) because of the bounded angle property.

The proof follows by letting n go to infinity and by choosing ¢ = ¢(, q,0) > 0 small
enough.

Remark 17 The main point of the previous proofs, and of our whole approach, is that
the observable F' behaves like a massive-harmonic function. We are not able to make
exact computations though, because we made no particular effort to choose our coupling
constants with this goal in mind (all that matters here is that the constant Cy is bounded).
In a recent work [9], Boutillier, de Tiliére and Raschel define a massive Laplacian operator
on 1soradial graphs for which they get the explicit rate of exponential decay of massive-
harmonic functions. It would be interesting to see whether a better tuned choice of the
Pe() can lead to an exactly massive-harmonic observable in their sense, as this would
lead to sharper asymptotics for the two-point function of the model in that case.

5 Proofs of Theorem 3 and Corollaries

Proof of Theorem 3 Fix § < 1. Let G, be an infinite isoradial graph. Without
loss of generality (simply translate the graph), we assume that y = 0 € G,. For r > 0,
Theorem 2 implies

¢Gm6q(0<—>aBO Z ¢Gm,5q (0 +— u)
uE@BO( )
2
< m exp [ — c(B.4,0)(r — 2)]. (5.1)

In the second inequality, we used the fact that any site u € 9By(r) is at distance larger
than r — 2 of the origin since any primal edge is of length smaller than 2 (the diameter
of circles is 2), and that u € 9By(r) is connected to a site outside By(r). We also used
the fact that the cardinality of By(r) is smaller than 7r?/(4sin(0/2)) since any edge of
G corresponds to a face of G¢_ of volume larger than 4sin(#/2) thanks to the bounded
angle property. Letting  go to infinity, we obtain that ¢%_ 5 (0 +— 00) = 0.

Let us now consider ¢};ﬁ7q with 5 > 1. For a dual vertex y € G*, let A(y) be the event
that there exists a dual-open circuit surrounding the origin, i.e. a path of dual-open edges
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disconnecting 0 from infinity in R?. Observe that the dual circuit must go to distance
ly|. Since the dual model is a random-cluster model on the dual isoradial graph, with
free boundary conditions and with f* =1/5 < 1, (5.1) implies

O A) < s exp [ = e(1/,4,6) (o] - 2]

for any y € G%, . Borel-Cantelli lemma together with the bound |G% N By(r)| < %
implies that
GG, 5.q(there exist infinitely many y € G35 - A(y)) = 0.

This immediately implies that there exists an infinite cluster ¢éw7 5 -almost surely.

Let us now turn to the uniqueness question. This is the only place where a
priori information on uniqueness is used. Recall that in this case, Dg,__ , defined in
Proposition 8 is countable. Since ¢¢_ 5, = é¢_ 5, outside of the countable set D¢,
for any § < 1 there exists 5 < ' < 1 such that Qb%}oo,ﬁ’,q = ¢%m,6’,q' We deduce that

(Zséoo,ﬁ,q(o — OO) < gbé‘oo’g/’q(o — OO) = ¢%m’5,7q(0 — OO) = 0.

From [27, Theorem (5.33)], we deduce that ¢g_ 5, = ¢&_ 5, for any 3 < 1. Theorem
(5.33) is proved in the case of Z¢, but the proof extends to the context of periodic graphs
mutatis mutandis. By duality, the infinite-volume measure is unique except possibly for
[ = 1. This implies in particular that there is ¢%w757q—almost surely an infinite cluster
whenever g > 1. U

Proof of Corollary 5 We present the proof in the case of the square lattice, the cases

of triangular and hexagonal lattices being the same. If %% = fq, then z129 = 1
where x; = quﬁ. By embedding the square lattice in such a way that every face

is a rectangle inscribed in a circle of radius 1, and the aspect ratio is given by z/xs,
we obtain an isoradial graph with critical weights z; and x,. The model is therefore
subcritical (respectively supercritical) if and only if 5 < 1 (respectively 5 > 1). O

Proof of Corollary 6 It follows directly from the classical coupling between random-
cluster models and Potts models. U
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