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Abstract:. Being aware of the nodes positions is a key issue in order to locate precisely the 

sensor node, localization is very important information about sensor nodes in wireless sensor 

network (WSNs). Hence, the precision improvement is a significant issue that allows an 

effective data transmission between sensor network (SN) in order to save their energy and 

extend the network lifetime. In this work, we propose and implement a new mechanism for 

geographic routing. Therefore, the proposed mechanism is relied on a weighted centroid 

localization technique, where the positions of unknown nodes are calculated using fuzzy logic 

method. For this, we propose a fuzzy localization algorithm that uses flow measurement 

through wireless channel to compute the distance separating the anchor and the sensor nodes. 

Subsequently, our work is based on the centroid algorithm that calculates the position of 

unknown nodes using fuzzy Mamdani and Sugeno inference system for increasing the 

accuracy of estimated positions. Once the localization algorithm has detected the location of 

nodes with unknown position, the proposed mechanism selects effectively  the next-elected 

CH to reduce the energy dissipation of sensor nodes, which leads to an extension of the 

network lifetime. The main advantages of the proposed mechanism are three folds: the first is 

to minimize the position error of nodes and reduces the error localization average. The second 

is to increase the number of packets transmitted to the next hop cluster head (CH) based on 

the localization algorithm. The third one is to, reduce the energy consumption of nodes and 

then extends the network lifetime using an efficient selection of next hop CH. The obtained 

simulation results show that the proposed mechanism outperforms the existing solutions in 

terms of energy consumption, execution time (localization time) and localization error, 

similarly for the number of the packets transmitted to the base station. 
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1. Introduction 

The emergence of Internet of Things (IoT) is revolutioninzing the way people live. Many 

daily applications based on IoT [1], [2], [3], [39][40][41] require nodes position, and then 

nodes localization. For instance, georgraphic routing process in data transportation is a data 

centric approach where  nodes positions are necessary. In this work, we focus on nodes 

localization in IoT particularly on Wireless Sensor Networks (WSNs). WSN is knowing as 

part of IoT and it is defined a collection of sensor devices distributed randomly to collect data 

from different areas [1], [2], [3]. In recent years, WSN are used in many fields such as 

medical care, smart systems, environmental and military surveillance and nodes tracking 

[4][35]. However, the limited capabality of nodes in terms of treating and computing makes 

necessary the preservation of energy for increasing the network lifetime.  Accordingly, 

minimizing the energy consumption is a fundamental way to optimize the data transmission 

process [2], [3], [5]. 

1.1 Motivation 

Being aware of the nodes positions is a key issue in order to locate precisely the SN [6]. In 

fact, both “range-based” and “range-free” localization algorithms are interested in solving 

several requirements related to the accuracy and the low cost criteria [7]. The Localization 

techniques Range-Based are based on measuring of the distance or the angle between the 

directions of reference nodes called anchors. Several technologies allow as well as the 

measure of these nodes like the RSSI (Received Signal Strength Indicator) [9], the TOA 

(Time of Arrival) [8], the TDOA (Time Difference of Arrival) [10] and the AOA (Angle of 

Arrival) [11]. Unlike, nodes positions can be calculated using trilateration or range-based 

localization triangulation [7].  The comparative study of RSSI-based localization algorithms 

using spatial diversity in WSNs is proposed in [36].They seem inappropriate; In fact, the first 

solution is based on the consumed energy by the measuring equipments and increasing 

inappropriate cost as well. The second solution is clearly linked to the measurement accuracy, 

which is based on multiple parameters as humidity, noise and propagation. The range-free 

localization can greatly avoid these two drawbacks. While the typical nodes whether fixed or 

mobile with a well determined position are called anchors, other with unknown position are 

normal nodes. They calculate, indeed, their positions using the connectivity information and 

the positions of anchors nodes. Range-free technology is more profitable thanks to the 

independence of the hardware devices and the distance computing [7]. Hence, this 
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independence allows the adaption technology of different wireless transmission types. In the 

literature, there are many technical “range-free” locations as centroid [12] and CPE (Convex 

Position Estimate) [13] which require regular nodes and have at least three adjacent anchors 

for the next hop. Although these algorithms provide more economic and simple estimations, 

their results are not as accurate as tracking error level. A precise detection of the transmitter 

node position allows an effective routing of information with a minimum energy 

consumption. Another important parameter is the localization time which is the necessary 

time for the network localization. In [37] authors study the time bounded localization fors 

WSN using Multidimensional Scaling (MDS). 

The main geographic routing protocols are based on classical routing protocol. In WSN 

can be classified as hierarchical and flat protocols [14]. In a multi-hop hierarchical 

communication, the individual clusters formed the Cluster-based approach [5][38], and each 

member node interacts with its cluster head that aggregates data then transfer them into 

multiple paths to adjacent CHs, which transmit the data until the Base Station (BS). Referring 

to different studies of communication energy model [14], hierarchical routing protocols are 

more adaptable for conserving energy than those of the plane routing .In addition, the authors 

in [15] and [16] mentioned that the use of multi-hop routing protocols allows a clear 

minimizing of  energy compared to the single hop routing protocols. In a single hop plane 

routing protocol, sensor nodes send directly their data to the BS, whereas in a multi-hop 

transmission, nodes communicate among themselves before any connection with the Base 

Station.  

TABLE I. Motivation 

Options Advantages Disadvantages 

Range-based localization 

algorithms [8][9][10] 

Nodes decide their position 

taking into account angle or 

distance calculation from some 

anchor nodes with well-known 

positions.  

More costly than range-free” 

localization algorithms 

Range-free localization 

algorithms [7] 

Localization is independent of 

the hardware devices and the 

distance computing 

Results are not as accurate as 

tracking error level 

Hierarchical routing protocols 

[15][16] 

More adaptable for conserving 

energy, convenient topology 

management, high-efficiency 

energy use, and simple data 

fusion 

Implementation complexity, 

database management problem, 

lack of structural  

Independence, implementation 

limitation 

Flat routing protocols [14] No effort is made to organize 

the network or its traffic, 

discovering the best route hop 

The network IDs have no 

subnet structure and cannot be 

summarized 
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by hop by any path. 

 

Multi-hop routing protocols 

[14] 

Allows a clear minimizing of  

energy based on the local 

topology information,  use of 

multi-hop communication 

mode,  no complicated 

calculation in routing phase, 

routing mechanism is simple 

and efficient 

Less energy effifcient, less end-

toend delay, higher packet loss, 

the node can not store large 

amounts of routing information 

Single hop plane routing 

protocols [14] 

Much more energy efficient 

then multi-hop routing [3] Best 

network parameters such as 

end-toend delay, lower packet 

loss 

Complicated calculation in 

routing mechanism 

Inefficient routing mechanism 

 

Localization using GPS coordinates is not applicable to be energy efficient or energy 

aware. In the case of sensor networks, energy is a uncommon resource and the sensor nodes 

may be deployed without any type of battery being changed for many years. For this, GPS 

devices are not convenient as valid solution of localization problem in WSN for many 

reasons:  

 Once the expensive GPS devices are added to every sensor node in the network, this 

solution became unfeasible due to the increase of the deployment cost. 

 With the inclusion of GPS device, the sensor nodes size become quite large which is 

contradictory with the required propperties of WSN that nodes should be with small 

size. 

 To be in function, GPS devices depend forever to satellites. In cases of failure with 

satellite link, GPS ceases to be in function.  It’s the case of many real applications as 

indoor and explorative applications.Finally, GPS in WSN stays depend of many 

factors as power consumption, cost, size, what is not the case of other localization 

techniques. 

Most applications of WSN require that the sensor nodes must be aware of their location 

relative to the SN. For this, one of the important challenges in WSN is the localization of 

sensor nodes and determination of nodes positions in the sensor field. This is fundamental for 

many reasons. Firstly, collected data by sensor nodes such as, humidity, pressure and 

temperature must be accompanied with the location from where it was detected and collected. 

It would be unseful if their location is unknown. Second, the efficient utilization of energy 

resource is one of the biggest challenges in WSN. In this contexte, data transmission 

operation is one of the most energy dependent phase which must use energy-efficient and 
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energy-aware routing algorithm. Due to multiple constraints, existing localization approachs, 

such as GPS, cannot be performants for the localization of sensor nodes. Therefore, new 

methods and algorithms for the sensor nodes localization are needed to be designed and 

implemented. 

1.2. Contribution 

As the localization is a very important factor for the sensor nodes, improveming its 

precision is an essential issue that allows an effective data transmission between SNs of 

WSNs in order to conserve the energy consumption and extend the network lifetime. In this 

context, we have implemented a new mechanism for routing information based on nodes 

location. This designed mechanism is relied on a weighted centroid localization technique. 

Our main contributions in this paper are summarized as follows: 

1. The locations of unknown nodes of SNs are calculated using fuzzy logic inference 

depending on RSSI values between the nodes. We put up, therefore, a fuzzy location 

algorithm that uses the measurement of the flow through a wireless channel to 

determine the distance separating the anchor nodes and the sensor ones. The centroid 

algorithm is used to figure out the location of unknown nodes using fuzzy Mamdani 

and Sugeno inference systems in order to increase the accuracy of the estimated 

position. 

2. In order to reduce the energy consumption and to extend the network life, we 

introduce a new strategy to select the next-hop CH based on unknown-position nodes 

location detected by the localization algorithm that is key goal of the data transmission 

phase in our mechanism. 

3. The proposed solution is after all based on four parameters: the energy level of current 

CH at a given time, the distance between the current CH and the next elected CH, the 

distance between the next elected CH and BS, and the density of the next elected CH. 

The choice of these two distances (which already prsent a contrubition) is to avoid 

useless computing of distances between all the nodes of sensor network. We do not 

calculate the distances only after ensure a sufficient amount of energy and a low 

density of next elected CH. Concerning the next elected CH selection, each current CH 

node applies Mamdani Fuzzy Inference System [8] to join the hop having a minimum 

cost value to send data.  

  

1.3. Paper organization 
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The paper is organized as following: section 2 introduces the location and the transmission 

algorithms in literature. In section 3, we present our contribution describing suggested 

mechanism in which we highlight how the fuzzy set theory can be applied for localizing the 

nodes positions. Then, we select the next hop with a minimum cost value for sending data 

using fuzzy logic method. Simulation results are, subsequently, describted in Section 4. The 

last section presents the obtained results and future work. 

2. Related work  

2.1. Sensor node localization 

Yun et al. [19] implemented, in fact, two intelligent algorithms for the localization in WSN 

to distinguish a range-free localization approach based on a received signal strength. In the 

first algorithm, a fuzzy logic system (FLS) is used to localize nodes through a combined sum 

of the edge weight of each anchor node. Then, the optimal edge weight is determined using a 

genetic algorithm (GA). The second algorithm uses actually a neural network (NN) technique 

where the input is the received signal strength and the output is the approximate location of 

wireless nodes. Simulation results using NN are in clear contradiction using FLS and GA. In 

fact, only four anchor nodes are applied to be located by FLS and GA in the experimentation. 

Four-neighboring anchor nodes are accurately used for the localization by NN. 

A2  (x2,y2)

(1)

2 4

1 3
A1  (x1,y1) A3   (x3,y3)

A4   (x4,y4)

(1)
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(3) (3)

(3)(3)

(2-1)
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(2-2) (2-2)

*
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*
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*
*
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Ai           :Training anchor node

*         :Training unkoun node

 xi, yi: Positiion of node Ai

---    : Transmission range

Region (1)       : Number of connections=1

Region (2-1/2): Number of connections=2

Region (3)      : Number of connections=3

Region (4)      : Number of connections=4

 

Figure 1. Network architecture of weighted centroid localization technique [19] 

In [20], the authors proposed a “range-free” localization protocol for WSNs using 

weighted centroid localization technique. A selection of edge weights of SN is defined by the 

application of FL inference for RSSI and link quality.  Hence, Mamdani, Sugeno, and 

Combined Mamdani Sugeno fuzzy logic inference are implemented in the fuzzy phase. This 

protocol is better than the conventional centroid in terms of localization accuracy. Thus, the 

proposed work has been compared to the centroid localization technique and to the Mamdani 
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and Sugeno fuzzy logic inference localization with two simulation scenarios. As a result, the 

deployment of nodes in the first scenario is in AWGN (Additive White Gaussian Noise) 

environment because the sensor nodes are deployed in AWGN environments with an external 

RF interference noise sources in the second scenario. RSSI and LQI (Link Quality Indicator) 

 results are highly correlated with the WCL (weighted centroid localization) edge weights 

and the node distance in the presence of external RF interference.  Consequently, this protocol 

becomes a compatible localization choice for sensor nodes that operates effectively with the 

presence of various external RF sources having the same frequency band.  

Mobile anchor node

Unknown node

4

1

1

2

 

4 5

6

7
3

9

11

8

10

----Trajectory of mobile 

node

  

Figure 2. Network architecture of cooperative localization algorithm [20] 

Chen et al. [21] implemented a cooperative localization algorithm. They use actually a 

mobile anchor node where the mobile anchors cooperate with the static anchors in order to 

improve the localization performance and the coverage using a handled in convex position of 

an estimated Algorithm. The effectiveness of this algorithm is average thanks to radio 

irregularity effects and obstacles. This localization scheme achieves highly the localization 

accuracy with the presence of obstacles. A convex localization algorithm has been 

implemented to solve the problems of non-ideal radio signals transmission. Hence, an optimal 

movement schedule for mobile nodes is applied to attain the shortest path within the 

localization accuracy. The achieved results show that the proposed localization algorithm can 

realize higher localization accuracy with a mobile node. 

2.2. Data transmission 

In [31], Authors proposed a smart Multi-hop hierarchical routing protocol for the Efficient 

Video communication for WMSN (wireless Multimedia Sensor Network) called MEVI. This 

protocol selects the links based on network conditions and energy issues and executes an 

intelligent routing algorithm to transmit multi-media data. It trys additionally to  save  energy 
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consumption during the transmission phase using a cluster approach with a  low overhead, a 

multi-hop communication with a cross-layer mechanism and operational modes to transmit 

multimedia according to environmental information. Precisely, the nodes are divided into two 

types. While the first are, scalar sensor nodes provided with an energy supply restriction, wide 

capacities of processing and memorizing. The second types are camera nodes equipped with 

enough energy sources and a video camera with huge capabilities of memorizing and 

processing. In fact, MEVI ensures a multi-hop communication between CHs and BS relying 

on network conditions, energy and hops count with accordance of the physical environmental 

conditions to minimize the overall communication overhead. It extends as well as the network 

lifetime, and maximizes the scalability system and reliability, [31].  

In [23], the authors enhanced an offline algorithm then an on-line adaptive mechanism 

integrated in an energy-efficient schedule for a transmission packet over a multi-hop 

communication path using modulation scaling [23]. They aim to conserve energy dissipation 

with a specific latency constraint satisfaction. Consequently, the simulation results improve 

the energy consumption, which can be, reduced clearly using an off-line algorithm. Moreover, 

two scenarios are implemented to improve the adaption of modulation settings respecting the 

variations system and the latency constraint. The obtained results prove that an important 

amount of consumed energy is decreased during the transmission without transgressing the 

latency constraint. In addition, the on-line algorithm is apparently able to adapt the 

modulation levels with a the system variation. 

2.3 Routing protocol 

An Improved Fuzzy Unequal Clustering scheme for large-scale wireless sensor networks is 

introduced in [24]. The authors try, therefore, to balance the energy consumption and extend 

the network lifetime focusing on an energy efficient clustering approach and inter-cluster 

routing protocol. They use a fuzzy logic system with the energy level, the distance to BS and 

the local density as inputs to select the next cluster head node. Then, they use an Ant Colony 

Optimization (ACO) approach for routing data between CHs and BS. This approach allows a 

reduction of cluster heads energy consumption and resolves effectively hot spot problem that 

persists in a multi-hop WSN routing protocol. Indeed, Sensor nodes produce data in form 

packets for CHs, which transmit data packets to BS after their collection and aggregation. 

Energy consumption of each node and error-free communication links are calculated per 

round.  This algorithm is compared to several protocols as LEACH and EMHR 

LEACH is a popular routing protocol for WSN and which is considered as the most vital 

protocol. It is additionally proposed to prolong the overall lifetime of the network and to 
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decrease the overall energy consumed by the network [33]. In fact, the operation in LEACH is 

divided into rounds. Hence, each round contains a set-up stage, where every sensor node picks 

a random number between 0 and 1 so as to decide whether it is a cluster-head or not. If the 

chosen number by a particular node is less than a threshold value T(n), the node itself 

becomes a CH for the current round. Certainly, the LEACH protocol is able to keep the 

energy consumption of nodes and increases the lifetime of the network. However, it must be 

done under certain assumptions. It is supposed that all nodes can be transmitted with 

sufficient power to attain the base station. As the nodes always have the same data to transmit, 

they start with the same amount of energy and take away approximately the same amount of 

the CHs energy of each cluster member as well. In [34], the LEACH-FL (Improving on 

LEACH Protocol of Wireless Sensor Networks Using Fuzzy Logic) protocol is proposed. 

This protocol uses Fuzzy Logic to improve the LEACH protocol relying on three different 

parameters as the energy level, the node density, and the distance between the CH and the BS. 

This model, indeed, uses a set-up stage and a steady-state stage. In the set-up stage, It chooses 

different parameters to apply in the designed FIS in order to obtain the probability value for 

each node. Energy-Efficient Multi-Hop Protocol (EMHR) is a hierarchical routing protocol 

with a multi-hop communication. Based on energy efficiency, this algorithm optimizes the 

clustering process using as well as an energy strategy that avoids effectively low-energy 

nodes with to be cluster heads [32]. Furthermore, using the energy strategy in the cluster head 

decision, the node of the largest surplus energy is selected to become the cluster head, which 

can effectively avoid the low-energy nodes as the cluster head. Concerning data transmission, 

the data in cluster-heads can be simply transmitted through a multi-hop according to the 

determined of weight function setting up the next-hop cluster head. This EMHR protocol 

balances the load of network topology and reduces the cluster heads energy dissipation. As far 

as the transmission of information between sensor nodes is concerned, every cluster head and 

its next-hop cluster head find the optimization of the next-hop cluster head to ensure the 

minimum energy dissipation of data transmission to Sink node. By the way, a continuous 

selection next-hop cluster head is based on weight function, the data are transferred to the 

next-hop cluster head and subsequently, the last cluster head sends all data to sink node. In the 

first round of networks, the process of clustering is the same as the LEACH only if the 

threshold node is i > T (n), the node i becomes the cluster head. In the next ‘round’ of 

networks which is based on the energy strategy of electing cluster head compared to the state 

of  cluster members energy finds the largest  energy node i. Correspondingly, the energy 

dissipation model adopts wireless channel models in the reference [14]. The Author of EMHR 



 

 

10 

protocol [32] assumes that the distance between the node cluster-head i and the adjacent 

cluster head j is d(i,j), the distance between the adjacent cluster head j and the Sink node is 

d(j,S). The weighting function is set up as seen in the following equation (1). 

2 2

2

d(i, j) + d(j,S)S(i).E
F(i, j) = + (1)

S(i).max d(i,S)

       
    

 

Where:  S(i).E is the remaining energy of the cluster head i and S(i).max is the initial energy 

of the cluster-head i. Thereby, it means a continuous selection of the next-hop cluster-head 

based on this weighting function and the data is transmitted along the next-hop cluster-head. 

Once the minimum value of this function is selected for the next hop, the last cluster-head 

sends all data to the sink node. 

Considering only the distance between the CH and its next-hop cluster head by the weight 

function and even the residual energy of the cluster-head transmitter, this ignores other factors 

that affect the energy consumption and the network lifetime. In fact, some other cases where 

the next-hop cluster head is depleted of energy or when it is overloaded, the sent data will be 

certaintly lost.Actually, it seems a disadvantage. It is not always a- guarantee to transmit data 

to the BS simply because the selection of the next Cluster-Head depends only on the distance 

separating it and the CH transmitter and its residual energy. Integrating the Artificial 

Intelligence (AI) in WSN challenges is to solve different problems in this field [2], which has 

made a fuzzy logic. Subsequently, it is one of the most important paradigms used for real-time 

decisions in WSN relying on the output results of the fuzzy inference system [4]. Numerous 

studies,thereafter, presented these protocols using FL [25] [26] [27] for the CH election and 

the cluster formation. Within this context, our method actually solves these problems just as it 

executes an intelligent localization algorithm of nodes relying on an intelligent fuzzy logic 

technique for next-hop CH selection. As a consequence, the results of the experience show 

that the proposed clustering scheme is performing better than the previously mentioned 

protocols. 

3. Proposed mechanism for node localization  

The proposed mechanism for routing information based on the nodes localization is 

centered on weighted centroid localization technique. It is merely by computing the locations 

of the unknown nodes of SNs using fuzzy logic inference based on RSSI values between 

nodes. In addition, the proposed algorithm depends on the measurement of the flow through 

wireless channel to determine the distance between the anchor and the sensor nodes. Routing 

data phase in our mechanism is used mainly to optimize the next-hop CH selection based on 
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the location of nodes with unknown position, which has been already specified by the 

intelligent localization algorithm. Moreover, an efficient transmission of data allows to reduce 

energy dissipation of sensor nodes and thus to extend the network lifetime which is the main 

objective of WSN field. 

3.1 Phase1: Fuzzy localization algorithm 

Firstly, we propose a fuzzy localization algorithm based on a Range-free technique for 

WSN. It is based on RSSI values to estimate unknown nodes positions. This technique does 

not require additional hardware since most radios can get the RSSI value directly. Hence, this 

approach consists of two main phases. First, the anchors diffuse their neighbor normal nodes 

and then receive the transmitted beacons from links and measure the value of RSSI. Thus it 

calculates the distance bitter calculated by each node using a fuzzy system to estimates its 

position based on this value. Each measuring distance and processes is used to obtain the 

value. If a node receives an RSSI with a higher value, the anchor is probably close to and 

must have a higher weight as well. For this reason, we consider the following rules:  

Mamdani's fuzzy model 

Mamdani's work was based on Zadeh's 1973 publication on fuzzy algorithms for 

complex systems and decision processes [55]. This method consists of: (1) 

combining the fuzzified inputs according to the fuzzy rules in order to establish rule 

strength, (2) finding the consequence of the rule by combining the rule strength and 

the output membership function, and (3) combining the consequences to generate an 

output distribution. 

The implication method (Mamdani’s method) is: 

μ' conclusion (y) =MIN μ premise (x0), μ conclusion (y)) (1) 

It integrates the most commonly defuzzification method, which is the centroid 

technique. It allows finding a point representing the Center of gravity (COG) of the 

output fuzzy set. It is the abscissa of the center of gravity of the area under the curve 

results: 

Output = ∫𝑦.μ(y).dy/∫μ(y).dy 

With ∫ is the universe of discourse (all the considered output values) 
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Sugeno fuzzy model 

A typical rule in a Sugeno fuzzy model [56] has the form: 

If Input 1 is x and Input 2 is y, then Output is z = ax + by + c 

For a zero-order Sugeno model, the output level z is a constant (a = b = 0). 

Each rule weights its output level, zi, by the firing strength of the rule, wi. For 

example, for an AND rule with Input 1 = x and Input 2 = y, the firing strength is 

wi=AndMethod(F1(x),F2(y)) 

Where F1,2(.) are the membership functions for Inputs 1 and 2. 

The final output of the system is the weighted average of all rule outputs, computed as 

 

Where N is the number of rules. A Sugeno rule operates as shown 

in the following diagram. 

x

Y

AND

Input 1

Input 2

Input MF

Input MF

Z= ax+by+c

Ouput MF

F2(y)

Output 
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Rule
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(firing strength)

W

Z
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Figure 3. Sugeno diagram 

TABLE.II: FUZZY RULE BASE FOR LOCALIZATION ALGORITHM 

Rule                               Antecedent                                      Consequent 

Rule 1: 

Rule 2: 

Rule 3: 

Rule 4: 

Rule 5: 

IF: RSSI       is         very low    THEN:       Weight is        very low 

IF: RSSI       is         low            THEN:       Weight is        very low 

IF: RSSI       is         medium     THEN:       Weight is        medium 

IF: RSSI       is         high           THEN:       Weight is        high 

IF: RSSI       is         very high   THEN:       Weight is        very high 

In this new localization method, a fuzzy inference system, an input RSSI value and an 

output weight value were modeled with the Mamdani and Sugeno methods. While the RSSI 

can take a value between [0, RSSImax], the RSSImax itself is the maximum value of RSSI. The 

N

i ii=1

N

ii=1

W Z
FinalOutput=

W




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RSSI space is divided into five trapezoidal functions (very_low, low, medium, high and 

very_high) as shown in figure4. 
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Figure 4.Fuzzy membership function of RSSI  

The variable output is the curb weight of each anchor node, and may take a value between 

0 and Wmax, where Wmax is the maximum value of weight. The weight space is divided into 

five trapezoid functions (very_low, low, medium, high and very_high) as shown in the figure 

5. 

 

0 10 20 30 40 50 60 70 80 90 100

0,0

0,2

0,4

0,6

0,8

1,0

Very_HightHightVery_low

 D
eg

re
e 

o
f 

m
em

b
er

sh
ip

low Meduim

Output variable "Weight"

 

 

 

Figure 5.Fuzzy membership function of Weight 

The main difference between Sugeno and Mamdani methods is that the output membership 

functions are either linear or constant. After calculating the edge weights using Sugeno and 
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Mamdani fuzzy inference system, the weighted centroid algorithm is used to estimate the 

sensor node position based on the position of the adjacent connected anchor nodes (X1, Y1), 

(X2, Y2)… (Xn, Yn) respectively. Figure 6 shows an example with three nodes. 

 

Figure 6.Simple example of weighted centroid method 

 The unknown node calculates its position as the following weighted centroid formula: 

 

 

Where wi is the edge weight of anchor node linked to sensor node, two performance 

indices have used the distance between the estimated and the actual position of sensor node. 

   
2 2

est a est aLocalization Error= X -X + Y -Y (3)  

 Where (Xest, Yest) is estimated as the position of sensor node and (Xa, Ya) is its actual 

position. The average distance between the estimated and the actual position of all sensor 

nodes is calculated as the following: 

   
2 2

est a est aX -X + Y -Y
Average Localization Error= (4)

number of sensor nodes


. 

3.2. Phase 2: Localization algorithm 

This section describes the fuzzy logic algorithm for SN localizations; In such ways, 

the output weight will be derived to adjust the weight as follows: First, a set of 

interesting node parameters will be considered. Afterwards, the membership function  

of the input RSSI and output weight will be generated. Next, the fuzzy inference 

1 1 2 2 3 3 1 1 2 2 3 3
est est

1 2 3 1 2 3

X W +X W +X W Y W +Y W +Y W
(X ,Y )=( , ) (2)

W +W +W W +W +W
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engine will be applied  using the aggregation method. Once the output is generated, 

the output weight is calculated based on CoG method . Finally, the location estimation 

is calculated based on Equation (2), then the distance (CHi,CHj) and distance(CHj, 

BS) were determined. Finaly, Location Error and Average Location Error were 

calculated based on respectively equation 3 and 4. 

Fuzzy Logic for WSN Localizations (FL) 

Function Distance(CH,CH ) 

Input: RSSI,  

Output: Weight 

1. Select Population of Interest Nodes  

2. Generate Membership Function for Input RSSI 

3. Generate Membership Function for Output weight 

4. Generate Fuzzy Rule (RSSI, weight) 

5. Apply Fuzzy Inference Engine with Aggregation (RSSI, weight) 

6. Calculate Output Weight (w) from CoG 

7. Calculate Location Estimation based on Equation 2 

8. Calculate Distance (CHi,CHj) and Distance(CHj, BS) 

9. Calculate Location Error based on Equation 3 

9. Calculate Average Location Error based on Equation 4 

3.3.  Phase 3: Data Transmission 

Once the localization algorithm has detected the location of nodes with unknown position, 

a key goal of the data transmission phase in our mechanism becomes an effective selection of 

the next-hop CH to reduce energy dissipation of sensor nodes. Thereafter, an extension of the 

network lifetime is our primary objective. 

For this reason, Electing cluster head strategy depends on electing the largest surplus 

energy node after a comparison to cluster members’ nodes energy’s and the elected node 

becomes the cluster head. This guarantees a balanced energy distribution of all cluster 

members. In the first round of networks, if the threshold node i > T (n), the node i has become 

the cluster head. In the second round, the largest energy of node becomes the cluster head, 

then the node i broadcasts the message of becoming the cluster head that sends all the 

collected data of the cluster members to BS by multi-hop transmission. Subsequently, it saves 

the energy consumption of cluster head when Sink node is very far in WSN. Selecting another 

next-elected cluster head in data transmission has an important influence on the overall energy 

consumption of CH.  

The current CH and its next-elected cluster head are able to optimize the next elected 

cluster head selection in order to ensure a minimum energy dissipation of the data 

transmission to BS. Following the same manner, the next elected CH is selected based on this 
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weighting function and the data are sent using the next elected CH. Each node has the lowest 

function is elected as CH that transmits all data to BS. The weighting function is described in 

the below equation 5.
 

2 2

2

d(i,j) +d(j,s)S(i).E
F(i,j)= + (5)

S(i).max d(i,s)

       
    

 

  

Where:   

i is the sensor i, 

E).i(S is the remaining energy of the CHi, 

 max).i(S is battery capacity the CHi,  

CHi is the cluster head i,  

CHj   is the cluster head j,  

SB is the base station,  

j is the jth neighbor of sensor i,  

d(i,j) is the distance between node CHi and adjacent CHj and d(j,S) is the distance between 

CHj and Sink node.  

 P is the cluster-head probability in the round r 

G the set of nodes that were’nt cluster-head in the first round 

2 2

j i j id(i,j)= (X -X ) +(Y -Y )   

Considering only the distance between the CHi and CHj (its next-hop cluster head), by the 

weight function, and taking into account only the residual energy of the cluster_head 

transmitter (CHj) ignores other factors that affect the energy consumption and the network 

lifetime. In fact, in the cases where the next-hop cluster head (CHj) is depleted of energy or 

overloaded, the sent data will be certainly lost. This turns clearly to be a disadvantage. It is 

not always a-guarantee to transmit data to BS because of the selection of the next-hop CH 

which depends on the distance separating it and the CH transmitter d(CHi, CHj)  and its 

residual energy. 

Integrating the Artificial Intelligence (AI) in WSN challenges is to solve different 

problems in this field [2], which has made a fuzzy logic. Subsequently, it is one of the most 

important paradigms used for real-time decisions in WSN relying on the output results of the 

fuzzy inference system [4]. Numerous studies,thereafter, presented these protocols using FL 

[25] [26] [27] for the CH election and the cluster construction. Within this context, our 
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method actually solves these problems just as it executes an intelligent localization algorithm 

of nodes relying on an intelligent fuzzy logic technique for next-hop CH selection. As a 

consequence, the results of the experience show that the proposed clustering scheme is 

performing better than the previously mentioned protocols. 

Actually, two different radio models are used during the transmission phase. As well as, 

they are free space model and the multipath fading channel model [28]. When the distance 

between the transmitter and the receiver is less than the threshold value 𝑑0, the algorithm 

adopts the free space model (𝑑2 power loss). Otherwise, the algorithm adopts the multi-path 

fading channel model (𝑑4 power loss). So if the transmitter sends an l-bit message to the 

receiver up to a distance of d, the energy consumption of the transmitter and the receiver can 

be calculated as follows: 

elec

Tx Tx Txamp

2

Tx elec fs crossover

elec amp

Rx Rx elec

E (k,d) = E (l) + E (k,d)

E (k,d) = k.E (k,d) + k.e d if d £ d (6)

= k.E (k,d) + k.e d else

E (k) = E (k) = k.E

 

Where: 

- )d,k(ETx  is the energy consumption of the transmitter which sends a k-bit message 

to the receiver up to a distance of d ;  

- )k(E
elecRx  is the energy consumption of the receiver which receives a k-bit 

message;  

- elecE  is the energy consumption of the wireless send-receive circuit;  

- fs  and amp  represent the energy consumption factor of the amplification in the 

two radio models.  

3.4 Fuzzy Inference System (FIS) 

Fuzzy Inference Systems consist of three stages : an input, an output and a processing 

phase [52] [53]. The input part receives inputs and maps these using membership functions to 

truth values. Then, processing stage generate results from a set of invoked rules. Finally, 

results are given as specific value by the output phase. The membership function describes the 

truth degree and can be modeled by a curve form defining the manner of mapping each point 

in the input space to a degree of membership belonging in the interval [0..1]. Different forms 

can be used as triangular and trapezoidal functions [54]. The inference engine is based on a 

set of fuzzy rules in the form of IF-THEN statements, where the IF clause is called the 
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"antecedent" and the THEN clause is called the "consequent". Each value of membership 

function is called linguistic terms. The fundamental steps in the fuzzy inference are : Fuzzify 

inputs definition, fuzzy operator application, implication method application, outputs 

aggregation, outputs defuzzification [54]. Firstly, inputs are specified and their belonging 

degree are determined. Fuzzification process consists of defining for each input and output 

variable a set of membership functions (MF).  

Once the input and output variables and MF are defined, we have to design the rule-base  

composed of IF THEN rules. These rules transform the input variables to an output. 

Next step is is to compute the degree of membership to the MF of the output. Once the 

input variable is fuzzified it have a value between 0 and 1 specifying the degree of 

membership. The degrees of membership of the input variables are combined to get the 

degree of membership of the output variable. 

 After this, the the implication function updates the output fuzzy set until becomes equal to 

the degree specified by the antecedent. Then, each rule should be combined in order to 

generate a final decision after testing all the rules in the Fuzzy Inference Subsystem (FIS. 

Combining the output into a single fuzzy value is the process called aggregation, this stage 

occurs for each output variable. The result of this last stage is an aggregate output fuzzy set 

representing the input for the defuzzification stage. 

This stage is the process of producing a quantifiable result in crisp logic, given fuzzy sets 

and corresponding membership degrees.It is the process that maps a fuzzy set to a crisp set. 

These will have a number of rules that transform a number of variables into a fuzzy result, 

that is, the result is described in terms of membership in fuzzy sets. It is interpreting the 

membership degrees of the fuzzy sets into a specific decision or real value. 

 There are two common inference methods [54]: Mamdani's fuzzy inference method 

proposed in 1975 by Ebrahim Mamdani [55] and Takagi-Sugeno-Kang, method of fuzzy 

inference introduced in 1985 [56]. 

Fuzzy Inference System (FIS) [28] is used to select the next elected cluster head, where 

four inputs are entered to FIS in order to calculate a fuzzy cost. According to the fuzzy cost, 

the next hop is chosen and the next CH is elected.  The residual energy of the current CH, the 

distance between the current CH and the next elected CH, the distance between the next 

elected CH and the BS (calculated relatively to location algorithm, previously implemented, 

of sensor nodes) and the density of the next elected CH are all the inputs of FIS. 
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Figure 7. The proposed FL System model 

Fuzzy sets of input variables are shown in figure 8(a), figure 8(b), figure 8(c)and figure 

8(d). 

0,0 0,2 0,4 0,6 0,8 1,0

0,0

0,2

0,4

0,6

0,8

1,0

 D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

HightNear Meduim

Input variable "distance -i-j"

 

 

 

Figure 8(a). Membership function for input ‘distance-CHi-CHj 
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Figure 8(b). Membership function for input ‘distance-CHi-BS 
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 Figure 8(b). Membership function for input ‘Remaining-Energy-CHj’ 
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 Figure 8(c). Membership function for input ‘density-CHj’ 

The output (fuzzy cost) for this FIS is shown in figure 5(e). 
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Figure8(e). Membership function for output ‘cost’ 

 Membership variables of output parameter are; VL (Very Low), L (Low), M(Medium), 

H(High) and VH(Very High). 81 IF the fuzzy rules are used to take decision for next CH 

election. 

3.5. IMRL algorithm 

In this sub-section, we describe our IMRL algorithm, 

 IMRL algorithm 

Start_Algorithm IMRL 

Let i be the sensor i; 

Let BS be the base station; 
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Let j be the jthneighbor of the sensor i; 

CH_i sends data to BS 

Let BS the base station 

P is the cluster-head probability in the round r 

Let  T(n) is calculated as : 

Gnsi

p
rp

p
nT 




))
1

mod(1
)(

 

I. Initial round 

1. If ith node threshold > T (n), ith node announces and becomes the CH; 

      CH_msg (CH message), 

2.  Cluster formation and data transmission. 

3. Each ith CH calculates his distance from the Sink node D (CHj, BS) using intelligent    

localization algorithm and sends it to the other CHs. 

II. General Tours 

1. The node with more energy among the member nodes announces and becomes the CH:  

CH_msg (CH message). 

2. Cluster formation and data transmission. 

3. For each CHi 

     If Distance (CHj, BS) <Distance (CHi, CHj) then 

                  CHi sends data to SB 

     Else 

       For each CHj 

              CHi calculates a cost for each hop between itself and other neighboring CHs using      

fuzzy logic system Cost (CHj, CH1..n-1) 

    End For 

4. CHi transmits data to CHj with optimal next hop cost 

End if 

End For 

End_Algorithm IMRL 

 

4.  Simulation and experimental results 

4.1. Simulation setup 

In this section, simulation experiments are implemented to study the accuracy of proposed 

mechanisme (localization algorithm and routing protocol) based on grid scan in Matlab. 

We set up and study the simulation results of the suggested algorithm. We compare, 

therefore, the PERLA, and the MEVI algorithms with our proposals relying on the famous 

weighting function equation. Besides, we provide the simulation results procured under the 

following simulation conditions. The metrics for the performance evaluation are accuracy 

localization, energy consumption, number of transmitted packets, number of dead nodes and 

transmission time, as they constitute the most critical parameters in wireless sensor networks. 

Note that 100 sensor nodes are randmly placed in a square area with a size of 100x100 m. The 

simulation results were executed several times in a random order. We have used the fuzzy 

logic technique in to assess the overall performance of the proposed algorithm. Simulations 
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are, in fact, realized using the MATLAB simulator. The results are eventually achieved using 

the average of 100 simulations. Table III summarizes the values of the main simulation 

parameters. 

TABLE III.  SIMULATION PARAMETRS 

Parameters Values 

Number of nodes  100 

Number of rounds 500 

Field size 100m ×100m 

data packet size  6400 bits 

control packet size (l) 200 bits 

electronics energy (Eelec) 50 nJ / bit 

εfs  10 pJ/bit/m2 

εmp  0.0013 pJ / bit / m4 

Initial of energy of node 0 ,5 J 

 

4.2. Accuracy of Localization 

In this scenario, we deploy 60 sensor nodes, which were distributed randomly, and 110 

anchor nodes that were handed out evenly as shown in Fig. 9. Communication radio door of 

the sensor nodes is 10 meters. 

 

Figure 9.Nodes distribution   

Three localization techniques (Simple centroid approach, Mamdani fuzzy approach, 

Sugeno fuzzy approach) are simulated and compared to the two proposed localization 

techniques. These localization techniques have been already simulated. Fig.10, 11 and 12 

show both the position estimation and localization error results of these methods respectively. 
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Figure 10. Localization error for simple centroid method  

Fig. 10 shows currently the localization error results. Based on a simple centroid technique, 

the error of the largest localization is 1.6m and the most basic error is 0.18 m. However, the 

simulation result shows that the accuracy location for a simple centroid technique is badly 

used that is why Mamdani’s technique was effectively used. 

 

Figure 11. Localization error for Mamdani 

Fig. 11 shows localization error results. Although the use of Mamdani technique, the error 

of the largest localization is 1.2m and the most basic error is equal to 0.15m. As a result it is 

clear that the localization of the node  using Mamdani technique is quite poor. 
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Fig.12 shows localization error results. 

Despite the application of Sugeno technique, the error of the largest localization is 0.85m 

and the most basic error is 0.05m. Subsequently, it seems clear that the localization node of 

using Sugeno technique is very good. Table IV shows comparative results of the error 

location using the proposed method and the existing techniques. 

TABLE IV. COMPARISON RESULTS FOR DIFFERENT APPROACHES 

Approaches Location error(meters) 

 Proposed method [29] [30] 

Max Min Max Min Max Min 

Simple centroid 1.60 0.18 3.16 0 3.57 0.213 

Mamdani fuzzy 1.20 0.15 2.02 0 2.01 0.12 

Sugeno fuzzy 0.85 0.05 2.01 0 1.96 0.14 

 

In this simulation scenario, we evaluate the performance of three localization algorithms 

(centroid, Mamdani fuzzy and Sugeno fuzzy) in terms of average position error. We compare 

the error average position to the centroid algorithm, fuzzy Mamdani method and fuzzy 

Sugeno method. Then, we analyzes the influence of fuzzy logic about the error means 

position in the localization algorithm. Hence, the comparison of average localization error of 

three proposed algorithms is shown in figure 13. 
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Figure13. Average localization Error  

As shown in Fig. 13, the sugeno technique achieves a better performance than the centroid 

and Mamdani techniques together. For example, using Sugeno method we get an average of 

error location equals to 0.3m while a simple centroid is 0.8m. Eventually, in this case, the 

improvement is mostly satisfied by Sugeno method and which can be seen from Table 5 

comparing the traditional centroid to the improved algorithms. 

TABLE V. COMPARISON RESULTS OF AVERAGE LOCALIZATION ERROR FOR DIFFERENT APPROACHES 

 Average localization error(m) 

 Proposed method [29] [30] 

Simple centroid 0.80 1.60 1.68 

Mamdani fuzzy 0.50 0.89 0.89 

Sugeno fuzzy 0.30 0.94 0.94 

Table V shows our algorithm performance. It can be seen that the improvement of this 

algorithm increases significantly the accuracy of the nodes using the centroid algorithm. It is 

an effective approach for node localization in WSN. 

Sugeno method is efficient and works well with optimization and adaptive techniques, which 

makes it very performant in control problems, particularly for dynamic nonlinear systems 

[57]. The difference between Mamdanitype FIS and Sugeno-type FIS is in the method of crisp 

output generation from the fuzzy inputs [58]. While Mamdani-type FIS uses the 

defuzzification technique of a fuzzy output, Sugeno-type FIS uses weighted average to 

compute the crisp output [26], so the Sugeno’s output membership functions are either linear 



 

 

27 

or constant but Mamdani’s inference expects the output membership functions to be fuzzy 

sets. Furthermore, Sugeno method has better processing time since the weighted average 

replace the time consuming defuzzification process. Sugeno’s method possesses three 

advantages: (1) it is computationally efficient; (2) it works well with optimization and 

adaptive techniques, it matches so much dynamic nonlinear systems; (3) it is so convenient to 

mathematical analysis [59]. The performance of Sugeno method is better than Mamdani 

method for the same fuzzy technique.  

4.3. Cost of transmission: energy consumption, overhead, and network lifetime  

In simulation phase, we compare our proposed mechanism (Intelligent Mechanism for 

Routing data based on Nodes localization IMRL) with Multi-hop hierarchical routing protocol 

for the Efficient Video communication for WMSN called (MEVI) [31]. Power efficient range-

free localization algorithm for wireless sensor networks (PERLA) [39]. To prove our 

proposed mechanism, we create 2 simulations scenarios where the nodes locations were 

calculated using RSSI parameter. In the first scenario (Scenario1), we calculate the weighting 

function to select the next elected CH. 

 

S(CHi)=0.3J,  

d (CHi,S)= 66.88m, 

 d (CHi,N1)= 9.43m,  

d (CHi,N2)= 2m,  

d (CHi,N3)= 8.6m, 

d(Ni,S)=76.32m,  

d(Nj,S)=65.19m, 

 d(Nk,S)=58.30m,  

CH(15,18), 

 S(50,75), 

 Ni(10,10), 

 Nj(15,20), 

 Nk(20,25). 

i i i i
i i

i
i

2 2S(CH ).E [d(CH , N ) + d(N ,S) ]
F(CH , N ) = +

2S(CH ).max d(CH ,S)

  
  
    

=1.92 

i j ji
i j

i
i

2 2[d(CH , N ) + d(N ,S) ]S(CH ).E
F(CH , N ) = +

2S(CH ).max d(CH ,S)

  
  
    

=1.55 
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i i k k
i k

i
i

2 2S(CH ).E [d(CH , N ) + d(N ,S) ]
F(CH , N ) = +

2S(CH ).max d(CH ,S)

  
  
    

=1.37 

According to the calculation of the function, it is clear that the next elected CH is CH3. After 

this treatment, S(CHi)=0,024J.  

In the second scenario (Scenario2), we execute our intelligent algorithm of localization in 

order to reduce the error of the nodes localization and to select the next elected CH using the 

inference system instead of the weighting function. Above all, the use of our localization 

algorithm allows us to minimize the position error of nodes. Thereafter, a more accurate 

calculation of the distances between the CHs and cluster member nodes is realized. Then, 

these distances between the CH transmitter and its adjacent next-hop CH and those between 

the next-hop CH and the BS are used as inputs to the inference system having as output the 

next elected CH just following this treatment, S(CHi)=0,027J.  

As shown in the figures below, the simulation results show that our approach extends the 

network lifetime significantly as compared to the PERLA protocol. In addition, our 

simulations show that the nodes consume less energy compared to the MEVI.The obtained 

results attest of the efficiency of our approach when compared to other proposed protocols for 

similar purposes. 

Fig. 14 shows the energy consumption of the proposed system compared to both of 

PERLA and MEVI protocols. 
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Figure14. Comparison in terms of total energy dissipated 

The energy consumption rates of the proposed machanism is less than MEVI protocol and 

lower than PERLA protocol. As a result, we can see from Figure 11 that IMRL helps the 

nodes to consume energy in a uniform way. IMRL is better than PERLA to about 300% in the 

last round. It still consumes more than 2J compared to MEVI protocol. 

Fig.15 shows the comparison of our mechanism with other protocol in terms of the number 

of packets transmitted to the BS. 
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Figure 15. Comparison in terms of total data received by the BS 

During 500 laps, the base station receives more than 13000 packets using IMRL proposed 

protocol. However, 12500 packets and less than 10000 packets are transmitted to BS using 

MEVI and PERLA protocols respectively. 

Figure 16 presents the number of dead nodes using our system compared with MEVI and 

PERLA. 
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Figure16. Comparison in terms of dead nodes 

The death of the first node using MEVI and PERLA are at round 150 and round 50 

respectively whereas the first node died at the round 200 with IMRL. This number does not 

exceed 9 dead nodes among 100 nodes for the proposed protocol. More than 15 nodes are 

deeded using MEVI and more than 25 nodes are deeded using PERLA protocol. The lifetime 

of the network is longer using the proposed method. The table below summarizes the 

simulation results by comparing the three protocols. 

 TABLE VI.  SUMMARY OF SIMULATION RESULTS 

Evaluation metrics Network life PERLA MEVI IMRL 

Energy dissipated (J)/ (Total energy)        500 rounds 35/50 16/50 13/50 

Number of packets transmitted to base station 500 rounds 10000 12500 13500 

Number of dead nodes / (total nodes) 500 rounds 27/100 20/100 9 /100 

Table VI summarizes the evaluation results of the proposed method compared to other 

protocols using numerical values. First, the proposed protocol is better than PERLA protocol 

in terms of total energy dissipated by the nodes as consumes only 13J from 50J unlike it 
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consumes 35 from 50J for PERLA. Using MEVI protocol, the nodes consume 16J of total 

energy 50J. 

For 500 laps, the base station receives more than 13500 packets using proposed method. 

However, this number decreased to 12500 packets using MEVI and up to 10000 using 

PERLA. 

Finally, 9 nodes were deeded from 100 during 500 rounds using the proposed method. This 

number increases to 20 nodes died during the same lifetime of the network using MEVI. At 

the end, 27 sensor nodes were deeded from 100 using PERLA. 

4.4 Transmission time 

The first table shows the transmission time of the data after a consumed energy level equal 

to 0.1J by the two protocols and the proposed mechanism. 

TABLE VII.  Transmission time vs energy consumption 

 Per round Transmission time 

PERLA 0.05 700 

MEVI 0 .03 687 

IMRL 0.01 659 

In fact, at a remaining level of energy equal to 0.4 J per each node, the transmission time 

for the PERLA protocol is 1335 (ms), 1320 (ms) for MEVI and 1259 (ms) for our proposed 

mechanism. 

The second table shows the transmission time of the data in (ms) with respect to the energy 

consumed (per revolution) by the two PERLA and MEVI protocols combined with the 

proposed protocol. 

TABLE VIII.  Transmission time vs energy consumption (Per round) 

 Energy consumption (Per round) Transmission time 

PERLA 0.4 1335 

MEVI 0 .4 1320 

IMRL 0.4 1259 

In fact the transmission time for the PERLA protocol is 700 (ms), for the MEVI protocol is 

687 (ms) and for our proposed mechanism is 659 (ms). It is clear that our mechanism is more 

efficient in terms of transmission time 
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4.4 Sensitivity analysis 

For the sensivity analysis, we modeled the WSN by an undirected probabilistic graph G(V, 

E), where sensor nodes are represented by a set of vertices V; the links between pairs of nodes 

are represented by a set of edges E. We evaluate the Infrastructure Communication Reliability 

(ICR) [42] using the binary decision diagrams (BDD) [43][44][45]. The BDD-based method 

is used for the sensitivity analysis of our WSN. BDD is a directed acyclic graph composed of 

two sink nodes and other nodes [46][47]. We followed these steps to generate the BDD 

algorithm for network reliability evaluation [44]: 

1. Listing all path-sets. 

2. Converting each path-set to an equivalent BDD  

3. Generating the final network BDD  

4. Calculating the the ICR by summing the probabilities of all the disjoint paths from the 

root node to sink node and can be evaluated as: 

1
Pr( 1) Pr( 2) ... Pr( ) Pr( )

x

i
ICR path path path x path i


      

Where Pr(path i)is the probability obtained from path i from x paths.  

Structural importance measure evaluates the importance of a component by its location 

[48][49]. 

It can be calculated as Birnbaum’s measure [50] of component c with all the component 

reliabilities pj = 1/2 for j ≠ c, which is: 

1
,

2

( ) ( )SI BM
pi j c

I c I c
 

  

Birnbaum’s measure [50], defined as a partial derivative of the system reliability with respect 

to the component reliability, measures the sensitivity of the system reliability to the changes 

in the component reliability.The importance of a component c (link or node) in the 

infrastructure communication of WSN is the partial derivative of ICR with respect to the 

reliability of component c, denoted by pc, that is: 

( )BM

CR
I c

p




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Figure 17. Network Used to Test Algorithms of Buzacott, Provan, Ball, and Kulkarni & Bailey [60] 

 

To measure the component reliability, we study the relationship between node degree and 

structural importance. A representative WSN graphs in Figure 17 is selected from benchmark 

graphs in Chang et al [51].  

 

TABLE IX. Structural Importance 
Nodes Structural Importance 

1 0.092 

2 0.053 

3 0.049 

4 0.048 

5 0.36 

6 0.038 

7 0.026 

8 0.025 

9 0.022 

11 0.063 

12 0.066 

13 0.016 

14 0.043 

15 0.019 

16 0.058 

17 0 
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The component reliability varies according to applied data delivery models. We analyze 

component sensitivity under infrastructure communication of WSN with different data 

delivery models. Graph in Figure 17 is studied. The source node (base station) is node 1. The 

sensor nodes in the qualified group for anycast, manycast, and multicast are node 11, node 12, 

node 14, node 16, and node 17. For broadcast, all sensor nodes receive the message from the 

source node. Table IX introduce the structural importance of all the nodes. According to 

Table IX, the source node (node 1) is the most important node because communication fails if 

the source node fails. For anycast, node 17 is the least important node of all the nodes because 

node 17 contributes the least to the communication; if the source node can communicate to 

node 11 or node 12 or node 14 or node 16 successfully, the communication succeeds, else the 

communication mission fails no matter the state of node 17. It can be also seen that link 1 is 

the most important link among all links for all the data delivery models. Link 19, link 20, link 

21, link 22, link 23, link 24 and link 25 are links which connect two sensor nodes in the 

qualified group directly. For anycast, these links are less important because failure of any of 

the three links has no effect on the communication. 

4.5 Discussion 

Our contrubition is well achieved and valided by simulations results. First, considering the 

localization error results, it is clear that (1) the accuracy location for a simple centroid 

technique is badly used, (2) localization of the node  using Mamdani technique is quite poor, 

localizing nodes using Sugeno technique is very good, (3) the sugeno technique achieves a 

better performance than the centroid and Mamdani techniques together.  

Second, after execution of intelligent algorithm of localization that reduce the error of the 

nodes localization, select the next elected CH using the inference system instead of the 

weighting function, minimize the position error of nodes, (1)the simulation results show that 

our approach extends the network lifetime significantly as compared to the PERLA protocol. 

In addition, our simulations (2) show that the nodes consume less energy compared to the 

MEVI.The obtained results attest of the efficiency of our approach when compared to other 

proposed protocols for similar purposes. (3)The energy consumption rates of the proposed 

machanism is less than MEVI protocol and lower than PERLA protocol. (4) IMRL helps the 

nodes to consume energy in a uniform way. (5) using proposed mechanisme, the base station 

receives a number of packets more better than MEVI and PERLA protocols. (6) considering 

the death of the first node and the number of dead nodes, it is clear that proposed mechanisme 
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is more performant than MEVI and PERLA protocols. (7)Simulations results show that the 

lifetime of the network is much longer using the proposed method.  

 

5. Conclusion 

In this paper, we have implemented a localization algorithm range-free for wireless sensor 

networks using RSSI information between sensor and anchor nodes as an input of fuzzy 

inference system to estimate the position of the edge nodes. The proposed mechanism is based 

on weighted centroid localization technique, where the locations of unknown nodes of SNs 

are computed based on a fuzzy logic inference based on RSSI values between the nodes. 

Thereafter, the suggested algorithm uses measurement of the flow through wireless channel to 

determine the distance between the anchor nodes and the sensor nodes.  Our work is based on 

the centroid algorithm that calculates the location of unknown nodes using fuzzy Mamdani 

and Sugeno inference system for increasing the accuracy of estimated position. After 

calculating precisely the position of nodes, we proceed to an effective selection of the next-

hop CH to reduce the energy dissipation of sensor nodes and to extend the network lifetime. 

Actually, the attained solution is based on four parameters: the energy level of current CH at a 

given time, the distance between current CH and the next elected CH, the distance between 

the next elected CH and BS, the density of next elected CH. For the next elected CH 

selection, each current CH node applies Mamdani Fuzzy Inference System [8] to join the hop 

having a minimum cost value for to send data.  Recognizing  well that the distance between 

current CH and the next elected CH as well as the distance between next elected CH and BS 

are calculated referring back to localization algorithm previously described. By executing our 

mechanism, we have succeeded to save energy with 56% compared to PERLA protocol and 

about 6% compared to classic MEVI protocol. Concerning the number of the packets 

transmitted to the base station, the proposed mechanism is more efficient than MEVI with 

30% and with 6.6% compared to PERLA protocol. In addition, we have minimized the 

number of dead nodes with 3% compared to MEVI and 48.99% compared to PERLA 

protocol. We have improved the transmission time compared to MEVI. It is clear that the 

proposed mechanism is a performing solution for electing the optimal next CH in order to 

transmit data until the base station. 

In the future works, we will try to improve the performance of our mechanism simply by 

applying other intelligent techniques such as the method of neural networks and comparing it 

to other routing protocols and taking into account other performance criteria.  
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