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Cheap and near exact CASSCF with large active spaces

James E. T. Smith,∗ Bastien Mussard, Adam A. Holmes, and Sandeep Sharma†

Department of Chemistry and Biochemistry, University of Colorado Boulder, Boulder, CO
(Dated: October 8, 2017)

We use the recently-developed Heat-bath Configuration Interaction (HCI) algorithm as an efficient
active-space solver to perform multi-configuration self-consistent field calculations (HCISCF) with
large active spaces. We give a detailed derivation of the theory and show that difficulties associated
with non-variationality of the HCI procedure can be overcome by making use of the Lagrangian
formulation to calculate the HCI relaxed two body reduced density matrix. HCISCF is then used to
study the electronic structure of butadiene, pentacene, and Fe-porphyrin. One of the most striking
results of our work is that the converged active space orbitals obtained from HCISCF are relatively
insensitive to the accuracy of the HCI calculation. This allows us to obtain nearly converged
CASSCF energies with an estimated error of less than 1 mHa using the orbitals obtained from the
HCISCF procedure in which the integral transformation is the dominant cost. For example, an
HCISCF calculation on Fe-Porphyrin model complex with an active space of (44e, 44o) took only
412 seconds per iteration on a single node containing 28 cores, out of which 185 seconds were spent
in the HCI calculation and the remaining 227 seconds were mainly used for integral transformation.
Finally, we also show that active-space orbitals can be optimized using HCISCF to substantially
speed up the convergence of the HCI energy to the Full CI limit because HCI is not invariant to
unitary transformations within the active space.

I. INTRODUCTION

Many molecular systems with interesting electronic
structure exhibit strong correlation, and as a result they
are not well-described by the standard single-reference
quantum chemical techniques, such as density functional
theory1–3, Møller-Plesset perturbation theory4 and cou-
pled cluster theory5–8. These highly multireference sys-
tems include transition metal complexes, excited states
of conjugated organic molecules, and systems far from
equilibrium, such as those near the breaking or forming
of a covalent bond.

A popular paradigm for generating a multi-
determinant reference for such systems is to identify the
“active” subset of the electrons and orbitals that are
most important for a correct qualitative description of
the molecular physics, and assume that the remaining
orbitals are either always occupied (“core” orbitals) or
never occupied (“virtual” orbitals). Once this parti-
tioning of orbitals is chosen, the active electrons can
be fully correlated to obtain the complete active-space
configuration interaction (CASCI) ground-state wave-
function and energy. In addition to correlating the
active-space electrons, the orbitals can also be optimized
such that the active orbitals contain the most important
degrees of freedom. The traditional heuristic method
for finding these degrees of freedom is to minimize the
CASCI energy, resulting in the complete active-space
self-consistent field9–12 (CASSCF) algorithm.

Due to the exponential scaling of an exact correlated
calculation with system size, the maximum active-space
size of a CASSCF is about 16 electrons in 16 orbitals,
although recent developments have made it possible to
go up to 20 electrons in 20 orbitals on massively parallel
machines13. Naturally, there is great interest in devel-
oping algorithms that can overcome this limit in a sys-

tematically improvable way. There are many algorithms
that can be used as approximate active-space solvers,
including the density matrix renormalization group14–35

restricted36,37, and generalized38 active space methods,
symmetry broken coupled cluster theory39,40, reduced
density matrix approaches41–43, various flavors of se-
lected configuration interaction followed by perturbation
theory44–59 (SCI+PT), and stochastic and semistochas-
tic methods such as Full CI quantum Monte Carlo60–63

(FCIQMC).
Here, we use the recently-developed Heat-bath Con-

figuration Interaction64,65 (HCI) algorithm, an efficient
SCI+PT algorithm, as an approximate active-space
solver, in order to perform efficient CASSCF-like cal-
culations with large active spaces. We call the result-
ing algorithm Heat-bath Configuration Interaction Self-
Consistent Field (HCISCF). Similar extensions have al-
ready been presented with other theories such as DMRG-
SCF66–68, FCIQMC-SCF69,70. However, unlike DMRG-
SCF, formulating HCISCF is made more complicated by
the fact that HCI in not a variational method since it
performs second-order perturbation theory. This implies
that HCI energy is not stationary with respect to the
variations of its zeroth-order wavefunction parameters c

¯
,

i.e. ∂EHCI

∂c
¯
6= 0. Thus, the first-order change in energy

due to change in orbital rotation parameters κκκ is given
by

dEHCI

dκκκ
=
∂EHCI

∂κκκ
+
∂EHCI

∂c
¯

dc
¯
dκκκ
, (1)

where the second term does not vanish, as it does in
DMRG-SCF and CASSCF. Here, and in the rest of the
article, bold-face letters represent vectors. Equation 1
suggests that to calculate the gradient of the HCI energy
with respect to κκκ, one has to calculate the derivatives of
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the wavefunction with respect to each of the O(n) pa-
rameters in κκκ, where n is the number of basis functions
(here we have assumed that the number of active and core
orbitals is much smaller than the number of basis fuc-
tions). In this work, we overcome this prohibitive expense
by using the technique of Lagrange multipliers, which is
also known as the z−vector method71. The Lagrange
multiplier technique replaces calculating the derivatives
of the wavefunction with respect to all the parameters,
with calculating only a single set of Lagrange multipli-
ers. It is worth mentioning that similar orbital optimiza-
tion over a perturbatively-corrected energy is performed
in orbital-optimized Møller-Plesset perturbation theory
(OO-MP2).72,73

A considerable simplification in the HCISCF theory
arises if only the HCI variational energy is minimized,
rather than the sum of the variational plus perturbative
correction. In this case, the second term of Equation 1
is zero because the variational HCI energy is stationary
with respect to the wavefunction parameters c

¯
. We have

implemented such a theory as well and call it vHCISCF
to distinguish it from the full HCISCF.

We apply this new algorithm to calculate the ground
states for butadiene, the pentacene monomer, and the
Fe(II)-Porphyrin complex, abbreviated as Fe(P), as well
as the excited states for the latter two systems. For
pentacene, we calculate the energies of the ground
(1Ag) and lowest triplet (3B2u) states, and compare the
gaps to experimental74–76 and theoretical77–83 results of
other CAS-based approaches. Fe(P) is a challenging
electronic-structure problem, in which theory and ex-
periments disagree on the symmetry of the ground state
wavefunction.69,77,79,84–97 Due to the challenging nature
of this system, we investigate the effects of basis set and
choice of active-space orbitals on the gap between the
5Ag and 3B2g states.

The remainder of the paper is organized as follows.
In Section II, we briefly review the HCI algorithm with
the aim of presenting the equations that will be used
in the formulation of the HCISCF and vHCISCF algo-
rithms. In Section III, we derive the working equations
of the HCISCF and vHCISCF algorithms. In Section IV,
we discuss the implementation and practical aspects of
running an HCISCF calculation. Finally, in Section V,
we report our HCISCF calculations for butadiene, pen-
tacene, and Fe(P), and compare them to experiments and
previous calculations on these systems.

II. THE HCI ALGORITHM

Heat-bath Configuration Interaction (HCI), like other
SCI+PT schemes, consists of two stages:

• a variational stage in which a set of important de-
terminants is iteratively selected and used to com-
pute a variational wavefunction and energy, and

• a perturbative stage in which the second-order

correction to the variational energy is computed
using multi-reference Epstein-Nesbet perturbation
theory.

A. Variational Stage

In the variational stage, a set of determinants V is it-
eratively generated and their coefficients are variation-
ally optimized to find a multi-determinantal wavefunc-
tion and energy. At a given iteration µ, the current set
of determinants in noted Vµ and the current variational
wavefunction is given by

|Ψµ
0 〉 =

∑
|Di〉∈Vµ

cµi |Di〉, (2)

where c
¯
µ are the current CI coefficients.

The variational space is augmented (see Figure 1a) as
Vµ+1 = Vµ+Cµ(ε1) where ε1 is a user-defined parameter.
The space of connected determinants Cµ(ε1) is defined as

Cµ(ε1) =
{
|Da〉 | fµ(|Da〉) > ε1

}
, (3)

where fµ(|Da〉) is a non-negative “importance” function,
which can vary between different SCI+PT schemes.

The HCI importance function is:

fµHCI(|Da〉) = max
|Di〉∈Vµ

|Haic
µ
i | , (4)

where Hai is the Hamiltonian matrix element between
|Da〉 and |Di〉. In other words, the space Cµ(ε1) is com-
posed of all determinants |Da〉 for which |Haic

µ
i | > ε1 is

true for at least one determinant |Di〉 in the current Vµ.
By contrast, the importance function of CIPSI and its

variants is inspired by perturbation theory (hence the
name “CI by Perturbatively Selecting Iteratively”), and
is given by

fµCIPSI(|Da〉) =

∣∣∣∣∣
∑
|Di〉∈Vµ Haic

µ
i

Eµ0 − Ea

∣∣∣∣∣ , (5)

where Ea is the energy of the determinant |Da〉 and Eµ0
is the current ground-state energy.

The advantage of the HCI importance function over
the CIPSI one is twofold. First, the relevant information
for the HCI importance function for a given reference
(apart from its coefficient) is simply the magnitude of
the connecting matrix element, |Hai|. Since the vast ma-
jority of excitations are double excitations, whose mag-
nitudes are simple functions of only the orbitals involved
(and not the specific determinants involved), all the nec-
essary information can be sorted and stored prior to the
run. As a result, the doubly-excited determinants meet-
ing the HCI criterion can be generated without generating
lists of candidates first, as would be required for CIPSI
(see Figure 1b). Second, the HCI importance function
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(a) (b)

FIG. 1. Outline of the HCI scheme. The dots represent the determinants in a Hilbert space; the connections between them
are randomized for the purpose of this sketch. Figure (a) shows that at a given iteration µ the current variational space is Vµ
(encompassing the cyan dots) and is augmented by the space of connected determinant Cµ(ε1) (that includes the blue dots).
This sequential aggregation of determinants is done iteratively until some designated convergence threshold is met. Figure (b)
shows how HCI takes advantage of its importance function to add new determinants into Cµ(ε1). The dotted lines represent
possible excitations from every pair of occupied orbitals in a given cyan determinant |Di〉 of a current Vµ. A determinant

|Da〉 is generated and included in Cµ(ε1) if the magnitude of Hia = 〈Di|Ĥ|Da〉 is greater than a certain i-dependent threshold,
ε1/ |cµi |. Hence, for all pairs of occupied orbitals in a given determinant (i.e. for all dotted lines) the algorithm will only browse
the sorted list of magnitudes up to that threshold and generate the corresponding blue determinants |Da〉: no computational
time is lost on generating determinants (here in green) that will not be included in Cµ(ε1).

can be utilized in constant time, whereas the CIPSI im-
portance function requires performing a sum in the nu-
merator (which may require communication across cores
in a parallel run) and evaluating a diagonal element in
the denominator.

After the addition of the determinants in C(ε1), the
new ground-state energy and wavefunction within the
new variational space are obtained at each iteration by
the Davidson procedure, which amounts to minimizing
the energy functional

E[c
¯
µ, Eµ0 ;Vµ] =〈Ψµ

0 |Ĥ0|Ψµ
0 〉 − E

µ
0 (〈Ψµ

0 |Ψ
µ
0 〉 − 1), (6)

with respect to the coefficients c
¯
µ of |Ψµ

0 〉 and to the La-
grange multiplier Eµ0 ensuring that the new wavefunction
remains normalized, in the context of a space Vµ which
is fixed at this point.

B. Perturbative stage

Once a converged variational space V, variational coef-
ficients c

¯
, variational wavefunction |Ψ0〉, and correspond-

ing variational energy E0 have been obtained using the
algorithm in the previous section, multireference pertur-
bation theory can be performed to estimate the Full CI
energy. We use the Epstein-Nesbet partitioning of the

Hamiltonian by defining the zeroth-order Hamiltonian

Ĥ0 =
∑

|Di〉,|Dj〉∈V

Hij |Di〉〈Dj |+
∑
|Da〉/∈V

Haa|Da〉〈Da|,

(7)

and perturbation V̂ = Ĥ − Ĥ0. With this partitioning,
the second-order perturbative energy correction to the
variational energy is given by

E2 =
∑
|Da〉∈C

1

E0 −Haa

 ∑
|Di〉∈V

Haici

2

, (8)

where C denotes the set of determinants that are con-
nected to at least one determinant in V by a non-zero
Hamiltonian matrix element. The vast majority of the
contributions in the double sum are negligibly small, and
can be discarded without significant loss of accuracy.
HCI therefore approximates the perturbative energy cor-
rection as

E2(ε2) =
∑

|Da〉∈C(ε2)

1

E0 −Haa

 (ε2)∑
|Di〉∈V

Haici

2

, (9)

where the symbol
∑(ε2) denotes a “screened sum” in

which terms smaller in magnitude than a user-defined
parameter ε2 are discarded. Hence, the important terms
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involve determinants in the set C(ε2) that are connected
to at least one determinant in V by a Hamiltonian matrix
element larger in magnitude than ε2/ |ci|. In the limit of
ε2 → 0, the exact perturbation correction is recovered.
In order to obtain a good approximation to the pertur-
bative correction ε2 must be much smaller than ε1, but
a nearly exact approximation to the perturbative correc-
tion can be obtained at a much reduced cost by choosing
a small but non-zero ε2 parameter.

The naive evaluation of Eq. 9 requires one to simul-
taneously store the entire set of determinants C(ε2) in
order to combine contributions to the sum before they
are squared. Even with the use of a non-zero parameter
ε2, the number of determinants in C(ε2) can be extremely
large, resulting in a memory bottleneck.

The second-order energy correction can alternatively
be estimated stochastically with the same accuracy, cir-
cumventing the memory bottleneck at the cost of the
intrusion of an unbiased stochastic error. We refer the
reader to Ref. 65 for details on this unbiased sampling
procedure, which uses a sampled subset of the determi-
nants in the zeroth-order wavefunction.

The stochastic error can be reduced by implementing a
semistochatic algorithm, in which a deterministic pertur-
bative calculation is performed using a large parameter
εd2 to avoid the memory bottleneck, and the error is cor-
rected stochastically using a tight parameter ε2, as fol-
lows (note the superscripts D and S for expressions that
are evaluated deterministically or stochastically, respec-
tively):

E2(ε2) = ED
2 (εd2) +

[
ES

2 (ε2)− ES
2 (εd2)

]
. (10)

The key point is that ES
2 (ε2) and ES

2 (εd2) are evaluated us-
ing the same set of sampled determinants; consequently,
their errors are highly correlated and the difference be-
tween the two calculations (shown in the square brackets
in Eq 10) has a much reduced stochastic noise.

For the formulation of the self-consistent procedure,
it is useful to point out that in place of Equation 8, the
second-order correction to the energy can equivalently be
obtained by minimizing the Hylleraas functional

H[d
¯
; c
¯
,V, C(ε2)] = 〈Ψε2

1 |Ĥ0 − E0|Ψε2
1 〉+ 2〈Ψε2

1 |V̂ |Ψ0〉,
(11)

with respect to the coefficients d
¯

of the first-order wave-
function

|Ψε2
1 〉 =

∑
a∈C(ε2)

da|Da〉, (12)

with c
¯
, V and C(ε2) held fixed. At its minimum, the

Hylleraas functional gives the optimal values of d
¯
, and

the value of the functional is equal to the second-order
correction evaluated using Eq 8. This will be used in
Section III to derive formulas for HCISCF calculations.

It should be mentioned at this point that E2(ε2) is
not a strict upper limit to E2, since the introduction of

the non-zero parameter ε2 not only truncates the size
of the space C(ε2), but also changes the perturbation V̂
by ignoring small matrix elements. The Hylleraas func-
tional formulation of perturbation theory seems to show
that merely truncating the size of C(ε2) would provide a
variational upper bound to the second-order energy i.e.
E2(ε2) ≥ E2; however, because the perturbation V̂ is
simultaneously changed, the strict variationality is de-
stroyed. Instead, given ε2 and the zeroth-order wavefunc-
tion (c

¯
and V), the inequality H[d

¯
; c
¯
,V, C(ε2)] ≥ E2(ε2)

holds, where the equality holds at its minimum.

III. HCI SELF-CONSISTENT FIELD

The HCISCF algorithm presented here is designed as a
CASSCF-like procedure, in which the CASCI is replaced
by an HCI calculation in the active space. However, an
important distinction between HCISCF and CASSCF is
that unlike CASCI, the unconverged active-space HCI
energy is in general not invariant to active-active rota-
tions. For instance, using natural orbitals as opposed
to canonical orbitals can result in a drastically improved
convergence of HCI to the CASCI or Full CI limit. This
flexibility will be utilized to optimize the active-space or-
bitals in order to accelerate convergence.

Since HCI uses both a variational step and second-
order perturbation theory, we have the choice of opti-
mizing the total HCI energy or just the variational HCI
energy with respect to the orbital coefficients. In this
section we describe both these procedures and call them
HCISCF and vHCISCF respectively.

A. HCISCF

The HCI energy is given by the sum of the zeroth-order
and second-order energies calculated by minimizing re-
spectively the energy functional in Eq 6 with respect to
c
¯

and Eµ0 , and the Hylleraas functional in Eq 11 with re-
spect to c

¯
, E0, and d

¯
. Formally, the minimization of these

functionals is performed by setting to zero their partial
derivatives with respect to the parameters c

¯
, E0 and d

¯
.

Thus the most natural way of deriving the HCISCF pro-
cedure is by setting to zero the derivative of the HCI
functional with respect to the parameter κκκ of the orbital
coefficients. The HCI functional reads:

EHCI[κκκ, c
¯
, E0,d

¯
] = E[κκκ, c

¯
, E0] +H[κκκ, c

¯
,d
¯
], (13)

where the dependence on the parameters κκκ is shown and
the dependence on V and C is dropped. Its derivative
with respect to κκκ reads:

dEHCI

dκκκ
=
∂EHCI

∂κκκ
+
∂EHCI

∂c
¯

dc
¯
dκκκ

+
∂EHCI

∂E0
dE0
dκκκ

+
∂EHCI

∂d
¯

dd
¯
dκκκ
. (14)
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As mentioned in the introduction, this formulation re-
quires the calculation of the derivatives of the HCI pa-

rameters with respect to κκκ, which makes it an impractical
approach.

Instead, we introduce the Lagrangian

L[κκκ, c
¯
, E0,d

¯
,λλλc,λλλd] = E[κκκ, c

¯
, E0] +H[κκκ, c

¯
,d
¯
] + λλλ†c

∂E

∂c
¯
† + λλλ†d

∂H

∂d
¯
† , (15)

which is a function of the variables κκκ, c
¯
, and d

¯
, and the

set of Lagrange multipliers E0, λλλc, and λλλd. If the par-
tial derivatives of the Lagrangian with respect to the La-
grange multipliers are set to zero, one obtains the gov-
erning equations of HCI from which the optimal values
of c

¯
and d

¯
can be recovered. Note that at these opti-

mal values of c
¯

and d
¯
, the Lagrangian is by construction

equal to the HCI energy functional. Furthermore, the
Lagrange multipliers λλλc and λλλd can be used to impose
the stationarity of the Lagrangian with respect to c

¯
and

d
¯
. Thus, the Lagrangian can be made stationary with

respect to all its parameters, allowing the calculation of
the derivative of the HCI energy with respect to κκκ as

dEHCI

dκκκ
=
dL
dκκκ

=
∂L
∂κκκ

, (16)

leading to the desired minimization of the HCI energy
with respect to κκκ under the constraint that ∂E

∂c
¯

= 0 and
∂H

∂d
¯

= 0.

Let us first derive the equations to obtain the Lagrange
multipliers:

∂L
∂d

¯

=
∂H

∂d
¯

+ λλλ†d
∂2H

∂d
¯
∂d

¯
† = 0 (17)

∂L
∂c

¯

=
∂E

∂c
¯

+
∂H

∂c
¯

+ λλλ†c
∂2E

∂c
¯
∂c

¯
† + λλλd

∂2H

∂c
¯
∂d

¯
† = 0 (18)

Here, we have assumed that all parameters are real num-
bers, although extension to complex numbers is straight-
forward without any additional complications. From
Equation 17, we can infer that λλλd = 0 because ∂H

∂d
¯

= 0.

Equation 18 simplifies to

∂H

∂c
¯

+ λλλ†c
∂2E

∂c
¯
∂c

¯
† = 0, (19)

because λλλd = 0 and ∂E
∂c
¯

= 0. This equation can be

solved to evaluate λλλc (in the analytic gradient theory,
this corresponds to the z−vector equation).

Finally, the gradient of the HCI energy with respect to
κκκ is given by

∂L
∂κκκ

= c
¯
† ∂H0

∂κκκ
c
¯

+ d
¯
† ∂H0

∂κκκ
d
¯

+ 2d
¯
† ∂V

∂κκκ
c
¯

+ 2λλλ†c
∂H0

∂κκκ
c
¯

=
∑
ijkl

∂H0,ijkl

∂κκκ
Γc,c
ijkl +

∂H0,ijkl

∂κκκ
Γd,d
ijkl + 2

∂Vijkl
∂κκκ

Γd,c
ijkl + 2

∂H0,ijkl

∂κκκ
Γλc,c
ijkl , (20)

where the partial derivatives of the two-body integrals
(H0,ijkl and Vijkl) with respect to κκκ are contracted with
the transition two-body reduced density matrices (ΓΓΓ; see
Computational Details) between two states shown as su-
perscript (the one-body terms are not shown here to
avoid proliferation of terms). A careful look at the equa-
tion reveals that the first term is the reduced density
matrix of the variational wavefunction and the second
two terms are the unrelaxed reduced density matrices of
the perturbative correction, while the last term arises due
to the change in the second-order energy with the relax-
ation of the zeroth-order wavefunction as the orbitals are
optimized. The partial derivatives of the two-body in-

tegrals with respect to κκκ are calculated using the usual
techniques, which are described in detail in Ref. 98.

B. vHCISCF

When only the variational energy EHCI is optimized
instead of the total HCI energy, one can calculate the
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FIG. 2. The basic scheme for the HCISCF procedure is
outlined here. The HCISCF module of PySCF is used to in-
terface the Dice program with PySCF. Each iteration consists
of a single Dice run, which returns the energy and the reduced
density matrices to PySCF. These are in turn used to update
the orbitals and the active space two electron integrals, which
are passed on to Dice.

gradient with respect to κκκ as

dEHCI

dκκκ
=
∂E

∂κκκ
+
∂E

∂c
¯

dc
¯
dκκκ

=
∂E

∂κκκ

=
∑
ijkl

∂H0,ijkl

∂κκκ
Γc,c
ijkl. (21)

Thus, to calculate the energy gradient, one does not need
to evaluate the Lagrange multipliers, and the simple vari-
ational two-body reduced density matrix Γc,c

ijkl is suffi-
cient.

IV. COMPUTATIONAL DETAILS

We briefly describe the calculation of the reduced den-
sity matrices encountered in Eq. (20). The density ma-

trices Γc,c
ijkl and Γλc,c

ijkl are strictly limited to states that
contain determinants from the variational space V. Dur-
ing the variational calculation, all single and double ex-
citations between pairs of determinants in the varia-
tional wavefunction are generated in order to evaluate
the Hamiltonian. With this data available, the reduced
density matrices can be calculated in a straightforward
manner by looping over such connections and accumulat-

ing the contributions. The reduced density matrix Γd,d
ijkl

contains the first-order wavefunction as both the bra and
the ket; however, because Ĥ0 only contains the diagonal
elements in the space of the connections C(ε2), the re-
duced density matrix simply reads:

Γd,d
ijkl =

∑
|Da〉∈C(ε2)

d2a〈Da|a†ia
†
jakal|Da〉. (22)

Finally, for the evaluation of Γd,c
ijkl, all the determinants

|Di〉 in V that are connected by a Hamiltonian matrix
element |Hia| > ε2 to a determinant |Da〉 are stored in
a list. These connections are used at the end of the per-

turbative calculations to evaluate Γd,c
ijkl as

Γd,c
ijkl =

∑
|Di〉∈V
|Da〉∈C(ε2)
|Hia|>ε2

cida〈Di|a†ia
†
jakal|Da〉. (23)

Thus out of all the different reduced density matrices

only the evaluation of Γd,c
ijkl adds a non-trivial memory

cost over the HCI calculation, because not only do we
have to store all the determinants |Da〉 in the connected
space C(ε2), but for each of these determinants we also
have to store a list of variational determinants that are
connected to them. This memory bottleneck can again
be overcome with the use of semistochastic perturbation
theory, but in the paper we have not done so and have
limited ourselves to using a value of ε2 for which the
deterministic calculations can be performed. Although
using the stochastic perturbation theory poses no chal-
lenge, we will see in the results section that the optimized
orbitals converge relatively rapidly even when only a vH-
CISCF with a loose ε1 is performed.

All calculations in this work were performed using
our HCISCF module in the PySCF software package,
which interfaces PySCF with the Dice program. Dice
is used to calculate the HCI energy and reduced density
matrices. At each iteration of the HCISCF procedure,
PySCF updates the orbital coefficients by calculating the
energy gradient using the reduced density matrices ob-
tained from the previous iteration. The updated orbitals
are used to calculate the active-space Hamiltonian with
which Dice calculates the HCI energy and reduced den-
sity matrices. This procedure is illustrated in Fig 2 and
is carried out until convergence. After convergence of
the orbitals and CI coefficients, a final HCI calculation
is performed where we use a smaller ε1 and ε2 to obtain
near full configuration interaction (FCI) energy in the
optimized active space.

V. RESULTS AND DISCUSSION

We perform benchmark calculations on three differ-
ent systems: butadiene, pentacene, and Fe-porphyrin.
In addition to getting system-specific information, these
calculations are meant to provide heuristics for running
HCISCF calculations. We will investigate the following
aspects:

• How tightly do we need to converge the HCI en-
ergies during the HCISCF procedure to obtain
CASSCF-quality active-space orbitals?



7

• Do vHCISCF and HCISCF converge to similar or
substantially different active-space orbitals?

• How much energy relaxation can be obtained just
by optimizing the active-space orbitals, while keep-
ing the active space itself fixed? Such a calculation
where only the active-active orbital rotations are
allowed during SCF will be called aHCISCF.

In the result section we use the acronyms vHCI and SHCI
respectively to indicate the energies of the variational
step and calculations where semistochastic perturbation
theory was used. All SHCI calculations performed here
have stochastic noise of less than 0.05 mHa.

A. Butadiene

The HCI calculations on butadiene were performed
with the same ANO-L-pVDZ basis set and geometry as
the one used in Ref. 99. All electrons except the 1s or-
bitals were fully correlated to give an active space of (82o,
22e).

In this section, calculations were done using either
Hartree-Fock canonical orbitals or optimized orbitals ob-
tained from an aHCISCF calculation (where only the
active-active rotations are allowed) with a relatively loose
ε1 = 3 × 10−4 Ha. HCISCF energies typically are
quadratically convergent because PySCF is able to per-
form pseudo-second-order optimization by estimating the
Hessian, but the rate of convergence of aHCISCF calcu-
lations become substantially worse because of the strong
coupling between the CI coefficients and orbital rotation
parameters. The cost of performing the orbital optimiza-
tion is, however, more than made up for by the improved
convergence of the HCI energies with the optimized or-
bitals. Table I shows that with approximately the same
number of determinants in the variational space, the
vHCI energy is more than 24 mHa lower when optimized
active space orbitals are used as opposed to the Hartree-
Fock canonical orbitals. The effect is smaller for the full
HCI energy, where the relaxation is only of 1.4 mHa,
but one can observe that the rate of convergence of the
full HCI energies with the number of determinants in the
variational space still substantially improves when opti-
mized orbitals are used. As a result, the HCI energies
calculated using the optimized orbitals can be accurately
extrapolated to the FCI limit.

As in a previous paper100, we estimate the Full CI limit
by extrapolating the SHCI energy to the E2 → 0 limit. In
this work, we have improved the procedure in the previ-
ous paper to obtain better extrapolated values. We first
perform a single SHCI calculation using the smallest ε1
allowed by the available computational resources to ob-
tain the vHCI and SHCI energies. For butadiene an ε1
of 10−5 Ha was used and this resulted in 56276315 deter-
minants in the variational space. In the next step 33% of
the least important determinants by their coefficient in
the variational wavefunction were discarded and a SHCI
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PT energy (mHa)

−0.5575
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−0.5565
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FIG. 3. Extrapolation of the SHCI total energy to the FCI
limit for the ground state of butadiene with an (82o, 22e)
active space, using optimized aHCISCF orbitals. The dotted
green line shows the DMRG energy calculated with a bond di-
mension of M=6000 and is believed to be converged to better
than 1 mHa accuracy.

calculation was performed with this smaller variational
space to obtain higher vHCI and SHCI energies. This
procedure was iterated 3 more times to obtain a set of
SHCI and vHCI energies. We then plot the total SHCI
energy versus the PT correction (E2) and perform a lin-
ear extrapolation to E2 → 0, as shown in Figure 3. This
procedure was inspired by the one used in DMRG calcu-
lations, where a large M (number of retained renormal-
ized states) calculation is performed, a few subsequent
sweeps are carried out with progressively smaller values
of M and the energies and discarded weights obtained
from these calculations are used to perform a linear ex-
trapolation to a zero discarded weight.

B. Pentacene

Linear acenes, such as tetracene and pentacene, are
promising candidates for singlet fission application be-
cause the gap to the lowest lying triplet state (T0) is
roughly half of that of the first singlet excited state (S1).
They also show great promise as organic semiconductors
due to their large carrier mobility and low production
cost. With recent applications to light emitting diodes,
photovoltaic cells, and field effect transistors, these sys-
tems have been the subject of many theoretical and ex-
perimental studies.74–83 The ground and excited state of
acenes become progressively more multireference as their
chain length is increased, and multireference methods are
necessary to obtain an accurate description of their gap.

We calculate the energies of the pentacene 1Ag ground
state and 3B2u lowest triplet state79–81,83 in the cc-pVDZ
basis set on the optimized singlet and triplet geometries.
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TABLE I. Results of HCI calculations on butadiene with an active space of (82o, 22e) with the ANO-L-pVDZ basis set. Two
sets of HCI calculations were performed: calculations using the canonical Hartree-Fock orbitals (“Canonical”) and calculations
using the aHCISCF optimized orbitals (“Optimized”). Nvar, vHCI and SHCI respectively show the number of determinants
included in the variational space, the variational energy (+155.0 Ha) and the final SHCI energy (+155.0 Ha) with stochastic
error bar of 0.04 mHa. The results of the calculations using the optimized orbitals were used to extrapolate the SHCI energy
(see text for more details). The extrapolated SHCI energy is shown along with results obtained using other methods.

ε1 (Ha)
Canonical Optimized

Nvar vHCI SHCI Nvar vHCI SHCI

3× 10−5 2.3× 107 -0.5195 -0.5526(1) 1.1× 107 -0.5411 -0.5534(1)

2× 10−5 4.8× 107 -0.5273 -0.5527(1) 2.1× 107 -0.5441 -0.5540(1)

1× 10−5 - - - 5.9× 107 -0.5481 -0.5550(1)

SHCI(ε1 → 0) -0.5574(8)

CCSD(T) -0.5550

CCSDT -0.5560

DMRG(M=6000) -0.5572

TABLE II. vHCISCF and HCISCF calculations performed on
pentacene using various thresholds of ε1. The PT calculation
in HCISCF was performed with ε2 = 10−5 Ha. We also report
extrapolated SHCI energies (see text) using the optimized
active space orbitals obtained from the SCF calculations. It
is interesting to note that although the HCISCF energies are
far from converged, the SHCI energies agreement to within 0.1
mHa indicates that the active space orbitals are most likely
converged.

ε1 (Ha) EHCISCF (Ha) ESHCI (Ha)

vHCISCF 8.5× 10−5 -841.5936 -841.6174

vHCISCF 5.0× 10−5 -841.6005 -841.6175

HCISCF 8.5× 10−5 -841.6021 -841.6173

This allows us to calculate both vertical and relaxed
(well-to-well) 1Ag → 3B2u excitation energies. The ac-
tive space chosen for all calculations is composed of the
11 π and 11 π∗ orbitals.

We begin by assessing the effect of the accuracy of the
HCI calculation on the active-space orbitals obtained af-
ter an HCISCF calculation. In Table II, we show vH-
CISCF and HCISCF energies obtained using different ε1
cutoffs. We also show the energies obtained by perform-
ing a final “tight” HCI calculation on the three differ-
ent optimized active space orbitals. It is interesting to
note that even though the HCISCF energies are clearly
un-converged, the final HCI energies agree to within 0.1
mHa in these three cases. This indicates that the opti-
mized active-space orbitals obtained from the three SCF
calculations are virtually identical.

Table III shows our gap results for pentacene. The HCI
vertical gap for the singlet geometry are slightly higher
than that of Kurashige et al.81; however, the difference
of 1.5 kcal/mol can be due to the different basis set used,
or to small differences in the choice of initial orbitals and
subsequent convergence of the DMRG-SCF and HCISCF
calculations. Our vertical excitation energy calculated
using the triplet geometry agrees reasonably well with

the experimental excitation energy of 19.8 kcal/mol re-
ported in Ref. 74 (a direct comparison with the Kurashige
et al. paper is not pertinent, as they only report CASPT2
calculations). However, it is worth noting that this en-
ergy is significantly different from both the vertical exci-
tation energies calculated using the singlet geometry and
the well-to-well excitation energies.

C. Iron (II) Porphyrin

Fe(II) porphyrin (Fe(P)) are the active centers of sev-
eral important biological proteins such as hemoglobin,
myoglobin and catalase. Experimental work suggests
that the ground state of Fe(P) is a triplet state belong-
ing to either the 3A2g or the 3Eg irreducible representa-
tion of the D4h point group84–91; however, a majority of
theoretical studies have predicted a quintet 5Ag ground
state69,77,79,92–97 instead. It is important to note that
here and in previous theoretical studies the calculations
were performed on a Fe(P) model cluster. Although the
model cluster is not identical to the one studied exper-
imentally, their electronic structures are assumed to be
very similar. This assumption needs further examination
but for this work we will not pursue this further.

The theoretically predicted quintet ground state may
be an artifact of the calculation protocol, such as the
size of the active space, the method used to calculate
the dynamical correlation or the basis set. Here we will
explore the effect of the active space and basis set size
on the calculated quintet-triplet gap, while we will leave
the exploration of the effect of the dynamical correlation
method for future work.

The largest CASSCF-like (FCIQMC-CASSCF) calcu-
lations performed to date on Fe(P) model cluster have
been those by Li Manni et al.69 which fully correlated 32
electrons in a space of 29 orbitals including the 20 C 2pz,
4 N 2pz, and all 5 Fe 3d orbitals. Results from RASSCF
and RASPT2 calculations96 have suggested that using a
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TABLE III. Pentacene ground (singlet) state and lowest triplet state energies calculated at the singlet and triplet geometries
reported by Kurashige et al.81. An initial vHCISCF calculation was performed with an ε1 of 8.5×10−5 Ha. The optimized
active space obtained after this calculation was used to perform more accurate HCI calculations which were extrapolated to
obtain near FCI energies with an estimated error shown in the table. Eex and Eref are respectively the vertical excitation
calculated in this work and by Kurashige et al81. TOO and TCI, are the wall time in seconds needed for the HCI calculation and
orbital optimization step during a single vHCISCF iteration, using a single node with two 14-core 2.4 GHz Intelr Broadwell
processors and a combined memory of 128 GB RAM.

Sym. EvHCISCF ESHCI Eex Eref TOO TCI

(Ha) (Ha) (kcal/mol) (kcal/mol) (sec) (sec)

Singlet Geometry
1Ag -841.5936 -841.6174(6)

28.5 27.0
50 33

3B2u -841.5457 -841.5720(8) 70 24

Triplet Geometry
1Ag -841.5823 -841.6050(7)

18.6 -
57 26

3B2u -841.5556 -841.5751(9) 57 31

second set of Fe d orbitals can ease the electron repulsion
in occupied d orbitals and lower the triplet state energy.
This effect was also observed in a DMRG calculation99

where the ground state triplet and quintet calculations
were performed using a large active space (44o, 44e) ob-
tained from a 5Ag Hartree-Fock calculation. This large
active space included the 29 orbitals of Li Manni in ad-
dition to 15 additional orbitals including the 5 Fe 4d, 1
Fe 4px, 1 Fe 4py, 3 N 2px, and 3 N 2py orbitals. How-
ever, picking these orbitals from the results of a canoni-
cal Hartree-Fock calculation is non-trivial. Unlike in the
original work, here we perform orbital optimization to
minimize the effect of the original orbital choice.

We perform HCISCF calculations using two different
active spaces, the (29o, 32e) active space of Li Manni and
the (44o, 44e) active space used by Olivares-Amaya in the
DMRG calculations. Two different HCISCF calculations
with (29o, 32e) active space were performed, one with the
cc-pVDZ basis set and another with the cc-pVTZ basis
set. All calculations were performed using the optimized
triplet structure from Ref. 101, which is also the structure
used in the DMRG study.

We begin by studying the effect of the accuracy of the
HCI calculations in HCISCF on the final optimized ac-
tive space obtained. Similar to pentacene, three different
HCISCF calculations, two of which were vHCISCF with
different values of the ε1 threshold and the third was a full
HCISCF calculation in which the effect of the PT correc-
tion was included. The results summarized in Table IV
show that the ESHCI energies calculated with different
HCISCF orbitals agree with each other to better than
0.2 mHa. This suggests that the active space obtained
by the different HCISCF calculations are nearly identical
and the difference in HCISCF energies in the second col-
umn is largely due to the different HCI tolerance. These
results suggest that a cheap variational HCI calculation
can be used in the HCISCF procedure with little loss in
accuracy of the final orbitals obtained. This observation

is in agreement with the pentacene results.

TABLE IV. vHCISCF and HCISCF calculations performed
on Fe(P) using various thresholds of ε1. The PT calculation in
HCISCF was performed with ε2 = 10−5 Ha. We also report
extrapolated SHCI energies (see text) using the optimized
active space orbitals obtained from the SCF calculations. It is
interesting to note that (in agreement with pentacene results)
although the HCISCF energies are far from converged, the
SHCI energies agreement to within 0.1 mHa indicates that
the active space orbitals are most likely converged.

ε1 (Ha) EHCISCF (Ha) ESHCI (Ha)

vHCISCF 1×10−4 -2244.9980 -2245.0314

vHCISCF 5×10−5 -2245.0121 -2245.0313

HCISCF 5×10−5 -2245.0178 -2245.0314

Table V summarizes the results of our calculations per-
formed with different active spaces and basis set. For
each calculation, we show the vHCISCF energy and the
SHCI energy extrapolated to the FCI limit calculated
using the optimized active space. The extrapolation pro-
cedure is identical to the one used for the butadiene and
pentacene calculations, with the largest calculation per-
formed with ε1 = 10−5 Ha. The vHCISCF energies are
themselves not important because they are quite far from
convergence; however, based on the results shown in Ta-
ble IV we expect the active space to be converged.

With the smaller (29o, 32e) active space we observe
that the quintet state is lower in energy than the triplet
state by more than 16 kcal/mol. This result remains vir-
tually unchanged as we go from the cc-pVDZ basis set to
the cc-pVTZ basis set. However, when the active space
is enlarged to (44o, 44e) we see a switching of the energy
ordering and find that the triplet is the ground state. It
is worth mentioning that identifying the additional 5 Fe
4d, 1 Fe 4px, 1 Fe 4py, 3 N 2px, and 3 N 2py orbitals from
the canonical Hartree-Fock orbitals is not trivial and so
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TABLE V. Calculated energies for the Fe(porphyrin) with active spaces of (29o, 32e) and (44o, 44e) and cc-pVDZ and cc-pVTZ
basis sets. An initial vHCISCF calculation was performed with ε1 = 10−4 Ha. The optimized active space was used to perform
a more accurate SHCI calculation which was extrapolated to near FCI energies with an estimated error shown in the table.
The error bar is calculated as 25% of the difference between the extrapolated energy and the most accurate SHCI energy.
Nd(vHCISCF) is the number of determinants included in the variational space during vHCISCF calculations and Nd(SHCI) is
the largest number of determinants in the variational space of the SHCI calculation before performing the extrapolation. Eex is
the vertical excitation, and TOO and TCI are the wall time in seconds needed for the orbital optimization and HCI calculation
steps during a single vHCISCF iteration, using a single node with two 14-core 2.4 GHz Intelr Broadwell processors and a
combined memory of 128 GB RAM.

Basis Sym. EvHCISCF Nd ESHCI Nd Eex TOO TCI

(Ha) (vHCISCF) (Ha) (SHCI) (kcal/mol) (sec) (sec)

CAS(29o, 32e)

cc-pVDZ 5Ag -2244.9980 379536 -2245.0314(5) 9715179
16.7

126 52

cc-pVDZ 3B1g -2244.9776 533623 -2245.0049(6) 1196982 114 56

cc-pVTZ 5Ag -2245.2229 473563 -2245.2549(5) 10173263
16.4

2236 70

cc-pVTZ 3B1g -2245.1958 528736 -2245.2288(6) 11829816 2270 98

CAS(44o,44e)

cc-pVDZ 5Ag -2245.1457 1450271 -2245.1964(9) 48939733
-2.0

277 185

cc-pVDZ 3B1g -2245.1567 2133424 -2245.1995(6) 42810300 264 147

instead of trying to pick the orbitals by visual inspec-
tion we have chosen to include the appropriate number
of orbitals (six Ag, three B3u, three B2u, four B1g, seven
B1u, eight B2g, eight B3g and five Au orbitals) from each
irreducible representation in the active space. For both
the 5Ag and the 3B1g states, a Hartree-Fock calculation
was performed to target the 5A1g state, after which the
initial guess of the active space was chosen. Unlike in
Ref. 99, at the first iteration of the HCISCF calculations
we observe that the 5A1g is still the lower energy state.
Further, the CASCI energies of the 5A1g and the 3B1g

states were -2244.94423 and -2244.90676 Hartree when
calculated using just the variational HCI with a small
ε1 = 10−4. Although these energies are approximate up-
per bound of the true energies, they are still lower than
the nearly converged DMRG energies reported in Ref. 99,
indicating that our initial active-space orbitals are more
appropriate. Although at the first iteration the 5A1g is
lower in energy than the 3B1g state, we observe that af-
ter HCISCF convergence this ordering is reversed and we
obtain the results shown in Table V.

Our results strongly suggest that past theoretical re-
sults disagreed with experiments because an insufficiently
large active space was used, or an inaccurate method for
including dynamical correlation was used. The active
space suggested by chemical intuition would not include
the high lying virtual orbitals such as the 5 Fe 4d, since it
should be possible to capture the energy relaxation due
to these orbitals with a dynamical correlation method.
Such methods are currently being developed in our group
and we plan to use these methods with the smaller active
space to see if the correct spin ordering can be obtained.

VI. CONCLUSIONS

The results presented in this work can be used to
draw the following three conclusions. First, by using
the Lagrangian formulation we can calculate the relaxed
reduced density matrices which allow us to straightfor-
wardly use the CASSCF program in PySCF to perform
HCISCF. Second, the converged active space orbitals ob-
tained from HCISCF are relatively insensitive to the ac-
curacy of the HCI calculation and consequently loose ε1
and ε2 thresholds can be used. Third, for large active
spaces where getting converged HCI energies become dif-
ficult, an initial aHCISCF calculation can be performed
to optimizes the active space orbitals while keeping the
active space itself fixed. These optimized orbitals can
vastly improve the convergence of the HCI calculations to
the Full CI or CASCI limit, resulting in great speedups.

Here we have exclusively focused on the development
of the HCISCF method as a cheap and accurate approx-
imation to CASSCF. To get quantitatively accurate re-
sults it is essential to include dynamical correlation ef-
fects by allowing excitations outside of the active space.
We have recently worked on developing a particularly ac-
curate method for calculating the dynamical correlation
called the multireference linearized coupled cluster the-
ory (MRLCC)102–104. MRLCC is formulated as a pertur-
bation theory and uses the Fink’s partitioning105,106 of
the Hamiltonian. We are currently working on combin-
ing the internally-contracted MRLCC with the HCISCF
calculation, which will be the focus of a forthcoming pa-
per.
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