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Abstract. Many Wikipedia articles that cover the same topic in dif-
ferent language editions are interconnected via cross-language links that
enable the understanding of topics in multiple languages, as well as cross-
language information retrieval applications. However, cross-language links
are added manually by the users of Wikipedia and, as such, are often
incorrect. In this paper, we propose an approach to automatically elimi-
nate incorrect cross-language links based on the observation that groups
of articles that are pairwise connected through cross-language links form
independent connected components. For each incoherent component (i.e.,
one that contains two or more articles from the same language edition),
our approach assigns a correctness score to its crosslinks and removes
those with the lowest score to make the component coherent. The results
of our evaluation on a snapshot of Wikipedia in 8 languages indicates
that our approach shows quantitative promise.

Keywords: Wikipedia, cross-language links, multi-language informa-
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1 Introduction

Many Wikipedia articles that cover the same topic in different language edi-
tions are interconnected via cross-language links that enable the understanding
of topics in multiple languages, as well as cross-language information retrieval
applications [1,5,11]. Typically, the crosslinks are manually added by the users of
Wikipedia and, as such, likely to be incorrect, meaning that they might connect
articles that do not cover the same topic.

In this paper we describe an algorithm for the automatic elimination of incor-
rect crosslinks in Wikipedia. The existing literature is scarce and mostly focuses
on the problem of determining missing crosslinks [3,7,8,10]. As noted by de Melo
and Weikum [6], groups of articles that are pairwise connected through crosslinks
(such as the ones titled Decision Theory, Teorı́a de la decisión, Teoria

della decisione and “决策论” ) form independent connected components, if
we model Wikipedia as a graph where the nodes correspond to the articles and
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the edges are the cross-links. Under the hypothesis that all crosslinks are correct,
all articles that belong to the same connected component cover the same topic;
also, any connected component never contains two or more articles from the
same language edition, because crosslinks connect articles in different languages.
On the other hand, if two or more distinct articles within the same connected
component come from the same language edition, at least one crosslink in the
component is incorrect and the component is termed incoherent.

In order to detect the incorrect cross-language links, our approach looks
specifically for incoherent connected components and iteratively removes cross-
language links to turn them into coherent components. In order to determine
the cross-language links of an incoherent component to eliminate, the approach
assigns a correctness score to each crosslink and starts removing those that have
the lowest score. The main contribution of this paper is the use of metrics derived
from the topology of the Wikipedia graph to compute the correctness score of
each crosslink; the contribution of each metric is thoroughly evaluated on a large
sample of more than 1,124 crosslinks.

The remainder of this paper is organized as follows. After reviewing the
related scientific literature (Section 2) and introducing the terminology (Section
3), we describe our approach in Section 4 and the the experiments in Section 5,
followed by concluding statements in Section 6.

2 Related Work

While many approaches exist to finding missing crosslinks [3,7,8,10], considerably
less research investigated the problem of determining the incorrect ones.

de Melo and Weikum observe that the articles that are pairwise connected
through a crosslink form a connected component [6]. The aim of their approach
is to obtain coherent components; to this extent, cross-links between pairs of
articles that are asserted to be distinct are removed, with the constraint that
the removals are minimized in order not to change the input graph too much.
Their approach requires the solution of a linear program; depending on the size
of the program, the solution may not be found. Rinser and colleagues point out
that the stricter the definition of connectivity, the less incoherent the connected
components [9]. Thus, weakly connected components are often incoherent and,
as such, discarded, while any incoherent strongly connected component is split
into bi-directional connected components and biconnected components. While
the objective of this approach is to obtain coherent components, which can still
contain incorrect crosslinks, it does not guarantee that the crosslinks that are
eliminated are actually those incorrect. A more extreme approach consists in
discarding all incoherent connected components [2].

Bolikowski presents an interesting study on the topology of crosslinks in
Wikipedia [4]. His findings suggest that Wikipedia consists of near-complete
subgraphs; some of them are connected through crosslinks, which is a sign of
the presence of incorrect crosslinks. This study does not propose any approach
to correct the crosslinks.
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3 Terminology

Each article in Wikipedia belongs to an edition in a specific language and is
characterized by a title (e.g., Hot chocolate), that is unique within its language
edition, and links (also known as intra-language links) to other related articles
in the same language (e.g., Milk, Sugar). Some links, known as cross-language
links or crosslinks, connect articles that belong to two different language editions
and cover the same topic (e.g., the English article titled Hot chocolate and the
French article titled Chocolat chaud). A redirect page is one used to automati-
cally link to an article whose title (e.g. Hot chocolate) is a synonym (or, alias)
of the title of the redirect page (e.g., Hot cocoa). A disambiguation page has an
ambiguous title (e.g., Flash) and presents a list of links to articles whose titles
are its possible meanings, or interpretations (e.g., Flash (photography), Adobe
Flash).

In this paper, we model Wikipedia as a graph W = (PA, IL ∪ CL); each
node pα ∈ PA corresponds to a Wikipedia page in language α that is either an
article, a disambiguation or a redirect page; an edge is either a intra-language
link (pα, qα) ∈ IL or a crosslink (pα, pβ) ∈ CL between two pages in languages α
and β. Henceforth, the terms node and Wikipedia page will be used interchange-
ably. The crosslink graph C = (PA,CL), obtained from W by only keeping the
crosslinks, is made of connected components such that two nodes belong to the
same connected component if they are connected by a path of crosslinks. In other
words, two nodes that belong to the same connected component correspond to
two articles that cover the same topic, unless one or more crosslinks in the com-
ponent are incorrect. More precisely, a sign of the presence of incorrect crosslinks
is that a connected component has two or more nodes from the same language
edition, in which case the component is considered as incoherent.

4 Approach

Our approach works through two main steps, that we term the candidate gener-
ation and the elimination step. The candidate generation step consists in identi-
fying the set of incoherent connected components in the crosslink graph C; this is
done with a DFS visit on C that only selects the connected components of C that
contain two or more nodes from the same language edition. The rationale for
this step is to reduce the search space by focusing solely on the connected com-
ponents that contain incorrect crosslinks with certainty. In the elimination step,
the approach iterates over all candidate components with the intent of removing
the incorrect crosslinks that make the component incoherent. More precisely,
the approach iteratively eliminates crosslinks from a component C until C is
split into two or more coherent connected components. The approach assigns a
correctness score γ to each crosslink in C that measures the likelihood of the
crosslink being correct; the links with lowest score are the first to be eliminated.

In the remainder of this section, we detail more the correctness score and the
elimination algorithm.
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Correctness Score. Let C be an incoherent connected component in the
crosslink graph C with nodes v1, . . . ,vn. Our approach assigns a correctness
score γ to each crosslink in C that measures the likelihood of the crosslink be-
ing correct; ideally, correct (resp., incorrect) crosslinks receive high (resp., low)
values of γ. The idea is to sort the crosslinks in C by decreasing values of γ and
eliminate those with the lowest values so as to turn C into a coherent component.

We observe that the graph topology of C is a good indicator as to the cor-
rectness of a crosslink. Since crosslinks in Wikipedia are added manually by
different users, the likelihood that two articles from different language editions
have both an incorrect crosslink to the same article is low. More precisely, if an
article in the Spanish Wikipedia (es) has an incorrect crosslink to an article in
the English Wikipedia (en 1), it is unlikely that the corresponding article in the
Italian Wikipedia (it) links to the same article (Figure 1a); the probability of
two different users doing the same mistake is low. Stated otherwise, the incor-
rect crosslinks are often incident with nodes that are loosely coupled to the other
nodes of the component; the idea is to penalize these crosslinks by computing the

(a) (b)

Fig. 1: Explanatory examples

correctness score γ from the graph topology of the component C. We identified
four topology metrics that we detail below.

Bidirectionality. Since each Wikipedia language edition is maintained indepen-
dently of the others, the fact that a node vi has a crosslink to a node vj does
not necessarily imply that vj links back to vi. Therefore, the fact that vi and
vj are connected by a mutual, or bidirectional, crosslink is a strong indication
as to the correctness of that crosslink. Our analysis on the crosslink graph C
supports this intuition. Given a crosslink l, its bidirectionality score β(l) is 1 if
l is bidirectional, 0 otherwise.

Alternative Paths. Bidirectionality alone is not enough to identify incorrect
crosslinks because the crosslinks of an incoherent connected component might
all be bidirectional, in which case they would all have the same score. We ob-
serve that a clue of the correctness of a crosslink l between two nodes vi and
vj in the connected component C is the number of alternative paths that lead
from vi to vj ; the higher the number of alternative paths between vi and vj , the
higher the probability that the two nodes are strongly related (in this case, the
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crosslink between them is correct). Figure shows an example, where there are
three alternative paths between a and b, namely (a, b), (b, c, a) and (a, c, b). The
alternative path score of a crosslink l = (vi, vj) is defined in Equation 1

α(l = (vi, vj)) =
p(vi, vj)

max(vk,vm)∈C p(vk, vm)
(1)

where p(v, w) is the number of paths between nodes v and w.

Minimal removal. We came across many examples were a connected component
was incoherent because of a single incorrect crosslink. In this case, the removal of
that crosslink would split the incoherent component into two or more coherent
components and thus solve the problem. The minimal removal score ζ(l) of a
crosslink l is 1 if the removal of l splits C into coherent components.

Chain links. Sorg and Cimiano observed that articles that are connected with
a crosslink are often also connected by at least one chain link [10]. A chain link
between two nodes vi and vj is a path in the Wikipedia graph W composed of

both crosslinks and intra-language links such that: vi
intra−−−→ wi

cross←−−→ wj
intra←−−− vj

where intra (resp., cross) indicates an intra-language link (resp., crosslink). As
an example, consider the case where vi and vj correspond to the articles that
describe Paris in the English and French Wikipedia respectively and wi and wj
are the articles that describe the Eiffel Tower. Intuitively, two nodes vi and vj
that are connected by a crosslink and that link to many articles that are also
connected via a crosslink are highly likely to cover the same topic. Equation 2
defines the chain link score of a crosslink l that connects two nodes vi and vj :

ξ(l) =
cl(vi, vj)

max(vk,vm)∈C cl(vk, vm)
(2)

were cl(v, w) is the number of chain-links between nodes v and w.

The correctness score. The correctness score γ(l) of a crosslink l is obtained from
a weighted average of the scores presented above, as indicated in the Equation
3.

γ(l) = w1 · β(l) + w2 · α(l) + w3 · ζ(l) + w4 · ξ(l) (3)

The values of the weights wi are such that
∑
wi = 1 and are discussed in

Section 5.

The Elimination Algorithm. The elimination algorithm first determines the
candidate incoherent components and then iterates over them to make them
coherent. Each crosslink of a component C is assigned the correctness score γ
and crosslinks are sorted by increasing score, meaning that the first link in S is
the one with the lowest score. Finally, crosslinks are removed from C, starting
from the ones with lowest score, until C is coherent.



6 Bennacer & al.

5 Evaluation

For the evaluation of our approach, we adopted the following methodology. We
downloaded eight Wikipedia language editions — English (en), German (de),
French (fr), Italian (it), Spanish (es), Greek (el), Dutch (nl), Chinese (zh) —
as of December 2016 and stored them as a graph W in Neo4j. The graph has
28,539,306 nodes that correspond to either articles, redirect or disambiguation
pages, 346,165,183 intra-language links and 24,033,912 cross-language links. We
computed the crosslink graph C and sampled 400 incoherent components where
the incorrect crosslinks were manually identified to form a ground truth. We
tuned the weights of the correctness score by using a subset of these incoher-
ent components and run the approach on another subset to verify whether the
crosslinks eliminated by the approach were actually those marked incorrect in
the ground truth. Finally, we trained four classifiers and we compared the re-
sults. All the experiments were carried out on a computer running Windows 8
with an Intel core i7 processor, 8GB memory and a 512GB SSD hard drive. All
the steps of the evaluation are detailed in the remainder of this section.

5.1 Results

In order to tune the four weights of the correctness score that set the importance
of the corresponding topology metrics, we run the approach on a training set
(240 connected components with a total of 683 annotated incorrect crosslinks
and 7,653 correct crosslinks) and measured its ability of eliminating incorrect
crosslinks by computing precision (P), recall (R) and f-measure (F), defined as
follows:

P =
|TP |

|TP |+ |FP |
R =

|TP |
|TP |+ |FN |

F =
2× P ×R
P +R

where TP is the set of links that are marked as incorrect by the approach that are
actually so (true positives); FP is the set of links that are marked as incorrect by
the approach that are actually correct (false positives); FN is the set of links that
are marked as correct (or left undetermined) by the approach that are actually
incorrect (false negatives). We run our approach on the test set (160 connected
components with a total of 399 incorrect crosslinks and 4,207 correct crosslinks)
with weights w1 = 0.4 and w2 = 0.6 and we obtain 0.80 for precision, recall and
f-measure. Figure 2 shows that the accuracy is higher when considering small
components (that account for the majority of the components in the crosslink
graph). However, the approach can obtain a good precision (higher than 0.8)
even on medium-sized components with 14 nodes, while the recall seems to be
more sensitive to the variation of the size.

As for the time performance, the candidate generation step is the most expen-
sive, as it takes 10 hours and 42 minutes to visit the crosslink graph and obtain
all the incoherent components. The time to complete the elimination step de-
pends on the metrics that are used to compute the correctness score. When the
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chain links are not used, the elimination of the crosslinks in a given connected
component takes 10 to 15 seconds on average; when considering the chain links
the average time increases dramatically by 1 to 2 minutes, depending on the size
of the component.

Fig. 2: Results by connected component size

Comparison. Given a cross-link, described by a set of numeric and nomi-
nal features, we can train a classifier to label the cross-link as either correct or
incorrect (two classes). We used a re-sampling mechanism with no replacement
to obtain ten different balanced training sets containing 916 cross-links, equally
distributed across the two classes. Each cross-link (u, v) in both training and test
set is described by a set of 6 features: two nominal features that indicate whether
the node u (respectively, node v) is an article, a redirect or a disambiguation
page; a nominal feature that indicates whether the cross-link (u, v) is bidirec-
tional; a nominal feature that indicates whether the removal of (u, v) splits its
connected component into two coherent components; the alternative path score
of (u, v), as computed in Equation 1; the chain link score of (u, v), as computed
in Equation 2. We trained four classifiers — SVM, Naive Bayes, Random Forests
and OneR — on the ten training sets, we evaluated them on the test set and we
averaged precision, recall and f-measure over the ten evaluations. As shown in
Table 1, SVM is the best classifier in terms of precision (0.62), recall (0.89) and
f-measure (0.73). Our approach achieves a much better precision (0.80) with a
high recall (0.80) that results in the best f-measure (0.80). Among the classifiers,
the results of SVM are consistent across all the training sets, while OneR has
a lot of variability that depends on the sole feature that it selects to classify
the cross-links; the precision ranges from 0.28 to 0.62, while the recall remains
relatively stable.
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SVM Naive Bayes R. Forests OneR

P R F P R F P R F P R F

0.62 0.89 0.73 0.38 0.90 0.53 0.45 0.89 0.60 0.39 0.86 0.54

Table 1: Result of the classification algorithms.

6 Concluding Remarks

In this paper, we presented an approach to identify and eliminate incorrect
crosslinks from Wikipedia. Crosslinks are eliminated from incoherent compo-
nents (those that contain two or more articles from the same language edition)
starting from the links that have the lowest correctness score, which measures
the likelihood of a link being correct. Our evaluation shows that the approach
has quantitative promise (especially compared against classification algorithms).
Future research will include the exploration of topology metrics, the elimination
of incorrect crosslinks from coherent components and the parallelization of the
algorithm.
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