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DERIVATION OF AN ORNSTEIN-UHLENBECK PROCESS FOR A

MASSIVE PARTICLE IN A RARIFIED GAS OF PARTICLES

THIERRY BODINEAU, ISABELLE GALLAGHER AND LAURE SAINT-RAYMOND

Abstract. We consider the statistical motion of a convex rigid body in a gas of N smaller
(spherical) atoms close to thermodynamic equilibrium. Because the rigid body is much
bigger and heavier, it undergoes a lot of collisions leading to small deflections. We prove
that its velocity is described, in a suitable limit, by an Ornstein-Uhlenbeck process.

The strategy of proof relies on Lanford’s arguments [17] together with the pruning pro-
cedure from [3] to reach diffusive times, much larger than the mean free time. Furthermore,
we need to introduce a modified dynamics to avoid pathological collisions of atoms with the
rigid body: these collisions, due to the geometry of the rigid body, require developing a new
type of trajectory analysis.

1. Introduction

The first observation of the erratic motion of fragments of pollen particles in a liquid is
attributed to the botanist Brown. Following this observation, a lot of attention was devoted
to understanding the physical mechanisms behind these fluctuations leading ultimately to the
mathematical theory of Brownian motion. We refer to the review paper [13] for a historical
overview. The macroscopic motion of the massive particle is due to the fact that it undergoes
many collisions with the atoms of the fluid and even though the microscopic dynamics is
deterministic the motion observed on a macroscopic scale appears to be stochastic. In a
seminal paper, Holley [15] studied a one-dimensional deterministic dynamics of a large particle
interacting with a bath of atoms represented by independent particles with a small mass. Each
collision with an atom leads to a small deflection of the large particle and as the atoms are
initially randomly distributed the successive collisions lead ultimately to a Brownian motion
for the large particle displacement. This result was generalized to higher dimensions by
Dürr, Goldstein, Lebowitz in [10] and to a particle which has a convex body in [11]. The
latter model follows asymptotically a generalized Ornstein-Uhlenbeck diffusion jointly on the
velocity and on the angular momentum. Even though the atoms do not interact one with
the other, recollisions may occur between the large particle and some atoms, leading to a
memory effect. Asymptotically when the mass of the atoms vanishes, this effect was shown
to be irrelevant in [15, 10, 11] and the limiting dynamics is a Markov process. Similar results
were derived in [8] when the gas is not at equilibrium. Note that in some different regimes or
in presence of boundaries, recollisions may have a macroscopic impact even when the body is
in contact with an ideal gas. This is for example the case in one-dimensional models where
the correlations can be important [9] or in models of friction [6, 5, 16].

In this paper, we extend the framework studied in [11] to the case of a large particle
with convex shape in contact with a gas of interacting atoms modelled by hard spheres
in the Boltzmann-Grad scaling. We prove that the distribution of this particle is close to
the solution of a linear Boltzmann equation whose underlying process is asymptotically an
Ornstein-Uhlenbeck process.
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1.1. The microscopic model. We consider, in d = 2 space dimensions, N spherical par-
ticles of mass m � 1 and diameter ε (from now on called atoms), and one massive particle
(the rigid body) of mass M = 1 and size ε/α with ε � α � 1. More precisely the rigid
body is a strictly convex body Σ, which is rescaled by a factor ε/α, and which is allowed to
translate and rotate. The dynamics takes place in the periodic domain T2 = [0, 1]2.

We denote by V̂N := (v̂1, . . . , v̂N ) ∈ R2N the collection of velocities of all the atoms, and
by XN := (x1, . . . , xN ) ∈ T2N the positions of their centers. Without loss of generality, we
assume that the atoms have no angular momentum, as spherical particles do not exchange
any angular momentum.

The rigid body is described by the position and velocity (X,V ) ∈ T2 × R2 of its center of

mass G, and by its orientation and its angular velocity (Θ, Ω̂) ∈ S × R. If P is a point on
the boundary of the rigid body, we denote by n the unit outward normal vector to the rigid

body at point P and we locate P by a vector r :=
ε

α
GP ∈ R2. Since the rigid body is not

deformable, the position and the normal are obtained by applying a rotation RΘ of angle Θ
(see Figure 1)

(1.1) rΘ = RΘr with r ∈ ∂Σ , nΘ = RΘn .

In particular, we write

(1.2) XP := X +
ε

α
rΘ .

The velocity of P is

(1.3) VP := V +
ε

α
Ω̂r⊥Θ , with r⊥ := (−r2, r1) .

The boundary ∂Σ of the body Σ is described from now on by its arc-length which we denote
by σ ∈ [0, L] where L is the perimeter of ∂Σ. We further assume that the curvature σ 7→ κ(σ)
of ∂Σ never vanishes and we denote

(1.4) κmin := min
σ∈[0,L]

κ(σ) .

Finally we assume that ∂Σ is included in a ball of radius

(1.5) rmax := max
σ∈[0,L]

r(σ) .

Figure 1. On the left, the reference rigid body Σ, on the right the rotated
rigid body RΘΣ
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1.2. Laws of motion. Now let us describe the dynamics of the rigid body-atom system. As
long as there is no collision, the centers of mass of the atoms and of the rigid body move in
straight lines and the rigid body rotates, according to the equations

(1.6)

dxi
dt

= v̂i ,
dv̂i
dt

= 0 , ∀i ≤ N ,

dX

dt
= V ,

dV

dt
= 0 ,

dΘ

dt
= Ω̂ ,

dΩ̂

dt
= 0 ,

since the moment of inertia of a two dimensional body is constant.
Binary collisions are of two types. If the atoms i, j encounter, then their velocities v̂i, v̂j

are modified through the usual laws of specular reflection

(1.7)
v̂′i := v̂i −

1

ε2
(v̂i − v̂j) · (xi − xj) (xi − xj)

v̂′j := v̂j +
1

ε2
(v̂i − v̂j) · (xi − xj) (xi − xj)

 if |xi(t)− xj(t)| = ε .

Atoms such that (v̂i − v̂j) · (xi − xj) < 0 are said to be incoming, and after collision they are
outgoing since (v̂′i − v̂′j) · (xi − xj) > 0.

If the rigid body has a collision with the atom i at the point ε
αrΘ, meaning

xi(t)−X(t)− ε

α
rΘ(t) =

ε

2
nΘ(t) ,

the velocities V, v̂i and the momentum Ω̂ become (see Appendix C.2 for a proof)

(1.8)

v̂′i = v̂i +
2

A+ 1
(V +

ε

α
Ω̂ r⊥Θ − v̂i) · nΘ nΘ

V ′ = V − 2m

M(A+ 1)
(V +

ε

α
Ω̂ r⊥Θ − v̂i) · nΘ nΘ

Ω̂′ = Ω̂− 2m

(A+ 1)Î

ε

α
(nΘ · r⊥Θ) (V +

ε

α
Ω̂ r⊥Θ − v̂i) · nΘ

with Î > 0 the moment of inertia and

(1.9) A :=
m

M
+
m

Î

( ε
α

)2 (
n · r⊥)2 .

The mass M of the rigid body has been kept to stress the homogeneity of the coefficients,
but later on we shall replace it by 1.

As in the atom-atom case, the atom and the rigid body are incoming if

(v̂i − V +
ε

α
Ω̂ r⊥Θ) · nΘ < 0

and after scattering one checks easily that

(v̂′i − V ′ +
ε

α
Ω̂′ r⊥Θ) · nΘ > 0

so the particles are outgoing. Recall that V + ε
α Ω̂ r⊥Θ− v̂i is the relative velocity at the impact

point.
The following quantities are conserved when an atom and the rigid body collide:

(1.10)


P := mv̂ +MV (total momentum)

E :=
1

2

(
(m|v̂|2 +M |V |2) + ÎΩ̂2

)
(total energy)

Î := ÎΩ̂− ε
αMV · r⊥Θ (angular momentum at contact point) .
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1.3. Scalings. The parameters N and ε are related by the Boltzmann-Grad scaling Nε = 1
in dimension d = 2. With this scaling, the large N asymptotics describes a rarefied gas. Even
if the density of the gas is asymptotically zero, the mean free path for the atoms is 1.

The rigid body being larger, it will encounter roughly α−1v̂typ collisions per unit time
with α� 1 and v̂typ the typical relative velocity of the atoms. In the following, we consider the

joint asymptotics N →∞, ε→ 0 and α→ 0 with α vanishing not faster than 1/(log logN)
1
4

(this restriction will be clear later on in the computations).

The rigid body has mass M = 1, the atoms are much lighter m � 1. As a consequence
of the equipartition of energy (cf (1.10)), the typical atom velocities v̂typ = O(m−1/2) are
expected to be much larger than the rigid body velocity which is of order 1. Each collision
with an atom deflects very little the rigid body. We expect to get asymptotically a diffusion
with respect to the velocity variable provided that

m = α2 .

From now on we therefore rescale the atom velocities by setting

(1.11) v := m
1
2 v̂ = αv̂ .

Similarly due to the small size ε/α of the rigid body, the moment of inertia Î is very small,
namely of the order of (ε/α)2. We therefore rescale the moment of inertia and the angular
velocity by defining

(1.12) I :=
(α
ε

)2
Î and Ω :=

ε

α
Ω̂ ,

so that both I and Ω are quantities of order one. We accordingly set

I := IΩ−MV · r⊥Θ .
After rescaling the collision laws (1.7) and (1.8) become

(1.13)
v′i := vi − (vi − vj) · nn
v′j := vj + (vi − vj) · nn

}
if xi(t)− xj(t) = εn

and if xi(t)−X(t)− ε
αrΘ(t) = ε

2nΘ(t),

(1.14)

v′i = vi +
2

A+ 1
(αV + αΩr⊥Θ − vi) · nΘ nΘ

V ′ = V − 2

A+ 1
(α2V + α2Ωr⊥Θ − αvi) · nΘ nΘ

Ω′ = Ω− 2

(A+ 1)I
(n · r⊥)(α2V + α2Ωr⊥Θ − αvi) · nΘ

with

(1.15) A := α2
(

1 +
1

I
(n · r⊥)2

)
.

1.4. Initial data and the Liouville equation. To simplify notation, we use throughout
the paper

Y := (X,V,Θ,Ω) and ZN := (XN , VN ) .

We denote by fN+1(t, Y, ZN ) the distribution of the N + 1 particles at time t ≥ 0. This
function is symmetric with respect to the variables ZN since we assume that the atoms are
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undistinguishable. It satisfies the Liouville equation, recalling that rescaled velocities are
defined by (1.11),(1.12),

∂tfN+1 + V · ∇XfN+1 +
1

α

N∑
i=1

vi · ∇xifN+1 +
α

ε
Ω ∂ΘfN+1 = 0 ,

in the domain

DN+1
ε :=

{
(Y,ZN ) / ∀i 6= j , |xi − xj | > ε and d

(
xi, X +

ε

α
RΘΣ

)
>
ε

2

}
.

Following the strategy in [1, 14], one can prove that the dynamics is well defined for almost
all initial data : the main difference with the system of hard spheres is that here, because
of the geometry of the rigid body, the interaction of a single atom with the rigid body could
involve many collisions. Using an argument similar to the one which will be developed in
Section 3.1, one can show that the collisions between the rigid body and the atoms can be
controlled for almost all initial data.

We introduce two types of Gaussian measures

(1.16)

∀v ∈ R2, Mβ(v) :=
β

2π
exp

(
− β

2
|v|2
)
,

∀(V,Ω) ∈ R2 × R , Mβ,I(V,Ω) :=
β

2π

(
βI

2π

) 1
2

exp
(
− β

2

(
|V |2 + IΩ2

))
.

We introduce the Gibbs measure on the N + 1 particle system

(1.17) Mβ,I,N (Y, ZN ) := M̄β,I(Y )

(
N∏
i=1

Mβ(vi)

)
1DN+1

ε
(Y,ZN )

ZN
,

with

M̄β,I(Y ) :=
1

2π
Mβ,I(V,Ω)

and where the normalisation factor

ZN :=

∫
1DN+1

ε
(Y,ZN ) dXdXN

is computed by using the rotation and translation invariance of the system so that the only
relevant part of the integral involves the spatial exclusion. The measure Mβ,I,N is a stationary
solution for the Liouville equation, i.e. a thermal equilibrium of the system. Here, we choose
for initial data a small perturbation around this equilibrium, namely

(1.18) fN+1,0(Y, ZN ) := g0(Y ) Mβ,I,N (Y,ZN ) ,

with

(1.19) ‖g0‖L∞ ≤ C , ‖∇g0‖L∞ ≤ C and

∫
M̄β,I(Y )g0(Y ) dY = 1 .

This perturbation modifies only the distribution of the rigid body, however this initial modi-
fication will drive the whole system out of equilibrium at later times. Note that the uniform
bounds on g0 could also be slowly diverging with α to allow for the limiting distribution to
be a Dirac mass (see [3]).
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1.5. Main result. Our goal is to describe the evolution of the rigid body distribution in a
rarified gas starting from the measure fN+1,0 defined in (1.18), i.e. close to equilibrium. The
distribution of the rigid body is given by the first marginal

f
(1)
N+1(t, Y ) :=

∫
fN+1(t, Y, ZN ) dZN .

Our key result is a quantitative approximation of the distribution of the mechanical process
by a linear Boltzmann equation. We define the operator

Lαg(Y ) :=
1

α

∫
[0,Lα]×R2

Mβ(v)
(
g(Y ′)

(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−(1.20)

− g(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv ,

with Y = (X,V,Θ,Ω) and Y ′ = (X,V ′,Θ,Ω′) as defined in (1.14) and where Lα is the
perimeter of the enlarged body

(1.21) Σα :=
{
y
∣∣ d(y,Σ) ≤ α/2

}
,

and σα is the arc-length on ∂Σα.

Theorem 1.1. Assume that the particles are initially distributed according to fN+1,0 defined
in (1.18)-(1.19) and consider the joint limit N →∞, ε→ 0 and α→ 0 with

Nε = 1 , α4log logN � 1 .

Then for any time T ≥ 1, the distribution f
(1)
N+1 of the rigid body satisfies

(1.22) lim
N→∞

∥∥f (1)
N+1(t)− M̄β,Igε(t)

∥∥
L∞([0,T ];L1(T2×R2×S×R))

= 0

where gε satisfies the linear Boltzmann equation

(1.23) ∂tgε + V · ∇Xgε +
α

ε
Ω ∂Θgε = Lαgε .

When ε and α tend to 0, the solution of the linear Boltzmann equation (1.23) converges to
the solution of a hypoelliptic equation combining the transport with the diffusion operator

L =
1

β

(L
2

∆V +
K
I2
∂2

Ω

)
− L

2
V · ∇V −

K
I

Ω∂Ω ,(1.24)

where recall that L stands for the perimeter of Σ and where

K :=

∫ L

0
(r · n⊥)2dσ .

Note that K = 0 in the case when the rigid body is a disk.
We can therefore also deduce the following behavior of the rigid body distribution for all

times.

Theorem 1.2. Assume that the particles are initially distributed according to fN+1,0 defined
in (1.18)-(1.19) and consider the joint limit N →∞, ε→ 0 and α→ 0 with

Nε = 1 , α4log logN � 1 .

Then for any time T ≥ 1, the distribution f
(1)
N+1 of the rigid body converges to M̄β,I g, weak-?

in L∞([0, T ]× T2 × R2 × S× R), where g is the solution of

∂tg + V · ∇Xg = aLg with a :=

(
8

πβ

)1/2

,(1.25)

starting from g0.
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The fluctuations of the whole path of the rigid body can also be controlled and the limiting
process will be the Ornstein-Uhlenbeck process W(t) = (V(t),O(t)) with generator aL given
in (1.24)

dX(t) = V(t)dt

dV(t) = −aLV(t)dt+

√
2aL

β
dB1(t)

dO(t) = −aK
I
O(t)dt+

√
2aK
βI

dB2(t)

(1.26)

where B1 ∈ R2, B2 ∈ R are two independent Brownian motions. InitiallyW(0) = (V(0),O(0))
is distributed according to Mβ,I defined in (1.16). There is no limiting process for the angles

which are rotating too fast as the angular momentum Ω̂ has been rescaled by a factor ε/α.

In the joint Boltzmann-Grad limit and α→ 0, the velocity and the angular momentum of
the rigid body converge to the diffusive process W.

Theorem 1.3. Let Ξ(t) = (V (t),Ω(t)) be the microscopic process associated with the rigid
body and starting from the equilibrium measure Mβ,I,N defined in (1.17). For any time T > 0,
the process Ξ converges in law in [0, T ] to the Ornstein-Uhlenbeck process W defined by (1.26)
in the joint limit N →∞, ε→ 0 and α→ 0 with

Nε = 1 , α4log logN � 1.

Compared to [11], the limiting process (1.26) is somewhat simpler as the velocity and the
angular momentum fluctuations of the rigid body decouple. This comes from the fact that
the size of the rigid body is scaled with ε/α and when ε/α tends to 0, this induces a very
fast rotation (see (1.12)) which averages out the cross correlations between the velocity and
the angular momentum.

2. Formal asymptotics and structure of the proof

2.1. The BBGKY hierarchy. To prove Theorem 1.1, we need to write down the equation

on f
(1)
N+1, which involves the second marginal, so we are led as usual in this context to studying

the full BBGKY hierarchy on the marginals (denoting zi := (xi, vi))

∀s ≤ N + 1 , f
(s)
N+1(t, Y, Zs−1) :=

∫
fN+1(t, Y, ZN ) dzs . . . dzN .

Recall that fN+1 is the distribution over the N + 1 particles and we have f
(N+1)
N+1 = fN+1.

Applying Green’s formula leads to the scaled equation

(2.1)
∂tf

(s)
N+1 + V · ∇Xf (s)

N+1 +
1

α

s−1∑
i=1

vi · ∇xif
(s)
N+1 +

α

ε
Ω ∂Θf

(s)
N+1

= Cs,s+1f
(s+1)
N+1 +Ds,s+1f

(s+1)
N+1 ,

where Cs,s+1 is the usual collision operator related to collisions between two atoms

(Cs,s+1f
(s+1)
N+1 )(Y,Zs−1) := (N − s+ 1)ε

×
s−1∑
i=1

∫
S×R2

f
(s+1)
N+1 (Y, Zs−1, xi + ενs, vs)

1

α
(vs − vi) · νs dνsdvs ,
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while Ds,s+1 takes into account collisions between the rigid body and the atoms

(Ds,s+1f
(s+1)
N+1 )(Y,Zs−1) := (N − s+ 1)

ε

α

×
∫

[0,Lα]×R2

f
(s+1)
N+1 (Y,Zs−1, X +

ε

α
rα,Θ, vs)

( 1

α
vs − V − Ωr⊥α,Θ

)
· nα,Θ dσαdvs ,

where we recall that the subscript Θ denotes the rotation of angle Θ as defined in (1.1),
and rα, nα are functions of the arc-length σα on ∂Σα.

Note that the set Σα defined in (1.21) is introduced to take into account the radius of the
atoms. Indeed at the collision, the center of the atom is at distance ε/2 of the body (ε/α)Σ,
thus after rescaling by α/ε, the center of the atom is at distance α/2 of Σ. Ultimately α will
tend to 0 and ∂Σα to ∂Σ since Σ is assumed to be smooth and convex.

The structure of the collision kernel in Ds,s+1 can be understood as follows: such a colli-
sion occurs when an atom among those labeled from s to N (say s) has its center xs such
that α

εR−Θ(xs −X) belongs to ∂Σα :

R−Θ(xs −X)− ε

α
rα = 0 .

The normal to the corresponding surface ∂Dα is given by (RΘnα,−RΘnα,−
ε

α
r⊥α · nα) in

the (xs, X,Θ) space. Applying the Stokes theorem, we obtain that for any function ϕ∫
Dα×R5

(
1

α
vs · ∇xs + V · ∇X +

α

ε
Ω ∂Θ)ϕ(xs, vs, X, V,Θ,Ω)dxsdvsdY

=

∫
Dα×R5

∇xs,X,Θ ·
(
(

1

α
vs, V,

α

ε
Ω)ϕ

)
(xs, vs, X, V,Θ,Ω)dxsdvsdY

=

∫
∂Dα×R5

( 1

α
vs − V − ΩRΘr

⊥
α

)
· RΘnα√

2 + ( εαr
⊥
α · nα)2

ϕ(xs, vs, X, V,Θ,Ω)dναdvsdV dΩ

where να is the four-dimensional unit surface measure on the set ∂Dα. Parametrizing this
set by σα, X,Θ with dσα the elementary arc-length on ∂Σα we find that

dνα =
ε

α

√
2 + (

ε

α
r⊥α · nα)2 dσαdXdΘ

so finally we obtain that for any function ϕ∫
Dα×R5

(
1

α
vs · ∇xs + V · ∇X +

α

ε
Ω ∂Θ)ϕ(xs, vs, X, V,Θ,Ω)dxsdvsdY

=
ε

α

∫
ϕ(X +

ε

α
rα,Θ, vs, X, V,Θ,Ω)

( 1

α
vs − V − Ωr⊥α,Θ

)
· nα,Θ dσαdvsdY .

This enables us to identify the contribution of the boundary term at a rigid body-atom
collision.

Remark 2.1. Note that the integral could be reparametrized by the arc-length on ∂Σ. We
indeed have that

rα = r +
α

2
n

which leads to
drα
dσ

= −n⊥ +
α

2
κn⊥,

where −n⊥ stands for the tangent. In particular, both curves have the same tangent and the
same normal, and we have the identity( 1

α
vs − V − Ωr⊥α,Θ

)
· nα,Θ =

( 1

α
vs − V − Ωr⊥Θ

)
· nΘ ,



9

which implies that the cross section depends only on the normal relative velocity at the contact
point.

As usual in this context, we now separate the collision operators according to post and
pre-collisional configurations, using the collision laws (1.13)(1.14). This is classical as far
as Cs,s+1 is concerned: we write, thanks to the boundary condition when two atoms collide,

Cs,s+1 = C+
s,s+1 − C−s,s+1

with (
C+
s,s+1f

(s+1)
N+1

)
(Y, Zs−1) := (N − s+ 1)

ε

α

×
s−1∑
i=1

∫
S×R2

f
(s+1)
N+1 (. . . , xi, v

′
i, . . . , xi + ενs, v

′
s)
(
(v′s − v′i) · νs

)
−dνsdvs(

C−s,s+1f
(s+1)
N+1

)
(Y,Zs−1) := (N − s+ 1)

ε

α

×
s−1∑
i=1

∫
S×R2

f
(s+1)
N+1 (. . . , xi, vi, . . . , xi + ενs, vs)

(
(vs − vi) · νs

)
−dνsdvs .

Note that
(
(vs − vi) · νs

)
+

=
(
(v′s − v′i) · νs

)
−.

In the case of the operator Ds,s+1, we also use the collision laws which provide the decom-
position

(2.2) Ds,s+1 = D+
s,s+1 −D−s,s+1,

with

(2.3)

(
D+
s,s+1f

(s+1)
N+1

)
(Y, Zs−1) := (N − s+ 1)

ε

α

×
∫

[0,Lα]×R2

f
(s+1)
N+1 (Y ′, Zs−1, X +

ε

α
rα,Θ, v

′
s)
(( 1

α
v′s − V ′ − Ω′r⊥Θ

)
· nΘ

)
−
dσαdvs ,(

D−s,s+1f
(s+1)
N+1

)
(Y,Zs−1) := (N − s+ 1)

ε

α

×
∫

[0,Lα]×R2

f
(s+1)
N+1 (Y,Zs−1, X +

ε

α
rα,Θ, vs)

(( 1

α
vs − V − Ωr⊥Θ

)
· nΘ

)
−
dσαdvs ,

where we used that
(

1
αv
′
s−V ′−Ω′r⊥Θ

)
·nΘ = −

(
1
αvs−V −Ωr⊥Θ

)
·nΘ and where we have writ-

ten Y ′ = (X,V ′,Θ,Ω′) and (v′s, V
′,Ω′) is the post-collisional configuration defined by (1.14).

2.2. Iterated Duhamel formula and continuity estimates. Using the hierarchy (2.1),
the first marginal can be represented in terms of the iterated Duhamel formula

(2.4)
f

(1)
N+1(t) = S1(t)f

(1)
N+1,0 +

N∑
n=1

∫ t

0

∫ t1

0
· · ·
∫ tn−1

0
S1(t− t1)(C1,2 +D1,2)S2(t1 − t2) . . .

. . .S1+n(tn)f
(1+n)
N+1,0 dtn . . . dt1 ,

where Ss denotes the group associated with V · ∇X +
1

α

s−1∑
i=1

vi · ∇xi +
α

ε
Ω ∂Θ in Dsε with

specular reflection on the boundary. To simplify notation, we define the operators Q1,1(t) =
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S1(t) and for s, n ≥ 1

(2.5)
Qn,n+s(t) :=

∫ t

0

∫ tn

0
· · ·
∫ tn+s−2

0
Sn(t− tn)(Cn,n+1 +Dn,n+1)Sn+1(tn − tn+1)

. . .Sn+s(tn+s−1)dtn+s−1 . . . dtn ,

so that

(2.6) f
(1)
N+1(t) =

N∑
s=0

Q1,1+s(t)f
(1+s)
N+1,0 .

To establish uniform bounds on the iterated Duhamel formula (2.6), we use the estimates
on the initial data (1.18) and the maximum principle for the Liouville equation to get

(2.7) fN+1(t) ≤ ‖g0‖L∞Mβ,I,N .

Thus,

(2.8)
f

(s)
N+1(t, Y, Zs−1) ≤ ‖g0‖L∞M (s)

β,I,N (X,V,Ω, Zs−1)

≤ Cs‖g0‖L∞ Mβ,I(V,Ω)M
⊗(s−1)
β (Vs−1) ,

where from now on C is a constant which may change from line to line, and the upper
bound in terms of the Gaussian measures (1.16) is uniform with respect to the positions.

The factor Cs is due to the exclusion Z−1
s in M

(s)
β,I,N . This estimate can be combined with

continuity estimates on the collision operators (see [14, 3]). As usual we overestimate all
contributions by considering rather the operators |Cs,s+1| and |Ds,s+1| defined by

|Cs,s+1|fs+1 :=
s∑
i=1

(C+
s,s+1 + C−s,s+1)fs+1 , |Ds,s+1|fs+1 :=

s∑
i=1

(D+
s,s+1 +D−s,s+1)fs+1 ,

and the corresponding series operators |Qs,s+n|. Thanks to (2.8), it is enough to estimate
the norm of collision operators when applied to the reference Gaussian measures introduced
in (1.16). The following result holds.

Proposition 2.2. There is a constant C1 = C1(β, I) such that for all s, n ∈ N∗ and all t ≥ 0,
the operator |Q| satisfies the following continuity estimate:

|Q1,1+s|(t)
(
M

(s)
β,I,N

)
≤
(C1t

α2

)s
M3β/4,I .

The proof is standard and sketched in Appendix B.1. Note that this estimate is the
key to the local wellposedness of the hierarchy (see [14]) : it implies indeed that the series
expansion (2.4) converges (uniformly in N) on any time such that t� α2.

2.3. Probability of trajectories and the Duhamel series. We start by recalling how
the series (2.6) can be interpreted in terms of a branching process. This plays a key role in
the analysis of the series as explained in [17, 7, 14]. A more detailed presentation will be
given in Section 6.1. The operator Q1,1+s defined in (2.5) can be described by collision trees
with a root indexed by the coordinates at time t of the rigid body to which we assign the
label 0.

Definition 2.3 (Collision trees). Let s ≥ 1 be fixed. An (ordered) collision tree a ∈ As is
defined by a family (ai)1≤i≤s with ai ∈ {0, . . . , i− 1}.
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We first describe the adjunction of new particles in the backward dynamics starting at
time t0 = t from the rigid body which can be seen as the root of the tree. Fix s ≥ 1, a
collision tree a ∈ As and Y = (X,V,Θ,Ω), and consider a collection of decreasing times,
impact parameters and velocities

T1,s = {t1 > · · · > ts} , N1,s = {ν1, . . . , νs} , V1,s = {v1, . . . , vs} .

Pseudo-trajectories are defined in terms of the backward BBGKY dynamics as follows :

• in between the collision times ti and ti+1 the particles follow the i+1-particle backward
flow with elastic reflection;
• at time t+i , if ai 6= 0, the atom labeled i is adjoined to atom ai at position xai + ενi

and with velocity vi provided this does not cause an overlap of particles.
If (vi − vai(t+i )) · νi > 0, velocities at time t−i are given by the scattering laws

(2.9)
vai(t

−
i ) = vai(t

+
i )− (vai(t

+
i )− vi) · νi νi ,

vi(t
−
i ) = vi + (vai(t

+
i )− vi) · νi νi .

• at time t+i , if ai = 0 and provided this does not cause an overlap of particles, the
atom labeled i is adjoined to the rigid body at position X + ε

αRΘ(t+i )rα,i and with

velocity vi.
If (α−1vi − V (t+i )− Ω(t+i )RΘ(t+i )r

⊥
i ) · RΘ(t+i )νi > 0, velocities at time t−i are given

by the scattering laws

(2.10)

vi(t
−
i )− vi =

2

A+ 1

(
αV (t+i ) + αΩ(t+i )RΘ(t+i )r

⊥
i − vi

)
·RΘ(t+i )νiRΘ(t+i )νi ,

V (t−i )− V (t+i ) = − 2α

A+ 1
(αV (t+i ) + αΩ(t+i )RΘ(t+i )r

⊥
i − vi) ·RΘ(t+i )νiRΘ(t+i )νi ,

Ω(t−i )− Ω(t+i ) = − 2α

(A+ 1)I
(αV (t+i ) + αΩ(t+i )RΘ(t+i )r

⊥
i − vi) ·RΘ(t+i )νi (r⊥i · νi) .

At each time τ ∈ [0, t], we denote by Y (a, T1,s,N1,s, V1,s, τ) the position, velocity, orientation
and angular velocity of the rigid body and by zi(a, T1,s,N1,s, V1,s, τ) the position and velocity
of the atom labeled i (provided τ < ti). The configuration obtained at the end of the tree,

i.e. at time 0, is
(
Y,Zs

)
(a, T1,s,N1,s, V1,s, 0). The term Q1,1+s(t)f

(s+1)
N+1,0 in the series (2.6) is

evaluated by integrating the initial data f
(s+1)
N+1,0 over the values

(
Y,Zs

)
(a, T1,s,N1,s, V1,s, 0) of

the pseudo-trajectories at time 0.

Pseudo-trajectories provide a geometric representation of the iterated Duhamel series (2.6),
but they are not physical trajectories of the particle system. Nevertheless, the probability
on the trajectories of the rigid body can be derived from the Duhamel series, as we are
going to explain now. For a given time T > 0, the sample path of the rigid body is denoted
by YT := (X(t), V (t),Θ(t),Ω(t))t≤T and the corresponding probability by PfN+1,0

, where the
subscript stands for the initial data of the particle system. As YT has jumps in the velocity
and angular momentum, it is convenient to work in the space D([0, T ]) of functions that
are right-continuous with left-hand limits in R6. This space is endowed with the Skorohod
topology (see [2] page 121).

The following proposition allows us to rephrase the probability of trajectory events in terms
of the Duhamel series.
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Proposition 2.4. For any measurable event C in the space D([0, T ]), the probability that the
path YT = {Y (t)}t≤T under the initial distribution fN+1,0 belongs to C is given by

PfN+1,0

(
{YT ∈ C}

)
=

∫
dY

N∑
s=0

Q1,1+s(T ) 1{YT∈C} f
(1+s)
N+1,0 ,

where the notation Q1,1+s(T ) 1{YT∈C} means that only the pseudo-trajectories such that YT
belongs to C are integrated over the initial data. The other pseudo-trajectories are discarded.
The integral is over the coordinates Y of the rigid body at time T .

Proof. In [3], the iterated Duhamel formula was adapted to control the process at different
times. Let τ1 < · · · < τ` be an increasing collection of times and H` = {h1, . . . , h`} a collection
of ` smooth functions. Define the biased distribution at time τ` as follows

(2.11) EN
(
h1

(
Y (τ1)

)
. . . h`

(
Y (τ`)

))
:=

∫
dY h`(Y )f

(1)
N+1,H`

(τ`, Y ) ,

where Y = (X,Θ, V,Ω), in the integral, stands for the state of the rigid body at time τ` and
the modified density is

f
(1)
N+1,H`

(τ`, Y ) :=

N∑
m1+···+m`=0

Q1,1+m1(τ` − τ`−1)
(
h`−1Q1+m1,1+m1+m2(τ`−1 − τ`−2)(2.12)

. . . h1Q1+m1+···+m`−1,1+m1+···+m`(τ1)
)
f

(1+m1+···+m`)
N+1,0 .

In other words, the collision tree is generated backward starting from Y = Y (τ`) and the
iterated Duhamel formula is weighted by the product h1

(
Y (τ1)

)
. . . h`

(
Y (τ`)

)
evaluated on

the backward pseudo-trajectory associated with the rigid body.
More generally any function h in (T2×S1×R3)⊗` can be approximated in terms of products

of functions in (T2 × S1 × R3)⊗`, thus (2.11) leads to

EN
(
h
(
Y (τ1), . . . , Y (τ`)

))
=

∫
dY

N∑
m=0

Q1,1+m(T ) h
(
Y (τ1), . . . , Y (τ`)

)
f

(1+m)
N+1,0 ,(2.13)

where the Duhamel series are weighted by the rigid body trajectory at times τ1, . . . , τ`.

For any 0 ≤ τ1 < · · · < τ` ≤ T , we denote by πτ1,...,τ` the projection from D([0, T ])

to (T2 × S× R3)⊗`

(2.14) πτ1,...,τ`(Y ) = (Y (τ1), . . . , Y (τ`)) .

The σ-field of Borel sets for the Skorohod topology can be generated by the sets of the
form π−1

τ1,...,τ`
H with H a subset of (T2 × S× R3)` (see Theorem 12.5 in [2], page 134).

Thus (2.13) is sufficient to characterize the probability of any measurable set C. This com-
pletes the proof of Proposition 2.4. �

2.4. Structure of the paper. In order to prove that in the Boltzmann-Grad limit, the
mechanical motion of the rigid body can be reduced to a stochastic process, we are going
to use successive approximations of the microscopic dynamics by idealized models. The first
step is to compare the microscopic dynamics of the rigid body with a Markov chain by
showing that for N large (in the Boltzmann-Grad scaling Nε = 1), the complex interaction
between the rigid body and the atoms can be replaced by the interaction with an ideal gas
and the deterministic correlations can be neglected. This first step boils down to showing that
the distribution of the rigid body follows closely a linear Boltzmann equation with an error
controlled in N, ε, α: this corresponds to Theorem 1.1 whose proof is achieved in Section 7.
The linear regime still keeps track of some dependency in ε and α due to the fast rotation of
the rigid body and to the large amount of collisions (with small deflections). In Section 8, we
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show that this dependency averages out when ε and α tend to 0, thus proving Theorem 1.2.
Finally Theorem 1.3 is proved in Section 9, and requires in particular studying correlations
at different times, as well as checking some tightness conditions.

Series expansions and pseudo-trajectories
The initial data (1.18) is a small fluctuation around the equilibrium Gibbs measure, thus

we expect that the atom distribution will remain close to equilibrium and that in the large N
limit the rigid body will behave as if it were in contact with an ideal gas. As a consequence,
for large N , the distribution of the rigid body should be well approximated by

f
(1)
N+1(t, Y ) ∼ M̄β,I(Y )gε(t, Y ) ,

where M̄β,I was introduced in (1.16) and gε solves the linear Boltzmann equation (1.23) with
initial data g0.

This approximation is made quantitative in Section 7. This is the key step of the proof
of Theorem 1.1: one has to control the dynamics of the whole gas and to prove that the
atoms act as a stochastic bath on the rigid body (up to a small error). Note that, as usual
in the Boltzmann-Grad limit, we are not able to prove directly the tensorization for the joint
probability of atoms, and the decoupling of the equation for the rigid body distribution.

We therefore approximate the BBGKY hierarchy by another hierarchy, the initial data of
which is given by

(2.15) ∀s ≥ 1 , f
(s)
0 (Y, Zs−1) := g0(Y )M̄β,I(Y )

s−1∏
i=1

Mβ(vi) .

This hierarchy (referred to in the following as the Boltzmann hierarchy) is obtained by taking
formally the N →∞, ε→ 0 asymptotics in the collision operators appearing in the BBGKY
hierarchy under the Boltzmann-Grad scaling Nε = 1. It represents the dynamics where
the rigid body and the atoms are reduced to points, however its solution still depends on α
and ε, which appear in the scaling of the angular velocity O(α/ε) of the rigid body and the
velocities of the atoms O(1/α), as well in the collision frequency and in the fact that the
collision integral is on ∂Σα. We thus define(

C̄s,s+1f
(s+1)

)
(Y,Zs−1) :=

1

α

s∑
i=1

∫
S×R2

[
f (s+1)(. . . , xi, v

′
i, . . . , xi, v

′
s)
(
(v′s − v′i) · νs

)
−

−f (s+1)(. . . , xi, vi, . . . , xi, vs)
(
(vs − vi) · νs

)
−

]
dνsdvs

and(
D̄s,s+1f

(s+1)
)
(Y,Zs−1) :=

1

α

∫
[0,Lα]×R2

[
f (s+1)(Y ′, Zs−1, X, v

′
s)
(( 1

α
v′s − V ′ − Ω′r⊥Θ

)
· nΘ

)
−

−f (s+1)(Y,Zs−1, X, vs)
(( 1

α
vs − V − Ωr⊥Θ

)
· nΘ

)
−

]
dσαdvs ,

for any Y = (X,V,Θ,Ω) and Zs−1.

One can check that if the initial data is given by (2.15), then the solution (f
(s)
ε )s≥1 to the

Boltzmann hierarchy is given by the tensor product to the solution of the linear Boltzmann
equation (1.23), namely

∀s ≥ 1 , f (s)
ε (t, Y, Zs−1) := gε(t, Y )M̄β,I(Y )

s−1∏
i=1

Mβ(vi) ,

where gε solves (1.23).
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The core of the proof of Theorem 1.1 therefore consists in controlling the difference between
both hierarchies, starting from the geometric representation of solutions in terms of pseudo-
trajectories.

Pseudo-trajectories involving a large number of collisions contribute very little to the sum
as can be proved by the pruning argument developed in [3] (see Section 5). On the other
hand, we expect most pseudo-trajectories with a moderate number of collisions to involve
only collisions between independent particles. A geometric argument similar to [14, 3] (see
Section 6) gives indeed a suitable estimate of the error, provided that locally the interaction
between the rigid body and any fixed atom corresponds to a unique collision.

Control of the scattering
Compared to [14, 3], we have here an additional step to control the pathological atom-rigid

body interactions leading to a different scattering.

Because atoms are expected to have a typical velocity v̂ = O(1/α) while each point of the

rigid body has a typical velocity V +Ω̂r⊥ = O(1), in most cases the atom will escape before a
second collision is possible. However, the set of parameters leading to pathological situations
can be controlled typically by a power of α (see Section 3.1), which is not small enough to
be neglected as the other recollisions (which are controlled by a power of ε). To avoid those
pathological situations, a modified, truncated dynamics is introduced in Section 3.2, which
stops as soon as such a pathological collision occurs. Section 3.3 provides the proof that the
original dynamics coincides with the truncated dynamics for data chosen outside a small set.

Diffusive scaling
Following the strategy described in the previous paragraph and performed in Sections 3

to 6, we obtain explicit controls in terms of N, ε, α on the convergence of the first marginal to
the linear Boltzmann equation (1.23). However this equation still depends on ε and α. On the
one hand, we prove in Section 8.1 that the density becomes rotationally invariant as ε → 0,
and on the other hand in the limit α→ 0, we show in Section 8.2 that expanding the density
in the collision operators, cancellations occur at first order between the gain and loss terms.
Thus in the joint limit ε, α→ 0, we prove that the linear Boltzmann equation (1.23) remains
close (in a weak sense) to the weak solution of

∂tg + V · ∇xg =

(
8

πβ

)1/2

Lg ,

where the diffusion operator is given by (1.24). Finally, these estimates are used in Section 9
to prove the convergence towards an Ornstein-Uhlenbeck process.

3. The modified BBGKY hierarchy

3.1. Geometry of the atom-rigid body interaction. As the rigid body rotates, even
though it is convex, there are situations where the binary interaction between an atom and
the rigid body leads to many collisions. One can imagine for instance the extreme case when
the rigid body is very long so that it almost separates the plane into two half planes (with
a rotating interface) : then, whatever the motion of the atom is, we expect infinitely many
collisions to occur.

Below, we focus on collisions between the molecule and a single atom, forgetting the rest
of the gas for a moment. Furthermore, we consider the dynamics in the whole space and do
not take into account periodic recollisions. Rescaling time and space by a factor α/ε, we first
use the scaling invariances of the system to reduce to the case when

• the rigid body has size O(1) and the diameter of the atom is α;
• the velocity and angular velocity of the rigid body are O(1);
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• the typical velocity of the atom is O(1/α).

Then we shall take advantage of the scale separation between the velocity of the atoms
and the velocity of the rigid body, to show that with high probability the atom will escape a
security ball around the rigid body before the rigid body has really moved. More precisely,
we shall prove that if at the time of collision, one has the following conditions (where η > 0
is chosen small enough, typically η < 1/6 will do)

(3.1)
∣∣V ′ − V ∣∣ ≥ α2+η , max

{
|V |, |V ′|, |Ω|, |Ω′|} ≤ | logα| ,

and

(3.2) |v − αV | ≥ α2/3+η and |v′ − αV ′| ≥ α2/3+η ,

there cannot be any direct recollision between the rigid body and the atom. Notice that
under (3.1), both conditions in (3.2) can be deduced one from the other thanks to (1.14) up
to a (harmless) multiplicative constant.

Proposition 3.1. Fix η < 1/6 and consider a collisional configuration between an atom and
the rigid body. Under assumptions (3.1), (3.2) on the collisional velocities, the atom cannot
recollide with the rigid body.

Proof. From the scattering law (1.14), we know that

(3.3)
∣∣V ′ − V ∣∣ =

2α2

A+ 1

∣∣∣( v
α
− V − Ωr⊥Θ) · nΘ

∣∣∣ =
2α2

A+ 1
(
v′

α
− V ′ − Ω′r⊥Θ) · nΘ ,

where the last term is nonnegative as the velocities are outgoing. Under assumption (3.1)
and recalling that A ∼ α2, we therefore have that the normal relative velocity at the contact
point is bounded from below by O(αη):

(3.4) (
v′

α
− V ′ − Ω′r⊥Θ) · nΘ ≥ Cαη .

As this velocity is relatively small, in order to prove that the atom escapes without any
recollision, we will use the two key geometrical properties (1.5), (1.4) on the rigid body:

• it has finite size, it is included in a ball of radius rmax;
• it is strictly convex, with a curvature uniformly bounded from below by κmin.

Note that we only deal with kinematic conditions, so that we can stay in the reference frame
of the rigid body, and split the dynamics into two components : the rotation of the rigid
body and the translation of the atom.

- If there is a recollision, it should occur before time

(3.5) δmax :=
2rmax

min |v′α − V ′|
at which the atom escapes from the range of action of the rigid body. From Assumption (3.2),
we deduce that

δmax ≤ Cα1/3−η .

In particular, on this time scale, the angle of rotation of the rigid body is very small thanks
to (3.1)

(3.6) δmax|Ω′| ≤ Cα1/3−η| logα| .
Let us look at the motion in the reference frame associated with the center of mass G of

the rigid body.
- Because of the strict convexity of the rigid body, it is in the subset of the plane delimited

by the parabola parametrized by s ∈ R (see Figure 2)

rΘ − sn⊥Θ −
1

2
κmins

2nΘ ,
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n✓

r✓
r✓ � sn?
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✓ � 1
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2 n✓

Figure 2. The collision between the rigid body and a particle occurs at rΘ

and the dotted line is the tangent in the direction −n⊥Θ at rΘ. The parabola
is represented in dashed line.

where we have chosen the origin at the center of mass of the rigid body, and we denote by rΘ

the contact point at first collision and by (−n⊥Θ, nΘ) the tangent and the normal at RΘΣ at
this point. Note that, because the rigid body is contained in a ball of radius rmax, we are
only interested in the portion of the curve with s ≤ Crmax. After a small time δ, the rigid
body has rotated by a small angle δΩ′ around the origin, so this curve is parametrized by

(rΘ − sn⊥Θ −
1

2
κmins

2nΘ) + δΩ′(rΘ − sn⊥Θ −
1

2
κmins

2nΘ)⊥ +O((δΩ′)2) .

In order for the atom to recollide with the rigid body, it has first to intersect the parabola
at some time δ ≤ δmax, which leads to the following equation

δ(
v′

α
− V ′)− δΩ′r⊥Θ + sn⊥Θ +

1

2
κmins

2nΘ − sδΩ′nΘ +
1

2
δΩ′κmins

2n⊥Θ + w = O((δΩ′)2)

denoting by w the relative position of any given point of the atom with respect to the contact
point at the time of first collision. Note that

w · nΘ ≥ 0 .

Taking the scalar product by nΘ, we get

δ(
v′

α
− V ′ − Ω′r⊥Θ) · nΘ +

1

2
κmins

2 − sδΩ′ + w · nΘ = O((δΩ′)2) .

The canonical form of the polynomial in the left hand side is

1

2
κmin(s− δΩ′

κmin
)2 + δ(

v′

α
− V ′ − Ω′r⊥Θ) · nΘ −

(
δΩ′

κmin

)2

≥ δ
(

(
v′

α
− V ′ − Ω′r⊥Θ) · nΘ − δ

(
Ω′

2κmin

)2 )
≥ Cδ(αη +O(δ(Ω′)2)),

where on the last line, the first lower bound comes from (3.4).
Recall that by (3.2) and (3.6),

δ(Ω′)2 ≤ Cα1/3−η| logα|2 .
We thus conclude, since η < 1/6, that

δ(
v′

α
− V ′ − Ω′r⊥Θ) · nΘ +

1

2
κmins

2 − sδΩ′ + w · nΘ +O((δΩ′)2) > 0 ,

which implies that no recollision can occur. �
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3.2. Modified dynamics. Initial data such that the microscopic dynamics do not satisfy
conditions (3.1), (3.2) at some time in a given time interval [0, T ] will lead to pathological
trajectories which cannot be easily controlled in terms of the Duhamel series (2.6). In this
section, we prove that such initial data contribute very little to the average, and therefore
that the dynamics can be modified on these bad configurations without changing the law of
large numbers.

Fix T a given time. The set Aε,α of initial data such that the rigid body encounters a
pathological collision during [0, T ], i.e. a collision for which (3.1) or (3.2) is not satisfied, is
included in the union of the following two sets, the first one being defined only in terms of
the trajectory of the rigid body, and the second one involving additionally one atom of small
relative velocity :

Aε,α1 :=
{

(Y,ZN )
∣∣∣ ∃s ≤ T, 0 <

∣∣V (s−)− V (s+)
∣∣ < α2+η

or |Ω(s)| ≥ | logα| or |V (s)| ≥ | logα|
}
,

Aε,α2 :=
{

(Y,ZN )
∣∣∣ ∃s ≤ T, i ≤ N, d

(
xi(s), X(s) +

ε

α
RΘΣ

)
=
ε

2
and

either |vi(s+)− αV (s+)| ≤ α2/3+η or |vi(s−)− αV (s−)| ≤ α2/3+η
}
.

We shall prove that both sets have vanishing probability under the invariant measure
when α tends to 0, uniformly in ε � α. In the following, EMβ,I,N

,PMβ,I,N
stand for the ex-

pectation and the probability of the microscopic dynamics on the time interval [0, T ] starting
from Mβ,I,N . In the following we shall use indifferently the notation EMβ,I,N

,PMβ,I,N
when

applied to the trajectory or to the corresponding initial data.

Proposition 3.2. Assume that the scaling relations Nε = 1 and α| log ε| ≥ 1 hold. Then,
for any given T > 0, we have

lim
α→0

PMβ,I,N
(Aε,α) = 0 .

The proof of this result is postponed to Section 3.3. We stress the fact that the pathological
trajectories are not estimated in terms of the Duhamel series but directly at the level of the
microscopic dynamics.

A non conservative dynamics
To avoid multiple collisions of an atom with the rigid body, we kill trajectories when one

of the conditions (3.1), (3.2) is violated. More precisely, we define f̃N+1 as the solution to
the Liouville equation

∂tf̃N+1 + V · ∇X f̃N+1 +
1

α

N∑
i=1

vi · ∇xi f̃N+1 +
α

ε
Ω ∂Θf̃N+1 = 0 ,

with the following modification of the boundary conditions

(3.7) f̃N+1(t, Y ′, Z ′N ) = f̃N+1(t, Y, ZN )1{
(vi,V,Ω) satisfy (3.1) and (3.2)

}
where (Y ′, Z ′N ) is the post-collisional configuration defined by (1.14). Note that f̃N+1 coin-
cides with fN+1 on all characteristics which do not involve a pathological collision between

the rigid body and an atom. The marginals of f̃N+1 are

f̃
(s)
N+1(t, Y, Zs−1) :=

∫
f̃N+1(t, Y, ZN ) dzs . . . dzN ,
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and for all i ∈ {1, . . . , s− 1}, there holds at the boundary

(3.8) f̃
(s)
N+1(t, Y ′, Z ′s) = f̃

(s)
N+1(t, Y, Zs)1{(vi,V,Ω) satisfy (3.1) and (3.2)

} ,
and in particular

f̃
(s)
N+1(t, Y ′, Z ′s)1

{
(vi,V,Ω) do not satisfy (3.1) or (3.2)

} ≡ 0 .

From the maximum principle, we furthemore obtain that

(3.9) 0 ≤ f̃N+1 ≤ fN+1 ≤ ‖g0‖∞Mβ,I,N .

Modified hierarchy
The modified BBGKY hierarchy can be written for t ≤ T

(3.10)
f̃

(s)
N+1(t) =

N+1−s∑
n=0

∫ t

0

∫ ts

0
· · ·
∫ ts+n−2

0
S†s(t− ts)(Cs,s+1 +D†s,s+1)S†s+1(ts − ts+1) . . .

. . .S†s+n(ts+n−1)f
(s+n)
N+1 (0) dts+n−1 . . . dts ,

where

• S†s denotes the semigroup associated with V ·∇X +
1

α

s−1∑
i=1

vi ·∇xi +
α

ε
Ω ∂Θ in Dsε with

partial specular reflection (3.8);

• and the truncated collision operator D†s,s+1 = D+,†
s,s+1−D−s,s+1 is obtained by modifying

the gain operator (2.3) so that

(3.11)

(
D+,†
s,s+1f̃

(s+1)
N+1

)
(Y, Zs−1) := (N − s+ 1)

ε

α

∫
[0,Lα]×R2

1{
(v′s,V

′,Ω′) satisfy (3.1), (3.2)
}

× f̃ (s+1)
N+1 (Y ′, Zs−1, X +

ε

α
rα,Θ, v

′
s)
(( 1

α
v′s − V ′ − Ω′r⊥Θ

)
· nΘ

)
−
dσαdvs .

Notice that

(3.12) ∀p ∈ [1,∞] , ∀1 ≤ s ≤ N + 1 , ‖S†sfs‖Lp ≤ ‖fs‖Lp .

Error estimates

Both dynamics S†N+1 and SN+1 coincide on [0, T ] for initial data which are supported
on (Aε,α)c as no pathological collision occurs. Define

rN+1,0 := fN+1,01Aε,α .

Then, for any t ∈ [0, T ], thanks to (3.12),

‖fN+1(t)− f̃N+1(t)‖L1(DN+1
ε ) = ‖S†N+1(t)fN+1,0 − SN+1(t)fN+1,0‖L1(DN+1

ε )

≤
∥∥(S†N+1(t)− SN+1(t)

)
fN+1,0(1− 1Aε,α)

∥∥
L1(DN+1

ε )

+ ‖S†N+1(t)rN+1,0‖L1(DN+1
ε ) + ‖SN+1(t)rN+1,0‖L1(DN+1

ε )

≤ 2‖rN+1,0‖L1(DN+1
ε ) .

From Proposition 3.2, we therefore deduce the following corollary.

Corollary 3.3. Assume that the scaling relations Nε = 1 and α| log ε| ≥ 1 hold. Then, for
any given T > 0 we have

sup
t∈[0,T ]

lim
α→0
‖fN+1(t)− f̃N+1(t)‖L1(DN+1

ε ) = 0 .
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We shall therefore from now on work on the modified series expansion

(3.13) f̃
(s)
N+1(t) =

N+1−s∑
n=0

Q†s,s+n(t)f
(s+n)
N+1 (0) ,

where we denote

(3.14)
Q†s,s+n(t) :=

∫ t

0

∫ ts

0
· · ·
∫ ts+n−2

0
S†s(t− ts)(Cs,s+1 +D†s,s+1)S†s+1(ts − ts+1) . . .

. . .S†s+n(ts+n−1) dts+n−1 . . . dts .

Note that the operators Q†s,s+n satisfy the estimates stated in Proposition B.1. In particular

the series expansion (3.13) converges on any time t� α2.

3.3. Control on the pathological configurations: proof of Proposition 3.2. The
probability of Aε,α1 and Aε,α2 are estimated by different arguments.

Step 1. Estimating the probability of Aε,α1 .
We first reduce the analysis to small time intervals. Let Aα5 be the event Aε,α1 restricted

to the time interval [0, α5]. Suppose that

(3.15) lim
N→∞
α→0

1

α5
PMβ,I,N

(Aα5) = 0 .

Then the limit
lim
N→∞

PMβ,I,N
(Aε,α1 ) = 0

can be deduced by decomposing the event Aε,α1 over the time intervals ([(k− 1)α5, kα5[)k≤ T
α5

and using the fact that Mβ,I,N is invariant

PMβ,I,N
(Aε,α1 ) ≤ T

α5
PMβ,I,N

(Aα5) .

We turn now to the proof of (3.15). The set Aα5 is a set of initial conditions for the whole
dynamics, but it can be seen also as a set Cα5 on the single trajectory Yα5 = {Y (t)}t≤α5 of

the rigid body. In the latter formulation, Cα5 is measurable in the Skorohod space D([0, α5]).
It is indeed the union of

C1 :=
⋃
k≥1

⋂
n≥k

⋃
r∈Q∩[0,α5− 1

n
]

{
Yα5 ; 0 <

∣∣V (r +
1

n
)− V (r)

∣∣ < α2+η
}

and

C2 :=
⋃

r∈Q∩[0,α5]

{
Yα5 ; |V (r)| ≥ | logα| or

∣∣Ω(r)
∣∣ ≥ | logα|

}
.

Using Proposition 2.4, the probability of the event Cα5 can be rephrased in terms of the
Duhamel formula

PMβ,I,N

(
Aα5

)
=

N−1∑
m=0

∫
dY Q1,1+m(α5) 1{Yα5∈Cα5} M

(1+m)
β,I,N .

The contribution of C2 is exponentially small: there are two constants C and C ′, depending
on β and I and which may change from one line to the other, such that

N−1∑
m=0

∫
dY Q1,1+m(α5) 1{Yα5∈C2} M

(1+m)
β,I,N ≤ C exp(−C ′| logα|2)

N−1∑
m=0

∫
dY Q1,1+m(α5) M

(1+m)
β/2,I,N

≤ C exp(−C ′| logα|2) ,
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where the last inequality is obtained using the conservation of energy to replace Ω by Ω′ in
a fraction of the Maxwellian, and applying Proposition B.1 with t = α5.

To evaluate the contribution of C1, we treat the terms of the series differently according to
the number of collisions. If there is no collision m = 0 then the rigid body is not deflected so
the term is equal to 0. Going back to the proof of Proposition B.1 with t = α5, we get

∀m ≥ 2,
∥∥∥Q1,1+m(α5) M

(1+m)
β,I,N

∥∥∥
L∞
≤ Cmα3m ,

and we deduce that the total contribution of the terms m ≥ 2 will be bounded by α6, so it
will vanish in (3.15).

Thus it remains to control the term with a single collision m = 1: let us show that

(3.16)

∫
dY Q1,2(α5) 1{Yα5∈C1} M

(2)
β,I,N ≤ Cα5+2η ,

which will complete (3.15). The time integration in Q1,2(α5) provides a factor α5, so it is
enough to gain a factor α2η from the collision operator. The event C1 is supported by the
pseudo-trajectories with a deflection, thus only the part D+

1,2 of the collision operator (2.2)
will be contributing(

D+
1,2M

(2)
β,I,N

)
(Y, Z1) =

1

α

∫
[0,Lα]×R2

M
(2)
β,I,N (Y ′, X +

ε

α
rα,Θ, v

′
1)
(( 1

α
v′1 − V ′ − Ω′r⊥Θ

)
· nΘ

)
−
dσαdv1 .

Suppose that the collision leads to a small deflection, then according to (3.3) we get∣∣V ′ − V ∣∣ =
2α

1 +A
|(v1 − αV − αΩr⊥Θ) · nΘ| =

2α

1 +A
|(v′1 − αV ′ − αΩ′r⊥Θ) · nΘ| ≤ 2α2+η .

Given the coordinates of the rigid body (V,Ω) and the impact parameter nΘ, this implies that

the velocity v1 has to belong to a tube of diameter α1+η which has a measure less than α2(1+η)

under |(v1 − αV − αΩr⊥Θ) · nΘ|Mβ. Plugging this estimate in the collision operator D+
1,2, we

get an upper bound of the type O(α2η). This completes (3.16).

Step 2. Estimating the probability of Aε,α2 \ Aε,α1 .
We first recall that since |Ω(s)| ≤ | logα| and due to conditions (1.14), outside Aε,α1 the

condition

|vi(s−)− αV (s−)| ≤ Cα2/3+η

is equivalent (up to a change of the constant C), to

|vi(s+)− αV (s+)| ≤ Cα2/3+η .

If a series of collisions occurs between a particle and the rigid body, then thanks to Propo-
sition 3.1 necessarily the first of these collisions is pathological. We are going to esti-
mate the probability of this first pathological collision to estimate the probability of the
event Aε,α2 \Aε,α1 . It can occur due to two possible scenarios: either there is only one particle
in the vicinity of the solid body before the pathological shock, or there are several. In the
following we denote by i the particle having a pathological collision with the solid body, by
τc the time of this collision and we define

τ1 := min{τ ≥ 0 /∀τ ′ ∈ [τ, τc] , |xi(τ ′)−X(τ ′)| ≤ 2ε/α} ,

τ2 := min{τ ≥ 0 /∀τ ′ ∈ [τ, τc] , |xi(τ ′)−X(τ ′)| ≤ 3ε/α} .
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(i) If τ2 = 0, then the corresponding probability under Mβ,I,N can be estimated by

CN
ε2

α2
= C

ε

α2
,

where the factor N takes into account all the possible choices of the label i.
(ii) If τ2 > 0 and there is no other particle at a distance less than 2ε/α from the rigid

body on [τ1, τc], then the particle i has traveled a distance at least ε/α through the
neighborhood of the rigid body before the pathological collision. In this case, the
following event will be satisfied

B1 :=
{
∃i ≤ N ,

∫ T

0
ds
|vi(s)− αV (s)|

α
1{|xi(s)−X(s)|≤ 2ε

α
, |vi(s)−αV (s)|≤α2/3+η} ≥

ε

α

}
.

(iii) If τ2 > 0 and there is at least one other particle j at a distance less than 2ε/α from the
rigid body for some τ ∈ [τ1, τc], then one of the particles i, j has to travel a distance
at least ε/α while the two particles remain at distance less than 3ε/α of the rigid
body. Thus it is enough to estimate the event

(3.17)
B2 :=

{
∃i, j ≤ N ,

∫ T

0
ds

( |vi(s)− αV (s)|
α

+
|vj(s)− αV (s)|

α

)
× 1{|xi(s)−X(s)|≤ 3ε

α
,|xj(s)−X(s)|≤ 3ε

α
} ≥

ε

α

}
.

We turn now to estimating the probabilities of the events B1, B2 to conclude the proof.

We first bound from above the probability of B1 by using the invariant measure. On the
one hand

PMβ,I,N
(B1) ≤ N 1

ε
EN
(∫ T

0
ds|v1(s)− αV (s)|1{|x1(s)−X(s)|≤ 2ε

α
, |v1(s)−αV (s)|≤α2/3+η}

)
≤ N T

ε
EMβ,I,N

(
|v1 − αV |1{|x1−X|≤ 2ε

α
, |v1−αV |≤α2/3+η}

)
.

As the position and velocity are independent under the invariant measure, we get

PMβ,I,N
(B1) ≤ N T

ε
EMβ,I,N

(
|x1 −X| ≤

2ε

α

)
EMβ,I,N

(
|v1 − αV | 1{|v1−αV |≤α2/3+η}

)
≤ N T

ε

4ε2

α2
α2+3η = 4Tα3η ,

where we used that in dimension 2

EMβ,I,N

(
|v1 − αV | 1{|v1−αV |≤α2/3+η}

)
'
∫
R2

Mβ(v)|v|1{|v|≤α2/3+η}dv ' α2+3η .

We turn now to the second event. We have

PMβ,I,N
(B2) ≤ N2 1

ε
EMβ,I,N

(∫ T

0
ds (|v1(s)− αV (s)|+ |v2(s)− αV (s)|)

× 1{|x1(s)−X(s)|≤ 3ε
α
, |x2(s)−X(s)|≤ 3ε

α
}

)
≤ CN2T

ε
EMβ,I,N

(
|x1 −X| ≤

3ε

α
and |x2 −X| ≤

3ε

α

)
EMβ,I,N

(
2|v1 − αV |

)
≤ CN2T

ε

ε4

α4
=
CTε

α4
,

bounding EMβ,I,N
(2|v1 − αV |) by a constant. Proposition 3.2 is proved. �
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4. The modified Boltzmann hierarchy

4.1. Removing the pathological collisions. We shall prove in the following sections that
the modified BBGKY hierarchy (3.13) behaves asymptotically as the following modified Boltz-
mann hierarchy: for all s ≥ 1,

(4.1)
f̃ (s)
ε (t) :=

∞∑
n=0

∫ t

0

∫ ts

0
· · ·
∫ ts+n−2

0
S̄s(t− ts)(C̄s,s+1 + D̄†s,s+1)S̄s+1(ts − ts+1) . . .

. . . S̄s+n(ts+n−1)f
(s+n)
0 dts+n−1 . . . dts ,

where

• S̄s denotes the group associated with the free transport V ·∇X+
1

α

s−1∑
i=1

vi ·∇xi+
α

ε
Ω ∂Θ

• the collision operators C̄s,s+1 are defined as usual by

(
C̄s,s+1f

(s+1)
)
(Y,Zs−1) :=

1

α

s∑
i=1

∫
S×R2

[
f (s+1)(. . . , xi, v

′
i, . . . , xi, v

′
s)

− f (s+1)(. . . , xi, vi, . . . , xi, vs)
](

(vs − vi) · ν
)
−dνdvs

• and the truncated collision operator D̄†s,s+1 = D̄+,†
s,s+1−D̄−,†s,s+1 is obtained by modifying

the gain operator

(4.2)

(
D̄+,†
s,s+1f

(s+1)
)
(Y, Zs−1) :=

1

α

∫
[0,Lα]×R2

1{
(v′s,V

′,Ω′,Θ,σ) satisfy (3.1), (3.2)
}

× f (s+1)(Y ′, Zs−1, X, v
′
s)
(( 1

α
v′s − V ′ − Ω′r⊥Θ

)
· nΘ

)
−
dσαdvs

and the loss operator

(4.3)

(
D̄−,†s,s+1f

(s+1)
)
(Y,Zs−1) :=

1

α

∫
[0,Lα]×R2

1{
(vs,V,Ω,Θ,σ) satisfy (4.4)

}
× f (s+1)(Y,Zs−1, X, vs)

(( 1

α
vs − V − Ωr⊥Θ

)
· nΘ

)
−
dσαdvs ,

where the additional constraint is defined as

(4.4)
(vs, V,Ω,Θ, σ) are such that starting from a configuration (Y, Zs−1, X + ε

α rα,Θ, vs)

there is no direct recollision in the (two-body) backward evolution.

Note that this constraint depends only on α and not on ε, as the relative size between
the rigid body and the atoms scales with α.

Note that, in order to avoid direct recollisions between the rigid body and a new atom,
we modify the collision operators. The advantage in this approach, instead of modifying the
transport in (4.1) is that there is no memory effect, which allows for chaotic solutions to the
modified Boltzmann hierarchy. One can check in particular that the initial data (2.15) gives
rise to the unique solution to the Boltzmann hierarchy

(4.5) f̃ (s)
ε (t,X, V,Θ,Ω, Zs−1) = g̃ε(t, Y )M̄β,I(Y )

s∏
i=1

Mβ(vi)
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where g̃ε solves the linear equation

(4.6)

∂tg̃ε + V · ∇X g̃ε +
α

ε
Ω ∂Θg̃ε

=
1

α

∫
[0,Lα]×R2

Mβ(v)
(
1(3.1),(3.2)g̃ε(Y

′)
(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− 1(4.4)g̃ε(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv .

We further introduce the notation

(4.7) f̃ (s)
ε (t) =

∞∑
n=0

Q̄†s,s+n(t)f
(s+n)
0 ,

with

Q̄†s,s+n(t) :=

∫ t

0

∫ ts

0
· · ·
∫ ts+n−2

0
S̄s(t− ts)(C̄s,s+1 + D̄†s,s+1)S̄s+1(ts − ts+1) . . .

. . . S̄s+n(ts+n−1)dts+n−1 . . . dts .

Note that the operators Q̄†s,s+n satisfy the estimates stated in Proposition B.1. In particular

the series expansion (4.7) converges on any time t� α2.

4.2. Asymptotics of the truncated Boltzmann equation. The very rough estimates of
Proposition B.1 can be improved using the fact that the solution to the Boltzmann hierarchy
is a tensor product, provided that we can establish an a priori bound for the solution to the
Boltzmann equation. There is however a small difficulty here as the collision operator in (4.6)
is truncated, which breaks the symmetry. We therefore need to relate (4.6) to (1.23).

Note that

• at the level of the hierarchy, it is crucial to introduce the truncations (3.1), (3.2) and
(4.4) in order to minimize the errors between the modified BBGKY hierarchy and
the Boltzmann hierarchy, because these errors will sum up.
• at the level of the Boltzmann equation, the truncation will not be a big deal. It is

indeed proved in Appendix A that the solutions to (4.6) and (1.23) stay very close to
each other, as stated in the following proposition.

Proposition 4.1. Consider an initial data g0 satisfying the assumptions (1.19). Let gε and g̃ε
be the solutions to (1.23) and (4.6) with initial data g0. Then there exists C0 such that

‖g̃ε‖L∞(R+×R4×S×R)≤ C0

and for any T ≥ 0 there exists CT such that

‖Mβ,I(gε − g̃ε)‖L∞([0,T ];L1(R4×S×R)) ≤ CTα2η

where η is the exponent defining the truncations (3.1), (3.2).

5. Control of collisions

5.1. Pruning procedure. We now recall the strategy devised in [3] in order to control the
convergence of the series expansions, or equivalently the number of collisions for times much
longer than the mean free time, in a linear setting. Here by collision we mean the collision
of a particle with a new one through the collision operator.

The idea is to introduce a sampling in time with a (small) parameter h > 0. Let {nk}k≥1

be a sequence of integers, typically nk = 2k. We study the dynamics up to time t := Kh
for some large integer K, by splitting the time interval [0, t] into K intervals of size h,
and controlling the number of collisions on each interval: we discard trajectories having
more than nk collisions on the interval [t − kh, t − (k − 1)h]. Note that by construction,
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the trajectories are actually followed “backwards”, from time t (large) to time 0. So we
decompose the iterated Duhamel formula (3.13) by writing

(5.1) f̃
(1)
N+1(t) =

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Q†1,J1
(h)Q†J1,J2

(h) . . . Q†JK−1,JK
(h)f

(JK)
N+1,0 +RN,K(t)

with a remainder

(5.2) RN,K(t) :=
K∑
k=1

n1−1∑
j1=0

. . .

nk−1−1∑
jk−1=0

∑
jk≥nk

Q†1,J1
(h) . . . Q†Jk−2,Jk−1

(h)Q†Jk−1,Jk
(h)f̃

(Jk)
N+1(t− kh)

with J0 := 1, Jk := 1+j1 + · · ·+jk. The first term on the right-hand side of (5.1) corresponds
to a controlled number of collisions, and the second term is the remainder: it represents
trajectories having at least nk collisions during the last time lapse, of size h. One proceeds
in a similar way for the Boltzmann hierarchy (4.1) and decompose it as

(5.3) f̃ (1)
ε (t) =

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Q̄†1,J1
(h)Q̄†J1,J2

(h) . . . Q̄†JK−1,JK
(h)f

(JK)
0 + R̄ε,K(t)

with a remainder

R̄ε,K(t) :=
K∑
k=1

n1−1∑
j1=0

. . .

nk−1−1∑
jk−1=0

∑
jk≥nk

Q̄†1,J1
(h) . . . Q̄†Jk−2,Jk−1

(h) Q̄†Jk−1,Jk
(h)f̃ (Jk)

ε (t− kh) .

Proposition 5.1. There is a constant C such that the following holds. For any (small) γ > 0
and T > 1, if

(5.4) h ≤ γ α
4

CT

then uniformly in t ≤ T ∥∥RN,K(t)
∥∥
L1 +

∥∥R̄ε,K(t)
∥∥
L1 ≤ ‖g0‖L∞ γ .

Proof. We follow the main argument of [3]. The maximum principle (3.9) ensures that the L∞

norm of the marginals are bounded at all times∣∣f̃ (s)
N+1(t, Y, Zs−1)

∣∣ ≤ ‖g0‖L∞M (s)
β,I,N (Y, Zs−1) .

Combining this uniform bound with the L∞ estimate on the collision operator given in
Proposition B.1, we can bound each term of the remainder (5.2) as follows∣∣Q†1,J1

∣∣(h) . . .
∣∣Q†Jk−2,Jk−1

∣∣(h)
∣∣Q†Jk−1,Jk

∣∣(h)f̃
(Jk)
N+1(t− kh)

≤ ‖g0‖L∞
∣∣Q†1,Jk−1

∣∣((k − 1)h)
∣∣Q†Jk−1,Jk

∣∣(h)M
(Jk)
β,I,N

≤ ‖g0‖L∞
(C1t

α2

)Jk−1−1(C1h

α2

)jk
M3β/4,I .

Summing over the different intervals and recalling that nk = 2k, we deduce that

∥∥RN,K(t)
∥∥
L1 ≤ ‖g0‖L∞

K∑
k=1

n1−1∑
j1=0

. . .

nk−1−1∑
jk−1=0

∑
jk≥nk

(C1t

α2

)Jk−1−1(C1h

α2

)jk
.
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Given a small parameter γ > 0, we take h such that (5.4) holds, with C := C2
1 . The previous

formula can be estimated from above∥∥RN,K(t)
∥∥
L1 ≤ ‖g0‖L∞

K∑
k=1

n1−1∑
j1=0

. . .

nk−1−1∑
jk−1=0

exp
(
2k log γ

)
≤ ‖g0‖L∞

K∑
k=1

(
k∏
i=1

ni

)
exp

(
2k log γ

)
≤ ‖g0‖L∞

K∑
k=1

exp

(
k(k − 1)

2
+ 2k log γ

)
≤ ‖g0‖L∞γ .

The same argument applies to the Boltzmann hierarchy due to the specific form of the
solution to the Boltzmann hierarchy

(5.5) f̃ (s)
ε (t, Y, Zs−1) := g̃ε(t, Y )M̄β,I(Y )

s∏
i=1

Mβ(vi)

together with the L∞ bound (see Proposition 4.1) for the modified Boltzmann equation (4.6).

Proposition 5.1 is proved. �

5.2. Truncation of large energies and separation of collision times. We now prove
that pseudodynamics with large velocities or close collision times contribute very little to the
iterated Duhamel series. More precisely we first define

(5.6) Vs :=
{

(Y,Xs−1, Vs−1)
∣∣ Es(V,Ω, Vs−1) ≤ C2

0 | log ε|2
}
,

for some C0 > 0, where

Es(V,Ω, Vs−1) :=
1

2

( s−1∑
j=1

|vj |2 + |V |2 + IΩ2
)
.

Then let

(5.7) RvelN,K(t) :=

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Q†1,J1
(h)Q†J1,J2

(h) . . . Q†JK−1,JK
(h)

(
f

(JK)
N+1,01VcJK

)
and

R̄velε,K(t) :=

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Q̄†1,J1
(h) Q̄†J1,J2

(h) . . . Q̄†JK−1,JK
(h)

(
f

(JK)
0 1VcJK

)
.

The contribution of large energies can be estimated by the following result.

Proposition 5.2. There exists a constant C ≥ 0 such that for all t ∈ [0, T ]

‖RvelN,K(t)‖L1 + ‖R̄velε,K(t)‖L1 ≤ ‖g0‖L∞
(CT
α2

)2K

ε .

Proof. We have for C0 large enough∣∣f (JK)
N+1,01VcJK

∣∣ ≤M (Jk)
β,N 1VcJK

‖g0‖L∞

≤ ‖g0‖L∞CJkM⊗(Jk−1)
5β/6 M5β/6,I exp

(
−β

6
EJk(V,Ω, VJk−1)

)
1VcJK

≤ ε‖g0‖L∞CJkM⊗(Jk−1)
5β/6 M5β/6,I .
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Then Proposition B.1 implies as previously, for some constant C ≥ C1,

n1−1∑
j1=0

. . .

nK−1∑
jK=0

∣∣∣Q†1,J1
(h)Q†J1,J2

(h) . . . Q†JK−1,JK
(h)
(
f

(JK)
N+1,01VcJK

)∣∣∣
≤

2K∑
J=1

∣∣∣Q†1,J(t)
(
f

(J)
N+1,01VcJ

)∣∣∣ ≤ ‖g0‖L∞
(
CT

α2

)2K

εM5β/8,I .

The remainder in the Boltzmann series expansion can be controlled in the same way and this
concludes the proof of Proposition 5.2. �

In a similar way, we remove pseudodynamics with close collision times. Let δ > 0 be a
given small parameter, and define

(5.8) f̃
(1,K)
N+1 (t) :=

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Qδ1,J1
(h)QδJ1,J2

(h) . . . QδJK−1,JK
(h)
(
f

(JK)
N+1,01VJK

)
,

and

(5.9) f̃ (1,K)
ε (t) :=

n1−1∑
j1=0

. . .

nK−1∑
jK=0

Q̄δ1,J1
(h)Q̄δJ1,J2

(h) . . . Q̄δJK−1,JK
(h)
(
f

(JK)
0 1VJK

)
,

with

Qδs,s+n(t) :=

∫
Ss(t− ts)(Cs,s+1 +D†s,s+1)Ss+1(ts − ts+1) . . .

. . .Ss+n(ts+n−1)
(∏

1ti−1−ti≥δ

)
dts+n−1 . . . dts ,

Q̄δs,s+n(t) :=

∫
S̄s(t− ts)(C̄s,s+1 + D̄†s,s+1)S̄s+1(ts − ts+1) . . .

. . . S̄s+n(ts+n−1)
(∏

1ti−1−ti≥δ

)
dts+n−1 . . . dts .

Applying the continuity bounds for the transport and collision operators obtained in Para-
graph B.1, one proves easily that

Rδ,velN,K := f̃
(1)
N+1 − f̃

(1,K)
N+1 −RvelN,K −RN,K and R̄δ,velε,K := f̃ (1)

ε − f̃ (1,K)
ε − R̄velε,K − R̄ε,K

satisfy the estimates given in the following proposition.

Proposition 5.3. There exists a constant C ≥ 0 such that for all t ∈ [0, T ]

‖Rδ,velN,K‖L1 + ‖R̄δ,velε,K ‖L1 ≤ ‖g0‖L∞
(
δ

α2

)(CT
α2

)2K

.

In the sequel, we will choose typically δ = ε1/3, so that in particular

(5.10)
δ

α
| log ε| � 1 and δ � ε2/3 .

6. Coupling pseudo-trajectories

6.1. Collision trees. In Section 2.3, the iterated Duhamel series were interpreted in terms of
pseudo-trajectories. A similar graphical representation holds for the series expansions (5.8)
and (5.9) and we explain below how pseudo-trajectories have to be modified to take into
account the killing procedure.

Given a collision tree a ∈ As (recall Definition 2.3), pseudo-dynamics start at time t from
the coordinates Y = (X,V,Θ,Ω) of the molecule (which has label 0) and then go backward
in time. The pruning procedure and the time separation induce some constraints on the
branching times.
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Definition 6.1 (Admissible sequences of times). Let s ≥ 1, t ≥ 0 be fixed. An admissible
sequence of times T1,s−1 = (ti)1≤i≤s−1 is a decreasing sequence of [0, t]

• having at most 2k elements in [t− kh, t− (k − 1)h] for k ∈ [0,K];
• and such that ti − ti+1 ≥ δ with t0 = t, ts = 0 .

We will denote T1,s−1 the set of such sequences.

Definition 6.2 (Pseudo-trajectory). Fix s ≥ 1, a collision tree a ∈ As and Y = (X,V,Θ,Ω),
and consider a collection (T1,s−1,N1,s−1, V1,s−1) ∈ T1,s−1× (S×BC0| log ε|)

s−1 of times, impact
parameters and velocities, where we identify ∂Σα to S.

We define recursively pseudo-trajectories in terms of the backward BBGKY dynamics as
follows

• in between the collision times ti and ti+1 the particles follow the i+1-particle backward
flow with the partially absorbing reflection (3.7);
• at time t+i , if ai 6= 0, the atom labeled i is adjoined to atom ai at position xai + ενi

and with velocity vi. If (vi − vai(t+i )) · νi > 0, velocities at time t−i are given by the
scattering laws (2.9).

The pseudo-trajectory is killed if some particles overlap.
• at time t+i , if ai = 0, the atom labeled i is adjoined to the rigid body at position X +

ε
αRΘ(t+i )rα,i and with velocity vi.

If (α−1vi − V (t+i )− Ω(t+i )RΘ(t+i )r
⊥
i ) ·RΘ(t+i )ni > 0, velocities at time t−i are given

by the scattering laws (2.10). The pseudo-trajectory is killed if some particles overlap
or if (3.1),(3.2) do not hold in the post-collisional case.

We denote
(
Y,Zs−1

)
(a, T1,s−1,N1,s−1, V1,s−1, 0) the initial configuration.

Similarly, we define pseudo-trajectories associated with the modified Boltzmann hierarchy.
These pseudo-trajectories evolve according to the backward Boltzmann dynamics as follows

• in between the collision times ti and ti+1 the particles follow the i+1-particle backward
free flow;
• at time t+i , if ai 6= 0, atom i is adjoined to atom ai at exactly the same position xai.

Velocities are given by the laws (2.9) if there is scattering.
• at time t+i , if ai = 0, atom i is adjoined to the rigid body at exactly the same posi-

tion X. Velocities are given by the laws (2.10) if there is scattering.
The pseudo-trajectory is killed if (3.1),(3.2) do not hold in the post-collisional case,

and if (4.4) does not hold in the pre-collisional case.

We denote
(
Ȳ , Z̄s−1

)
(a, T1,s−1,N1,s−1, V1,s−1, 0) the initial configuration.

Definition 6.3 (Admissible parameters). Given Y = (X,V,Θ,Ω) and a collision tree a ∈ As,
the set of admissible parameters are defined by

Gs(a) :=
{

(T1,s−1,N1,s−1, V1,s−1) ∈ T1,s−1 × (S×BC0| log ε|)
s−1
/

the pseudotrajectory (Y, Zs−1)(a, T1,s−1,Ω1,s−1, V1,s−1, τ)

is defined backwards up to time 0 with Es(V,Ω, Vs−1)(0) ≤ C2
0 | log ε|2

}
,

and

Ḡs(a) :=
{

(T1,s−1,N1,s−1, V1,s−1) ∈ T1,s−1 × (S×BC0| log ε|)
s−1
/

the pseudotrajectory (Ȳ , Z̄s−1)(a, T1,s−1,Ω1,s−1, V1,s−1, τ)

is defined backwards up to time 0 with Es(V,Ω, Vs−1)(0) ≤ C2
0 | log ε|2

}
.

We recall following important semantic distinction.
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Definition 6.4 (Collisions/Recollisions). The term collision will be used only for the creation
of a new atom, i.e. for a branching in the collision trees. A shock between two particles in
the backward dynamics will be called a recollision.

Note that no recollision can occur in the Boltzmann hierarchy as the particles have zero
diameter.

With these notations the iterated Duhamel formula (5.8) and (5.9) for the first marginals
can be rewritten

(6.1)

f̃
(1,K)
N+1 (t) =

N∑
s=0

N . . .
(
N − (s− 2)

)
εs−1

∑
a∈As

∫
Gs(a)

dT1,s−1dN1,s−1dV1,s−1

×
( s−1∏
i=1

bi

)
f

(s)
N+1,0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
,

and

(6.2)

f̃ (1,K)
ε (t) =

∞∑
s=1

∑
a∈As

∫
Ḡs(a)

dT1,s−1dN1,s−1dV1,s−1

×
( s−1∏
i=1

bi

)
f

(s)
0

(
(Ȳ , Z̄s−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
,

denoting
bi := α−1(vi − vai(ti)) · νi if ai 6= 0 ,

bi := α−1(α−1vi − V (ti)− Ω(ti) r
⊥
Θ) · nΘ if ai = 0 .

We stress the fact that the contributions of the loss and gain terms in (6.1) and (6.2) are
coded in the sign of bi.

In order to show that f̃
(1,K)
N+1 and f̃

(1,K)
ε are close to each other when N diverges, we shall

prove in Section 7 that the pseudo-trajectories (Y, Zs−1) and (Ȳ , Z̄s−1) can be coupled up
to a small error due to the micro-translations of the added particle at each collision time tk,
provided that the set of parameters leading to the following events is discarded:

• recollisions on the interval ]tk, tk−1[ along the flow S†k (which do not occur for the free
flow S̄k);
• killing the Boltzmann or the BBGKY pseudo-trajectory without killing the other.

6.2. Geometry of the recollision sets. The next step is to construct a small set of de-
flection angles and velocities such that the pseudo-trajectories (Y,Z) induced by the com-
plementary of this set set have no recollision and therefore remain very close to the pseudo-
trajectories (Ȳ , Z̄) associated with the free flow. These good pseudo-trajectories will be
identified by a recursive process selecting for each k, good configurations with k atoms.

By definition, a good configuration with k atoms is such that the atoms and the rigid body
remain at a distance ε0 � ε/α one from another for a time T

Gk(ε0) :=
{

(Y, Zk−1) ∈ Vk
∣∣∣ ∀u ∈ [0, T ], ∀i 6= j, |(xi − u

vi
α

)− (xj − u
vj
α

)| ≥ ε0

and |(X − uV )− (xj − u
vj
α

)| ≥ ε0

}
.

On Gk(ε0), S†k coincides with the free flow.
If the configurations (Y, Zk−1), (Ȳ , Z̄k−1) are such that Y = Ȳ and

∀i ∈ [1, k − 1] , |xi − x̄i| ≤ ε0/2 , vi = v̄i
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and if (Ȳ , Z̄k−1) belongs to Gk(ε0), then (Y,Zk−1) ∈ Gk(ε0/2) and there is no recollision as
long as no new particle is adjoined.

We are now going to show that good configurations are stable by adjunction of a kth-atom.
More precisely, let (Ȳ , Z̄k−1) and (Y, Zk−1) be in Gk(ε0) with

(6.3) Y = Ȳ , sup
j≤k−1

|xj − x̄j | ≤
2rmaxε

α
+ (k − 1)ε , Vk−1 = V̄k−1 .

Then, by choosing the velocity vk and the deflection angle νk of the new particle k outside a
bad set Bk(Ȳ , Z̄k−1), both configurations (Y,Zk) and (Ȳ , Z̄k) will remain close to each other.
Immediately after the adjunction, the colliding particles ak and k will not be at distance ε0,
but vk, νk will be chosen such that the particles drift rapidly far apart and after a short
time δ > 0 the configurations (Y, Zk) and (Ȳ , Z̄k) will be again in the good sets Gk+1(ε0/2)
and Gk+1(ε0). By construction, Y = Ȳ at all times as long as there is no recollision. The
following proposition defines and quantifies the bad sets outside of which particles drift rapidly
far apart.

For the sake of simplicity, we assume without loss of generality that the time of addition
is tk = 0. Note that no overlap can occur here since the k existing particles are far from each
other.

Proposition 6.5. We fix a parameter ε0 � ε/α and assume that (5.10) holds. Given (Ȳ , Z̄k−1)
in Gk(ε0), there is a subset Bk(Ȳ , Z̄k−1) of S×BC0| log ε| of small measure

(6.4)

∫
1Vk1Bk(Ȳ ,Z̄k−1)bkdvkdνk ≤

CT 2k2

κminα5
| log ε|7

(
ε

αε0
+
ε0α

δ
+
ε1/3

α

)
such that good configurations close to (Ȳ , Z̄k−1) are stable by adjunction of a collisional
particle close to any particle ak, and remain close to (Ȳ , Z̄k) in the following sense.

Let (Y, Zk−1) be a configuration with k − 1 atoms, satisfying (6.3).
• If 1 ≤ ak ≤ k − 1, a new atom with velocity vk is added to (Y,Zk−1) at xak + ενk,

and to (Ȳ , Z̄k−1) at x̄ak . Post-collisional velocities (vak , vk) are updated by scattering to pre-
collisional velocities.

Then, if (νk, vk) ∈ S×BC0| log ε| \ Bk(Ȳ , Z̄k−1), the configuration (Y, Zk) has no recollision

under the backward flow, and (Ȳ , Z̄k) becomes a good configuration after a time lapse δ:

(Ȳ , Z̄k)(δ) ∈ Gk+1(ε0) .

Moreover, for all t ∈ [0, T ]

(6.5) Y = Ȳ , sup
j≤k
|xj − x̄j | ≤

2rmaxε

α
+ kε , and Vk = V̄k .

• If ak = 0, a new atom with velocity vk is added to (Y, Zk−1) at X + (ε/α)rα,Θ, and
to (Ȳ , Z̄k−1) at X̄. Pre-collisional configurations are killed for the Boltzmann dynamics
if (4.4) does not hold. Post-collisional configurations are killed for both dynamics if (3.1)(3.2)
do not hold, and updated by scattering to pre-collisional velocities if not.

Then, if (νk, vk) ∈ [0, Lα]×BC0| log ε| \ B0(Ȳ , Z̄k−1),
- either both pseudo-trajectories are killed before time δ;
- or the configuration (Y,Zk) has no collision under the backward flow, and (Ȳ , Z̄k−1)becomes
a good configuration after a time lapse δ:

(Ȳ , Z̄k)(δ) ∈ Gk+1(ε0) .

Moreover

(6.6) Y = Ȳ , sup
j≤k
|xj − x̄j | ≤

2rmaxε

α
+ kε , and Vk = V̄k .
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Proof of Proposition 6.5. The proof follows closely the arguments in [14, 3]. The main dif-
ference lies in the possible killing of trajectories to avoid pathological recollisions with the
molecule.

The conditions for (Ȳ , Z̄k) to be a good configuration after a time lapse δ can be written
simply

∀u ≥ δ, ∀j /∈ {k, ak}, ∀q ∈ Z2 ∩BC0| log ε|T/α ,


|q − u

α(v−k − v−ak)| ≥ ε0 ,

|q + x̄ak − x̄j − u
α(v−k − vj)| ≥ ε0 ,

|q + x̄ak − x̄j − u
α(v−ak − vj)| ≥ ε0 ,

denoting with a slight abuse x̄0 = X̄ and v0 = αV . This means that v−k and v−ak have to

be outside a union of (C0| log ε|T/α)2 rectangles of width at most ε0α/δ. Note that the last
condition on v−ak is not necessary in the absence of scattering, since we already know that the
initial configuration is a good configuration.

The conditions for (Y,Zk) to have no recollision are a little bit more involved. Note that,
provided there is no recollision, since the velocities are equal

V = V̄ , Ω = Ω̄ and Vk = V̄k

then (Y,Zk) will stay close to (Ȳ , Z̄k) and therefore it will be a good configuration after
a time lapse δ. We therefore only have to check that (Y,Zk) has no recollisions on [0, δ].
Case of a collision between two atoms.

By definition of pre-collisional velocities (v−ak , v
−
k ), we know that for short times u ≤ δ,

atoms k and ak will not recollide directly one with the other. Indeed, they move away from
each other, and no periodic recollision may occur since all velocities are bounded by C0| log ε|
and there holds δ| log ε|/α� 1.

We then need to ensure that for short times u ≤ δ, atoms ak and k cannot recollide with
another atom j 6= ak, k nor with the rigid body j = 0. A necessary condition for such a
recollision to hold is that there exist u ≥ 0 and q ∈ Z2 ∩BC0| log ε|T/α such that

|q + x̄ak − x̄j −
u

α
(v−k − vj)| ≤

2rmaxε

α
+ 2(k − 1)ε ,

|q + x̄ak − x̄j −
u

α
(v−ak − vj)| ≤

2rmaxε

α
+ 2(k − 1)ε .

Since |x̄ak − x̄j + q| ≥ ε0 for all q ∈ Z2, this means that v−k or v−ak has to belong to a union

of (C0| log ε|T/α)2 cylinders of opening 3ε1/ε0, defining

ε1 := 2rmaxε/α+ 2(k − 1)ε .

Case of a collision between an atom and the rigid body.
For post-collisional configurations, either (3.1) and (3.2) hold and thanks to Proposition 3.1

there will be no direct recollision between k and the rigid body in the backward dynamics,
or (3.1) or (3.2) fail to hold, in which case both the Boltzmann and the BBGKY pseudo-
trajectories are killed.

The case of pre-collisional configurations is a little bit more involved. If (4.4) is satisfied,
there will be no direct recollision between k and the rigid body in the backward dynamics.
If (4.4) is not satisfied, we first exclude small relative velocities

(6.7) |vk − αV | ≤ ε1/3 .

Then the geometric argument (3.5) in Section 3.1 shows that the first recollision between the
rigid body and the particle k (which exists by definition) has to happen before time (recalling
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that Section 3.1 was under a scaling by α/ε)

tmax :=
2rmaxε

min |vk − αV |
≤ Cε2/3 � δ .

As all other particles are at a distance at least ε0− ε1−C0| log ε|tmax/α from the rigid body,
there cannot be any interaction, changing the two-body dynamics during this time lapse.
This means that the BBGKY pseudo-trajectory is killed as well before time δ.

Then we check that all other situations (recollisions with another atom j 6= k) do not use
the geometry of particles (replacing the rigid body by a security sphere of radius rmaxε/α
around it). So according to the previous paragraph we find that v−k and V − have to be outside
a union of (C0| log ε|T/α)2 rectangles of sizes C| log ε|2ε1/ε0. We also need, as in (6.7), for V −

to be outside a union of k − 1 balls of radius ε1/3/α.

From these conditions on the pre-collisional velocities, we now deduce the definition and
estimate on the bad sets Bk(Ȳ , Z̄k−1).

If ak 6= 0, using Lemma C.1 in the Appendix to translate these conditions in terms
of (νk, vk), we obtain that there is a subset Bk,ak(Ȳ , Z̄k−1) of S×BC0| log ε| with∫
Vk

1Bk,ak (Ȳ ,Z̄k−1)bkdvkdνk ≤
Ck

α

(
C0| log ε|T

α

)2

(C0| log ε|)2| log ε|
(

(C0| log ε|)2 ε1

ε0
+ C0| log ε|ε0α

δ

)
such that the addition of an atom close to ak with (νk, vk) /∈ Bk,ak(Ȳ , Z̄k−1) provides a good
pseudo-trajectory.

If ak = 0, we need to compute the pre-image of the bad sets by the scattering. By
Lemma C.2 in the Appendix, we obtain that there is a set B0(Ȳ , Z̄k−1) of measure∫

Vk
1Bk,0(Ȳ ,Z̄k−1)bkdvkdνk ≤

Ck

κminα4

(
C0| log ε|T

α

)2

(C0| log ε|)2| log ε|

×
(

(C0| log ε|2)
ε1

ε0
+ C0| log ε|ε0α

δ
+
ε

1
3

α

)
such that the addition of an atom close to the rigid body with (νk, vk) /∈ Bk,0 provides a good
pseudo-trajectory. Proposition 6.5 is proved. �

6.3. Truncation of the collision parameters. Thanks to Proposition 6.5 we know that
given a good configuration (Ȳ , Zs−1), if the adjoined particle does not belong to Bs(Ȳ , Zs−1)
then the resulting configuration (Ȳ , Zs) is again a good configuration after the time δ. As a
consequence we can define recursively the set of good parameters as follows :

Definition 6.6 (Good parameters). Given Y = (X,V,Θ,Ω) and a collision tree a ∈ As, we
say that (T1,s−1,N1,s−1, V1,s−1) is a sequence of good parameters if

• T1,s−1 is a sequence of admissible times;
• for all k ∈ {1, . . . , s− 1}, the following recursive condition holds

(νk, vk) ∈ (S×BC0| log ε|) \ Bk((Ȳ , Z̄k−1)(tk));

• the total energy at time 0 satisfies

Es(V,Ω, Vs−1)(0) ≤ C2
0 | log ε|2 .

We denote by G0
s(a) the set of good parameters.
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We the define the approximate BBGKY and Boltzmann solutions by :

(6.8)

f̃
(1,K),0
N+1 (t) =

N∑
s=0

N . . .
(
N − (s− 2)

)
εs−1

∑
a∈As

∫
G0
s(a)

dT1,s−1dN1,s−1dV1,s−1

×
( s−1∏
i=1

bi

)
f

(s)
N+1,0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
,

and

(6.9)

f̃ (1,K),0
ε (t) =

∞∑
s=1

∑
a∈As

∫
G0
s(a)

dT1,s−1dN1,s−1dV1,s−1

×
( s−1∏
i=1

bi

)
f

(s)
0

(
(Ȳ , Z̄s−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
.

The results proved in this paragraph imply directly the following proposition, choosing ε0 =
ε2/3, δ = ε1/3, and recalling that α� | log ε|.
Proposition 6.7. The contribution of pseudo-trajectories involving recollisions is bounded
by

∀t ∈ [0, T ] , ‖f̃ (1,K)
N+1 (t)− f̃ (1,K),0

N+1 (t)‖L1 + ‖f̃ (1,K)
ε (t)− f̃ (1,K),0

ε (t)‖L1

≤ ‖g0‖L∞
(CT
α2

)2K+1

ε1/4 .

7. Convergence to the Boltzmann hierarchy

The last step to conclude the proof of Theorem 1.1 is to evaluate the difference f̃
(1,K),0
N+1 (t)−

f
(1,K),0
ε (t). Once recollisions have been excluded, the only discrepancies between the BBGKY

and the Boltzmann pseudo-trajectories come from the micro-translations due to the diameter
of the colliding particles (see Definition 6.2): note that the rigid body follows the same tra-
jectory in both settings since atoms alone are “added” to the pseudo-dynamics. At the initial
time, the error between the two configurations after s collisions is given by Proposition 6.5.
Recall that the discrepancies are only for positions, as velocities remain equal in both hier-

archies. These configurations are then evaluated on the marginals of the initial data f
(s)
N+1,0

or f
(s)
0 which are close to each other thanks to Proposition B.2. We have∣∣∣f (s)

0

(
(Ȳ , Z̄s−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
− f (s)

N+1,0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)∣∣∣
≤
∣∣∣f (s)

0

(
(Ȳ , Z̄s−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
− f (s)

0

(
(Y, Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)∣∣∣
+
∣∣∣f (s)

0

(
(Y, Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
− f (s)

N+1,0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)∣∣∣ .
Since g0 has Lipschitz regularity, by the estimate on the shift on the initial configurations
given by (6.5) and (6.6) in Proposition 6.5, we get (using the conservation of energy at each
collision)∣∣∣f (s)

0

(
(Ȳ , Z̄s−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
− f (s)

0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)∣∣∣
≤ Cs

( ε
α

+ 2Kε
)
Mβ,I(V,Ω)M

⊗(s−1)
β (Vs−1) .

On the other hand, by construction, the good pseudo-trajectories reach only good configu-
rations at time 0, which means that we can use the convergence of the initial data stated in
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Proposition B.2 :∣∣∣f (s)
0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)
− f (s)

N+1,0

(
(Y,Zs−1)(a, T1,s−1,N1,s−1, V1,s−1, 0)

)∣∣∣
≤ Cs ε

α2
Mβ,I(V,Ω)M

⊗(s−1)
β (Vs−1) .

The last source of discrepancy between the formulas defining f̃
(1,K),0
N and f̃

(1,K),0
ε comes

from the prefactor N . . . (N − s + 2)εs−1 which has been replaced by 1. For s � N , the
corresponding error is (

1− N . . . (N − s+ 2)

N s−1

)
≤ C s

2

N
≤ Cs2ε

which, combined with the bound on the collision operators, leads to an error of the form

(7.1)

(
CT

α2

)s−1

s2ε .

Summing the previous bounds gives finally

(7.2)
∥∥∥f̃ (1,K),0

N+1 (t)− f̃ (1,K),0
ε (t)

∥∥∥
L1
≤ C22K ε

α2

(
CT

α2

)2K+1

.

Combining Proposition 6.7 and (7.2) to control the difference in the parts with controlled
branching process, we find

(7.3)
∥∥∥f̃ (1,K)

N+1 (t)− f̃ (1,K)
ε (t)

∥∥∥
L1
≤ C

(
CT

α2

)2K+1

ε1/4 ·

Finally to conclude the proof of Theorem 1.1 we put together Propositions 5.1, 5.2 and 5.3,
and use the comparison (7.3). We find that if

h < γ
α4

CT

then for all t ≤ T ∥∥∥f̃ (1)
N+1(t)− f̃ (1)

ε (t)
∥∥∥
L1
≤ Cγ + C

(
CT

α2

)2K+1

ε1/4 ,

so thanks to (4.5) ∥∥∥f̃ (1)
N+1(t)− M̄β,I g̃ε(t)

∥∥∥
L1
≤ Cγ + C

(
CT

α2

)2K+1

ε1/4 ·

Finally, we choose

K = T/h =
CT 2

γα4
≤ c log logN,

with c a constant small enough. Then, we get that∥∥∥f̃ (1)
N+1(t)−Mβ,I g̃ε(t)

∥∥∥
L1
≤ CT 2

α4 log logN
·

Finally it remains to use Proposition 4.1 and Corollary 3.3, giving the closeness of the trun-
cated BBGKY (resp. Boltzmann) hierarchy and the original one, to conclude the proof of
Theorem 1.1. �
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8. Convergence to the Fokker-Planck equation

8.1. The singular perturbation problem. Theorem 1.1 states that in the limit ε → 0,

provided that α(log logN)
1
4 � 1, the solution f

(1)
N+1 is asymptotically close to the solu-

tion M̄β,I gε of the singular linear Boltzmann equation (1.23):

(8.1)

∂tgε + V · ∇Xgε +
α

ε
Ω ∂Θgε

=
1

α

∫
[0,Lα]×R2

Mβ(v)
(
gε(Y

′)
(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− gε(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv ,

with Y = (X,V,Θ,Ω) and Y ′ = (X,V ′,Θ,Ω′) and initial data g0.

Constraint equation
From the uniform L∞ bound on gε (coming from the maximum principle), we deduce that

there is a function g such that up to extraction of a subsequence, for all times [0, T ],

gε ⇀ g weakly * in L∞([0, T ];T2 × R2 × S× R) ,

as ε, α→ 0. Multiplying (8.1) by ε/α and taking limits in the sense of distributions, we get

Ω ∂Θg = 0 ,

since ε� α3. This implies that g must satisfy

g := g(t,X, V,Ω) .

Averaged evolution equation
We then integrate (8.1) with respect to Θ, which provides

(8.2)

∂t

∫
gεdΘ + V · ∇X

∫
gεdΘ =

1

α

∫
dΘ

∫
[0,Lα]×R2

Mβ(v)(
gε(t,X, V

′,Θ,Ω′)
(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− gε(t,X, V,Θ,Ω)
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv .

This is our starting point to derive the limiting equation in the limit ε, α→ 0.

8.2. The ε, α→ 0 limit. To investigate the joint limit ε, α→ 0, we use a weak formulation
of the collision operator. Let ϕ = ϕ(X,V,Ω) be a test function with compact support and
let us compute

Fε :=
1

α

∫
dσαdvdYMβ(v)Mβ,I(V,Ω)

(
gε(t,X, V

′,Θ,Ω′)
(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− gε(t,X, V,Θ,Ω)
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
ϕ(X,V,Ω) .

By a change of variables using the conservation of energy we find

Fε =
1

α

∫
dσαdvdYMβ(v)Mβ,I(V,Ω)gε(t,X, V,Θ,Ω)

×
(
ϕ(X,V ′,Ω′)− ϕ(X,V,Ω)

) (
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− .

Defining

(8.3) bα(v, V,Ω) := (v − αV − αΩr⊥Θ) · nΘ and bα−(v, V,Ω) := − inf
{

0, bα(v, V,Ω)
}
,
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we have

Fε :=
1

α2

∫
dσαdvdYMβ(v)Mβ,I(V,Ω)gε(t,X, V,Θ,Ω)

×
(
ϕ(X,V ′,Ω′)− ϕ(X,V,Ω)

)
bα−(v, V,Ω) .(8.4)

The idea is now to use cancellations on the right-hand side. Recalling, as stated in (1.14),
that the tangential part of V is constant through the scattering and

V ′ · nΘ = V · nΘ +
2α

A+ 1
bα and Ω′ = Ω +

2α

(A+ 1)I
(rΘ · n⊥Θ)bα

we find that

ϕ(X,V ′,Ω′)− ϕ(X,V,Ω)

=
2α

A+ 1
bα (nΘ · ∇V )ϕ(X,V,Ω) +

2α

(A+ 1)I
bα(rΘ · n⊥Θ)∂Ωϕ(X,V,Ω)

+
2α2

(A+ 1)2
b2α(nΘ · ∇V )2ϕ(X,V,Ω) +

2α2

(A+ 1)2I2
b2α(rΘ · n⊥Θ)2∂2

Ωϕ(X,V,Ω)

+
4α2

(A+ 1)2I
b2α(rΘ · n⊥Θ)(nΘ · ∇V )∂Ωϕ(X,V,Ω) +O

(
α3b3α‖ϕ‖W 3,∞

)
.

Notice that

1

α
bα × bα− = − 1

α
(v · nΘ)2

− + 2(v · nΘ)−(V + Ωr⊥Θ) · nΘ +O
(
α(|V |2 + |Ω|2)

)
,(8.5)

and that

b2α × bα− = (v · nΘ)3
−+O

(
α(|V |+ |Ω|+ |v|)3

)
.

We also note that A = O(α2), so we can neglect its contribution. We therefore can write

1

α2

(
ϕ(X,V ′,Ω′)− ϕ(X,V,Ω)

)
bα−(v, V,Ω)

=
(
− 2

α
(v · nΘ)2

− + 4(v · nΘ)−(V + Ωr⊥Θ) · nΘ

)(
nΘ · ∇V + I−1rΘ · n⊥Θ∂Ω

)
ϕ(X,V,Ω)

+ 2(v · nΘ)3
−

(
(nΘ · ∇V )2 + I−2(r · n⊥)2∂2

Ω + 2I−1rΘ · n⊥Θ(nΘ · ∇V )∂Ω

)
ϕ(X,V,Ω)

+O
(
α‖ϕ‖W 3,∞(|V |+ |Ω|+ |w|)4

)
.

We therefore find
(8.6)

Fε = 2

∫
dσαdvdY Mβ(v)Mβ,I(V,Ω) gε(t,X, V,Θ,Ω)

×
(
− 1

α
(v · nΘ)2

−
(
nΘ · ∇V + I−1rΘ · n⊥Θ∂Ω

)
ϕ(X,V,Ω)

+ 2(v · nΘ)−(V + Ωr⊥Θ) · nΘ

(
nΘ · ∇V + I−1rΘ · n⊥Θ∂Ω

)
ϕ(X,V,Ω)

+ (v · nΘ)3
−

(
(nΘ · ∇V )2 + I−2(rΘ · n⊥Θ)2∂2

Ω + 2I−1rΘ · n⊥Θ(nΘ · ∇V )∂Ω

)
ϕ(X,V,Ω)

)
,

up to terms of order O(α). The following identities hold for any unit vector e ∈ S

(8.7)

∫
Mβ(v)(v · e)±dv =

(
1

2πβ

)1/2

,

∫
Mβ(v)(v · e)2

±dv =
1

2β
,∫

Mβ(v)(v · e)3
±dv =

(
2

πβ3

)1/2

=
2

β

(
1

2πβ

)1/2

.
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They imply that the velocity v in (8.6) can be integrated out. Furthermore, the terms in the
second line of (8.6) cancel thanks to the relation

(8.8)

∫ Lα

0
n · e dσα =

∫
Σα

∇ · e dr = 0 ,∫ Lα

0
r⊥ · ndσα =

∫
Σα

∇ · (r⊥) dr = 0 .

Thus only the terms of order O(1) remain:

Fε = 2

∫
dσα dvdY Mβ(v)Mβ,I(V,Ω) gε(t,X, V,Θ,Ω)

×
(

2(v · nΘ)−(V + Ωr⊥Θ) · nΘ

(
nΘ · ∇V + I−1rΘ · n⊥Θ∂Ω

)
ϕ(X,V,Ω)

+ (v · nΘ)3
−

(
(nΘ · ∇V )2 + I−2(rΘ · n⊥Θ)2∂2

Ω + 2I−1rΘ · n⊥Θ(nΘ · ∇V )∂Ω

)
ϕ(X,V,Ω)

+O
(
α‖ϕ‖W 3,∞

)
.

Let us introduce the notation (as in [11])

(8.9)

Nα(Θ) :=

∫ Lα

0
nΘ ⊗ nΘdσα = RΘNαRΘ ,

Γα(Θ) :=

∫ Lα

0
rΘ · n⊥ΘnΘdσα = RΘΓα ,

Kα :=

∫ Lα

0
(r · n⊥)2dσα ,

and notice that Nα(Θ) and Γα(Θ) both converge strongly, when α tends to 0, to

N (Θ) :=

∫ L

0
nΘ ⊗ nΘdσ = RΘNRΘ ,

Γ(Θ) :=

∫ L

0
rΘ · n⊥ΘnΘdσ = RΘΓ ,

and Kα converges to K :=

∫ L

0
(r · n⊥)2dσ, where L is the perimeter of Σ.

Using (8.7), Fε can be rewritten

Fε =

(
8

πβ

)1/2 ∫
dY Mβ,I(V,Ω)gε(t,X, V,Θ,Ω)

×
(

(V · Nα(Θ) + ΩΓα(Θ)) · ∇V ϕ(X,V,Ω) + I−1(V · Γα(Θ) + ΩKα)∂Ωϕ(X,V,Ω)

+
1

β

(
∇V · Nα(Θ) · ∇V + I−2Kα∂2

Ω + 2I−1∂Ω∇V · Γα(Θ)
)
ϕ(X,V,Ω)

)
+O(α‖ϕ‖W 3,∞‖gε‖L∞) .

Note that the remainder converges to 0 as ε, α tend to 0 since we have a uniform L∞ bound
on gε.

Convergence to the Fokker-Planck equation
We turn now to the joint limit ε, α→ 0 with ε� α. From the weak-? convergence

gε ⇀ g with g = g(t,X, V,Ω)
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and the strong convergence of Nα(Θ) and Γα(Θ) we immediately deduce that

∂t

∫
gεdΘ + V · ∇X

∫
gεdΘ→ ∂tg + V · ∇Xg

in the sense of distributions.
For any test function ϕ = ϕ(X,V,Ω)

Fε →
(

8

πβ

)1/2 ∫
dXdΩdV Mβ,I(V,Ω)g(t,X, V,Ω)

×
(L

2
V · ∇V ϕ(X,V,Ω) +KI−1Ω∂Ωϕ(X,V,Ω)

+
1

β
(
L

2
∆V + I−2K∂2

Ω)ϕ(X,V,Ω)
)
.

Integrating with respect to Θ and then integrating by parts in V,Ω, we finally get that

∂tg + V · ∇xg =

(
8

πβ

)1/2

Lg,

where the diffusion operator (1.24) is given by

L =
1

β

(L
2

∆V +
K
I2
∂2

Ω

)
− L

2
V · ∇V −

K
I

Ω∂Ω.

Note indeed that L is symmetric in the space L2(Mβ,I(V,Ω)dV dΩ). This concludes the proof
of Theorem 1.2. �

9. Convergence to the Ornstein-Uhlenbeck process

We are going to study the path fluctuations and derive Theorem 1.3. Throughout this
section, the limit N → ∞ refers to the joint limit N → ∞, ε → 0 and α → 0 in the

Boltzmann-Grad scaling Nε = 1 with α�
(

1
log logN

)1/4
.

To prove the convergence of the process Ξ to W, we will proceed as in [3] and check

• the convergence of the time marginals for any 0 ≤ τ1 < · · · < τ` ≤ T

(9.1) lim
N→∞

EMβ,I,N

(
h1

(
Ξ(τ1)

)
. . . h`

(
Ξ(τ`)

))
= E

(
h1

(
W(τ1)

)
. . . h`

(
W(τ`)

))
,

where {h1, . . . , h`} is a collection of continuous functions in R2 × R.
• the tightness of the sequence, that is

(9.2) ∀ξ > 0, lim
η→0

lim
N→∞

PMβ,I,N

 sup
|σ−τ |≤η
τ∈[0,T ]

∣∣Ξ(σ)− Ξ(τ)
∣∣ ≥ ξ

 = 0 .

The linear Boltzmann equation (1.23) is associated with a stochastic process Ξ̄(t) which
converges to W. Thus it is enough to prove that the mechanical process Ξ is close to the
stochastic process Ξ̄ for an appropriate coupling.

By construction, the position is given by

X(t) =

∫ t

0
V (s)ds ,

thus we deduce from the convergence in law of the velocity that in the limit, the process is a
Langevin process (1.26).
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9.1. Auxiliary Markov process. We first define the stochastic process associated with
the linear Boltzmann equation (1.23). The Markov process Ȳ (t) = (X̄(t), Θ̄(t), V̄ (t), Ω̄(t)) is
characterized by the generator

Tαϕ(Y ) = −V · ∇Xϕ(Y )− α

ε
Ω∂Θϕ(Y )(9.3)

+
1

α

∫
[0,Lα]×R2

Mβ(v)
(
ϕ(Y ′)− ϕ(Y )

)(
(
v

α
− V − ΩRΘr

⊥) ·RΘn
)
− dσαdv

= −V · ∇Xϕ(Y )− α

ε
Ω∂Θϕ(Y ) + Lαϕ(Y ),

with Y = (X,Θ, V,Ω) and Y ′ = (X,Θ, V ′,Ω′). The dependency of the process Ȳ on α and ε
is omitted in the notation. Note that the dependency in Θ̄ will average out in the limit,
so that asymptotically it is enough to consider the process Ξ̄(t) = (V̄ (t), Ω̄(t)). The (X̄, Θ̄)
dependency has been kept for later purposes, but it does not influence the evolution of Ξ̄ as
the stochastic dynamics model a rigid body in a uniformly distributed ideal gas. It is proved
in Lemma A.1 that the invariant measure associated with the process Ȳ is given by

M̄β,I(X,Θ, V,Ω) =
1

2π
Mβ,I(V,Ω).

Note that the position X and the angle Θ are uniformly distributed in T2 × S under M̄β,I .

Lemma 9.1. Fix T > 0 and consider the Markov chain Ȳ on [0, T ] starting from M̄β,I .
Then the stochastic process Ξ̄(t) = (V̄ (t), Ω̄(t)) converges in law to W in [0, T ] in the joint
limit ε→ 0 and α→ 0 with α4 log | log ε| � 1.

This is the analogue to the convergence Theorem 1.3 for the process Ȳ . The proof relies on
the martingale approach which is standard to establish the convergence of stochastic processes
(see [12]). A similar convergence was derived in [11] but in our case the fast rotation leads
to some degeneracy, thus we sketch the proof below for convenience.

Proof. The limiting diffusion W can be identified as the unique solution of the martingale
problem, i.e. for any test function ϕ in C2(R2 × R)

ϕ
(
W(t)

)
− a

∫ t

0
Lϕ
(
W(s)

)
ds

is a martingale and the generator L was introduced in (1.24)

L =
1

β

(L
2

∆V +
K
I2
∂2

Ω

)
− L

2
V · ∇V −

K
I

Ω∂Ω with a =

(
8

πβ

)1/2

.

To prove the convergence, we will first show that the distributions of the trajectories of Ξ̄
are tight in the Skorokhod space D([0, T ]), then we identify the limiting distribution as the
unique solution of the martingale problem.

Step 1. Tightness.
From Aldous’ criterion (see [2], Theorem 16.10), the tightness of the sequence (9.2) boils

down to proving the following assertion

(9.4) ∀ξ > 0, lim
η→0

lim sup
α,ε→0

sup
T

0<u<η

PM̄β,I

(∣∣Ξ̄(u+ T )− Ξ̄(T )
∣∣ ≥ ξ) = 0 ,

where the supremum is taken over any stopping time T in [0, T ] and by abuse of notation u+T
stands for inf{u + T , T}. The stopping times are measurable with respect to the filtration
associated with the random kicks.
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Since Ȳ is a Markov process with generator Tα defined in (9.3), we know that

(9.5) M(t) = ϕ
(
Ȳ (t)

)
− ϕ

(
Ȳ (0)

)
−
∫ t

0
Tαϕ

(
Ȳ (s)

)
ds

is a martingale for any test function ϕ. We start by estimating the fluctuations of V̄ and
applying identity (9.5) to ϕ(Y ) = V , we deduce from (1.14) that

M(t) = V̄ (t)− V̄ (0)− 1

α2

∫ t

0
ds

∫
[0,Lα]×R2

Mβ(v)
(
V̄ ′(s)− V̄ (s)

)
bα− dσαdv

= V̄ (t)− V̄ (0)−
∫ t

0
ds

∫
[0,Lα]×R2

Mβ(v)nΘ̄(s)

1

α

2

A+ 1
bα × bα− dσαdv .

From relation (8.5)

1

α
bα × bα− =

1

α
(v · nΘ̄)2

− − 2(v · nΘ̄)−(V̄ + Ω̄r⊥Θ̄) · nΘ̄ +O
(
α(|V̄ |2 + |Ω̄|2)

)
,

we get

V̄ (t)− V̄ (0) =M(t)

− 4

∫ t

0
ds

∫
[0,Lα]×R2

Mβ(v)nΘ̄(s) (v · nΘ̄(s))−(V̄ (s) + Ω̄(s)r⊥Θ̄(s)) · nΘ̄(s) dσαdv(9.6)

+ α

∫ t

0
ds

∫
[0,Lα]×R2

Mβ(v)O
(
|V̄ (s)|2 + |Ω̄(s)|2

)
dσαdv ,

where we integrated in v the first term (v · nΘ)2
− and the corrections from the factor A ' α2

have been added to the error term. We finally obtain for any ξ > 0

PM̄β,I

(∣∣V̄ (T + u)− V̄ (T )
∣∣ ≥ ξ)

≤ PM̄β,I

(∣∣M(T + u)−M(T )
∣∣ ≥ ξ/2)(9.7)

+ PM̄β,I

(∫ T +u

T
dsO

(
|V̄ (s)|+ |V̄ (s)|2 + |Ω̄(s)|+ |Ω̄(s)|2) ≥ ξ/2

)
,

where the last probability is an upper bound on the fluctuations of the last two terms in (9.6).
This probability can be easily bounded by using a Chebyshev estimate and the time invariance
of the measure M̄β,I . We treat only one term for simplicity. Let C be a large enough constant
and choose η ≤ ξ/(2C). As u ≤ η, we get

PM̄β,I

(∫ T +u

T
ds|V̄ (s)| ≥ ξ

)
≤ PM̄β,I

(∫ T

0
ds|V̄ (s)|1{|V̄ (s)|≥C} ≥

ξ

2

)
(9.8)

≤ 2T

ξ
EM̄β,I

(
|V̄ |1{|V̄ |≥C}

)
.

The last term vanishes when C tends to infinity so that the probability also vanishes when η
tends to 0 (for any given ξ > 0).

Finally, we will prove that

lim
η→0

lim sup
α,ε→0

sup
T

0<u<η

PM̄β,I

(∣∣M(T + u)−M(T )
∣∣ ≥ ξ) = 0 .
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By the Chebyshev estimate and the martingale property, we get

PM̄β,I

(∣∣M(T + u)−M(T )
∣∣ ≥ ξ) ≤ 1

ξ2
EM̄β,I

((
M(T + u)−M(T )

)2)
≤ 1

ξ2
EM̄β,I

(
M(T + u)2 −M(T )2

)
.(9.9)

For the martingale M defined by (9.5), we know that

t 7→ M(t)2 −
∫ t

0

[
Tαϕ2 − 2ϕTαϕ

](
Ȳ (s)

)
ds

is also a martingale and furthermore

[Tαϕ2−2ϕTαϕ](Y ) =
1

α

∫
[0,Lα]×R2

Mβ(v)
(
ϕ(Ȳ ′)−ϕ(Ȳ )

)2(
(
v

α
−V −ΩRΘr̄

⊥) ·RΘn̄
)
− dσαdv .

Thus inequality (9.9) can be rewritten (with ϕ(Y ) = V )

PM̄β,I

(∣∣M(T + u)−M(T )
∣∣ ≥ ξ)

≤ 1

ξ2α2
EM̄β,I

(∫ T +u

T
ds

∫
[0,Lα]×R2

Mβ(v)
(
V ′(s)− V (s)

)2
bα−(v, V̄ (s), Ω̄(s)) dσαdv

)
≤ 1

ξ2
EM̄β,I

(∫ T +u

T
ds

∫
[0,Lα]×R2

Mβ(v)b2α × bα−(v, V̄ (s), Ω̄(s)) dσαdv
)
.

This last term can be estimated as in (9.8).

The derivation of (9.4) can be completed by following the same proof to control the fluc-
tuations of Ω̄.

Step 2. Martingale problem.
Consider a collection of times 0 ≤ τ1 < · · · < τ` ≤ s < t in [0, T ] and a collection of

continuous functions {h1, . . . , h`} in R2 × R. For any α, ε, the martingale relation (9.5)
implies that for any ϕ in C2(R2 × R)

(9.10) EM̄β,I

(
h1

(
Ξ̄(τ1)

)
. . . h`

(
Ξ̄(τ`)

)(
ϕ
(
Ξ̄(t)

)
− ϕ

(
Ξ̄(s)

)
−
∫ t

s
Lαϕ

(
Ξ̄(u)

)
du
))

= 0 .

A Taylor expansion at second order as in Section 8.2 implies that any limiting distribu-
tion E∗

M̄β,I
will be a solution of the martingale problem as

(9.11) E∗M̄β,I

(
h1

(
Ξ̄(τ1)

)
. . . h`

(
Ξ̄(τ`)

)(
ϕ
(
Ξ̄(t)

)
− ϕ

(
Ξ̄(s)

)
−
∫ t

s
Lϕ
(
Ξ̄(u)

)
du
))

= 0 .

To derive the limit above, one can consider the process Ȳ starting at time s from the weighted
measure ĝε(s) defined for any test function Ψ by∫

ĝε(s, Y )Ψ(Y )dY = E∗M̄β,I

(
h1

(
Ξ̄(τ1)

)
. . . h`

(
Ξ̄(τ`)

)
Ψ(Ȳ (s))

)
,

and then apply the arguments of Section 8.2. This completes the proof of Lemma 9.1 for the
convergence in law of the process to W. �
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9.2. Comparison with the truncated process. The coupling between the mechanical
process Ξ and the stochastic process Ξ̄ will be achieved indirectly by considering a coupling
between the truncated processes which are defined next.

We first introduce Ȳ †(t) the analogue of the process Ȳ with an additional killing term : the
truncated stochastic process Ȳ †(t) = (X̄†(t), Θ̄†(t), V̄ †(t), Ω̄†(t)) is defined by the generator

T †α g := V · ∇Xgα +
α

ε
Ω∂Θg +

1

α

∫
[0,Lα]×R2

Mβ(v)1(4.4)

(
1(3.1)(3.2)g(Y ′)− g(Y )

)
(9.12)

×
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− dσαdv .

We set as well Ξ̄†(t) = (V̄ †(t), Ω̄†(t)). The rigid body in the mechanical process with a killing
term, as introduced in (3.7), will be denoted by Y †(t) = (X†(t),Θ†(t), V †(t),Ω†(t)). We
define also Ξ† = (V †,Ω†).

Fix T > 0. Using Proposition 3.2, the processes Y and Y † can be coupled with high
probability

(9.13) lim
ε,α→0

PMβ,I,N

(
∃t ≤ T, Y (t) 6= Y †(t)

)
= 0 .

In the same way, as shown in Lemma A.2, the processes Ȳ and Ȳ † coincide asymptotically, on
the time interval [0, T ], when α tends to 0. Thus Lemma 9.1 implies that the time marginals
of Ξ̄† converge to those of a brownian motion

(9.14) lim
ε,α→0

EM̄β,I

(
h1

(
Ξ̄†(τ1)

)
. . . h`

(
Ξ̄†(τ`)

))
= E

(
h1

(
W(τ1)

)
. . . h`

(
W(τ`)

))
,

The tightness criterion (9.2) holds also for Ξ̄†.

As a consequence of the previous results, it will be enough to compare the laws of Ξ†

and Ξ̄† in order to complete the derivation of (9.1) and (9.2).

9.3. Convergence of the time marginals. In this section, we are going to show that

(9.15) lim
N→∞

EM̄β,I

(
h1

(
Ξ̄†(τ1)

)
. . . h`

(
Ξ̄†(τ`)

))
− EMβ,I,N

(
h1

(
Ξ†(τ1)

)
. . . h`

(
Ξ†(τ`)

))
= 0 .

To do this, we will follow the same argument as in [3] and reduce the limit (9.15) to a
comparison of the BBGKY and Boltzmann hierarchies.

Step 1: Time marginals and iterated Duhamel formula.

The density of the Markov process Ȳ † is given by f̃
(1)
ε = M̄β,I g̃ε where g̃ε follows the

linear Boltzmann equation (A.4). More generally, the evolution of the killed Markov process
is related to the Boltzmann hierarchy (4.1) starting from the initial data (2.15)

∀s ≥ 1 f̃
(s)
0 (Y,Zs−1) := g0(Y )M̄β,I(Y )

s−1∏
i=1

Mβ(vi) .

In particular, a representation similar to (2.11) holds for the Markov process Ȳ †(t)

EM̄β,I

(
h1

(
Ξ̄†(τ1)

)
. . . h`

(
Ξ̄†(τ`)

))
=

∫
dȲ h`

(
V,Ω

)
f̃

(1)
ε,H`

(τ`, Ȳ ) ,(9.16)

where Ȳ = (X̄, Θ̄, V̄ , Ω̄) stands for the position of the Markov process at time t` and the
modified distribution can be rewritten in terms of Duhamel series as in (2.12)

f̃
(1)
ε,H`

(τ`, Y ) =

∞∑
m1+···+m`−1=0

Q̄†1,1+m1
(τ` − τ`−1)h`−1Q̄

†
1+m1,1+m2

(τ` − τ`−1)h`−2 . . .

Q̄†1+m1+···+m`−2,1+m1+···+m`−1
(τ1)f̃

(1+m1+···+m`−1)
0 .(9.17)
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Many cancelations occur in the series above and the only relevant collision trees are made of
a single backbone formed by the pseudo-trajectory associated with the Markov process with
a new branch at each deflection.

Step 2. Comparison of the finite dimensional marginals.
We complete now the derivation of (9.15) by comparing term by term the series (2.11) and

(9.17). Suppose now that the collection of functions hi are bounded. Thanks to this uniform
bound on the weights of the collision trees, the pruning procedure applies also in this case
and enables us to restrict to trees with at most 2K+1 collisions during the time interval [0, T ].
Furthermore, for collision trees of size less than 2K+1, the arguments of Section 6.2 apply and
recollisions can be neglected. When no recollision occurs, the pseudo-trajectories associated

with f̃
(1)
N+1,H`

and f̃
(1)
ε,H`

are close to each other and in particular the pseudo trajectory of
the rigid body coincides with the one associated with the Markov process. Thus the weights∏`
i=1 hi

(
Ξ†(τi)

)
and

∏`
i=1 hi

(
Ξ̄†(τi)

)
are identical and the series (2.11) and (9.17) can be

compared in the same way as in (1.22)

lim
N→∞

∥∥f̃ (1)
N+1,H`

(τ`)− f̃ (1)
ε,H`

(τ`)
∥∥
L∞([0,T ];L1(T2×R2×S×R))

= 0 .

This completes the proof of (9.15).

9.4. Tightness of the process. We have already derived the counterpart of (9.2) for the
limiting process. Indeed, Aldous’ criterion (9.4) (see [2], Theorem 16.10) implies that for
any ξ > 0

lim
η→0

lim sup
α,ε→0

PM̄β,I

 sup
|τ−σ|≤η
τ∈[0,T ]

∣∣Ξ̄†(τ)− Ξ̄†(σ)
∣∣ ≥ ξ

 = 0 .

Using Proposition 2.4, the probability of the above event can be rewritten in terms of Duhamel
series. Comparing both hierarchies, we deduce (9.2) for the deterministic dynamics from (9.4).

Theorem 1.3 is proved. �

10. Conclusion and open problem

As already mentioned, the main mathematical novelty in this paper is the control of patho-
logical dynamics by computing directly the probability of these events under the invariant
measure. We hope that this strategy will be useful in other situations, for instance to control
multiple recollisions in the linearized setting (see [4]). This technique also gives a corre-
spondence between real trajectories of tagged particles and pseudo-trajectories coming from
the iterated Duhamel formula, which could be used to track the correlations, and maybe to
obtain stronger convergence results (such as entropic convergence).

From the physical point of view, the main flaws of our study is that the system is two
dimensional, and that the rigid body, although bigger than the atom, cannot be macroscopic.

In 3 dimensions, the dynamics is much more complicated since the rotation of the rigid
body has two degrees of freedom and the matrix of inertia is not constant (it oscillates with
the rotation). On the other hand, the moment of inertia scales as (ε/α)2, so there is as in the
2D case a very fast rotation. Because of this fast rotation, we have an averaging effect and the
rigid body behaves actually as its spherical envelope. In the limit, we completely lose track
of the rotation and of the geometry. This singular regime does not exists if the size of the
rigid body does not vanish with ε (see [11]). Ideally we would like to deal with a macroscopic
convex body. Then we expect that it will undergo typically O(N) collisions per unit of time,
which corresponds to a mean field regime. In particular, we expect a macroscopic part of
the atoms to see the rigid body, so that recollisions - as defined in the present paper - will
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occur with a non negligible probability. We have therefore to take into account the fact that
the dynamics of the rigid body depends weakly on the atoms (deflections are infinitesimal),
and to have a different treatment for the atom-rigid body interactions and for the atom-atom
collisions.

Appendix A. A priori and stability estimates for the Boltzmann equation

A.1. Symmetries of the collision operator and maximum principle. The linear Boltz-
mann equation

(A.1)

∂tgε = T ?α gε
T ?α g := −V · ∇Xg −

α

ε
Ω∂Θg

+
1

α

∫
[0,Lα]×R2

Mβ(v)
(
g(Y ′)

(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− g(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv

can be interpreted as the evolution of the density of the Markov process defined in (9.3).
Note that, unlike in the usual Boltzmann equation for hard spheres, the collision operator
describing the interaction with a non symmetric rigid body is not self-adjoint.

Lemma A.1. The adjoint of the operator T ?α with respect to the measure M̄β,I = 1
2πMβ,I is

given by

Tαg := V · ∇Xg +
α

ε
Ω∂Θg(A.2)

+
1

α

∫
[0,Lα]×R2

Mβ(v)
(
g(Y ′)− g(Y )

)(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− dσαdv .

It is therefore associated with the Markov process Ȳ (t) = (X̄(t), Θ̄(t), V̄ (t), Ω̄(t)) introduced
in (9.3). The measure M̄β,I is invariant for this process.

Proof. For a given nΘ, the map Γ(V,Ω, v) := (V ′,Ω′, v′) is an involution, thus using the
change of variable Γ−1, we deduce that for any function h

(A.3)

∫
[0,Lα]×R5

Mβ(v)Mβ,I(V,Ω)g(Y ′)h(Y )
(
(

1

α
v′ − V ′ − Ω′r⊥Θ

)
· nΘ

)
− dσαdvdV dΩ

=

∫
[0,Lα]×R5

Mβ(v′)Mβ,I(V
′,Ω′)g(Y )h(Y ′)

(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− dσαdv

′dV ′dΩ′

=

∫
[0,Lα]×R5

Mβ(v)Mβ,I(V,Ω)g(Y )h(Y ′)
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− dσαdvdV dΩ ,

where we used that the kinetic energy is conserved by the elastic collisions and therefore the
Maxwellian is preserved. This identity implies that the adjoint collision operator with respect
to Mβ,I has the form (A.2). As a consequence, the measure M̄β,I is invariant. This proves
Lemma A.1. �
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A.2. Convergence of the truncated Boltzmann equation: proof of Proposition 4.1.
We now consider a solution of the truncated Boltzmann equation

(A.4)

∂tg̃ε = T †,?α g̃ε

T †,?α g := −V · ∇Xg −
α

ε
Ω∂Θg

+
1

α

∫
[0,Lα]×R2

Mβ(v)
(
1(3.1)(3.2)g(Y ′)

(
(

1

α
v′ − V ′ − Ω′r⊥Θ) · nΘ

)
−

− 1(4.4)g(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv .

This equation describes the density evolution of the Markov process introduced in (9.12).

Lemma A.2. The operator T †α defined in (9.12) is the adjoint of T †,?α . The killed process Ȳ †

defined by the generator T †α hardly differs from the process Ȳ (t) = (X̄(t), Θ̄(t), V̄ (t), Ω̄(t)). In
particular, on any time interval [0, T ], both processes can be coupled with large probability so
that

(A.5) P̂
(
∃t ≤ T, Ȳ (t) 6= Ȳ †(t)

)
≤ Cα2η ,

where P̂ stands for the joint measure of the coupled processes. In this coupling, both processes
start from the same initial data sampled from the measure M̄β,I .

This lemma is the counterpart of Proposition 3.2 which allowed to compare the gas dy-
namics to the killed dynamics. The strategy is identical, indeed both trajectories coincide
if none of the events (3.1), (3.2) or (4.4) is encountered, thus it is enough to evaluate the
probability of the occurence of any of these events.

Proof. To compute the adjoint (9.12), we first use the same change of variables as in (A.3). We
also use the fact that conditions (3.1), (3.2) are symmetric with respect to the variables (v, V )
and (v′, V ′) so that the adjoint reads

T ?α g = V · ∇Xg +
α

ε
Ω∂Θg

+
1

α

∫
[0,Lα]×R2

Mβ(v)
(
1(3.1)(3.2)(Y )g(Y ′)

(
(

1

α
v − V − Ωr⊥Θ) · nΘ

)
−

− 1(4.4)g(Y )
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
−

)
dσαdv .

As (3.1), (3.2) imply (4.4), the indicator function can be factorized leading to the expres-
sion (9.12) for the adjoint.

To prove (A.5), we are going to build a coupling of the processes Ȳ , Ȳ †. Both processes
start with the same initial data and have the same updates up to the collision time such
that (3.1) or (3.2) no longer hold.

First of all, recall that the analysis of the atom-rigid body interaction in Section 3.1 shows
that if (v, V,Ω, n,Θ) does not satisfy (4.4), then one of the following conditions is violated

|Ω| < | logα| , |V | < | logα| ,(A.6)

|V ′ − V | = 2α2

A+ 1

∣∣( 1

α
v − V − Ωr⊥Θ

)
· nΘ

∣∣ ≥ α2+η ,(A.7)

|v − αV | ≥ α2/3+η .(A.8)

Since the measure M̄β,I is invariant for the process Ȳ , we can proceed as in the first step
of the proof of Proposition 3.2 and show that with probability much larger than 1− α3η the
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process Ȳ will remain in the set

(A.9)
{
|Ω| < 1

2
| logα| , |V | < 1

2
| logα|

}
during the time interval [0, T ]. The initial data of both processes will also belong to this set.

The process Ȳ is obtained by drawing random times with update rates bounded by

sup
|V |,|Ω|≤| logα|/2

1

α

∫
[0,Lα]×R2

Mβ(v)
(
(

1

α
v − V − Ωr⊥Θ

)
· nΘ

)
− dσαdv ≤

c

α2
,

for some constant c > 0, i.e. by a Poisson process with rate c/α2. For the process Ȳ , the
probability density to change from a configuration (V,Ω) into (V ′,Ω′) is given by

Mβ(v)
(
(v − αV − αΩr⊥Θ

)
· nΘ

)
−∫

[0,Lα]×R2

Mβ(v)
(
(v − αV − αΩr⊥Θ

)
· nΘ

)
− dσαdv

·

The probability of violating the event (A.7) under this measure is bounded by α2+2η thanks
to the following estimate ∫ α1+η

0
udu =

1

2
α2+2η .

The probability of violating the event (A.8) is bounded by α2+3η. Combining the previous
estimates, we deduce that the coupling fails with a probability less than

P̂
(
∃t ≤ T, Ȳ (t) 6= Ȳ †(t)

)
≤ Cα2η .

This concludes the proof of Lemma A.2. �

Proposition 4.1 can be deduced from the previous analysis. Indeed since g̃ε is the density
of a Markov chain, the maximum principle holds. This leads to the uniform bound

‖g̃ε‖L∞(R+×R4×S×R) ≤ C0 .

The previous bound can also be understood by using duality and then applying the maximum
principle for the operator (9.12). Finally, the difference

‖Mβ,I(gε − g̃ε)‖L∞([0,T ];L1(R4×S×R)) ≤ CTα2η

can be deduced from (A.5) by applying the inequality at any given time t ≤ T .

Proposition 4.1 is proved. �

Appendix B. Technical estimates

In this section, we collect some estimates that were used in the core of the proof of the
main theorem: Paragraph B.1 is devoted to the proof of some rather well-known continuity
bounds on the collision integrals, and finally an estimate showing the convergence of the
initial data is provided in Paragraph B.2.

B.1. Continuity estimates. The following proposition is a precised version of Proposi-
tion 2.2.

Proposition B.1. There is a constant C1 = C1(β, I) such that for all s, n ∈ N∗ and all h, t ≥
0, the operators |Q| satisfy the following continuity estimates:

|Q1,s|(t)
(
M

(s)
β,I,N

)
≤
(C1t

α2

)s−1
M3β/4,I

|Q1,s|(t) |Qs,s+n|(h)
(
M

(s+n)
β,I,N

)
≤
(C1

α2

)n+s−1
ts−1hnM3β/4,I .
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Similar estimates hold for |Q̄|, |Q†| and |Q̄†|.
Sketch of proof. The estimate is simply obtained from the fact that the transport operators
preserve the Gibbs measures, along with the continuity of the elementary collision operators :

• the transport operators satisfy the identities

Sk(t)Mβ,I,k−1 = Mβ,I,k−1 .

• the collision operators satisfy the following bounds in the Boltzmann-Grad scal-
ing Nε = 1 (see [14])

|Ck,k+1|Mβ,I,k ≤ Cα−1
(
kβ−

1
2 +

∑
1≤i≤k

|vi|
)
Mβ,I,k−1,

|Dk,k+1|Mβ,I,k ≤ Cα−1
(

(α2β)−
1
2 + |V |+ |Ω|

)
Mβ,I,k−1,

almost everywhere. Note that we choose not to track the dependence on I in the
estimates as contrary to the factor β there is no loss in this parameter.

Estimating the operator |Qs,s+n|(h) follows from piling together those inequalities (dis-
tributing the exponential weight evenly on each occurence of a collision term). For the
collision operator involving the rigid body, we write

(
|V |+ |Ω|

)
exp

(
− β

8n

(
|V |2 + IΩ2

))
≤
√
Cn

β
·

For the atoms, we notice that by the Cauchy-Schwarz inequality

(B.1)

1

α

∑
1≤i≤k

|vi| exp
(
− β

8n
|Vk|2

)
≤ 1

α

(
k

4n

β

) 1
2

 ∑
1≤i≤k

β

4n
|vi|2 exp

(
− β

4n
|Vk|2

)1/2

≤ 1

α

(4nk

eβ

)1/2
≤ 1

α

2√
eβ

(s+ n) ,

where the last inequality comes from the fact that k ≤ s + n. Each collision operator gives
therefore at most a loss of Cβ−1/2α−2(s+ n) together with a loss on the exponential weight,
while integration with respect to time provides a factor hn/n!. By Stirling’s formula, we have

(s+ n)n

n!
≤ exp

(
n log

n+ s

n
+ n

)
≤ exp(s+ n) .

As a consequence, for β′ < β

|Qs,s+n|(h)Mβ,I,s+n−1 ≤
(
Cβ,β′h

α2

)n
Mβ,I,s−1.

Proposition B.1 follows from this upper bound and the fact that M
(s)
β,I,N ≤ CsMβ,I,s−1 for

some C. �

B.2. Convergence of the initial data. Let us prove the following result.

Proposition B.2. There is a constant C > 0 such that the following holds. For the initial

data fN+1,0 and (f
(s)
0 )s≥1 given in (1.18) and (2.15), there holds as N →∞, and ε, α→ 0 in

the scaling Nε = 1 with α� ε
1
2 ,∣∣∣ (f (s)

N+1,0 − f
(s)
0

)
1Dsε(Y,Zs−1)

∣∣∣ ≤ Cs−1 ε

α2
‖g0‖L∞Mβ,I(V,Ω)M

⊗(s−1)
β (Vs−1) .
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Proof. The proof is very similar to the proof of Proposition 3.3 in [14], and it is an obvious
consequence of the following estimate

(B.2)
∣∣∣ (M (s)

β,I,N − M̄β,IM
⊗(s−1)
β

)
1Dsε(Y, Zs−1)

∣∣∣ ≤ Cs−1 ε

α2
Mβ,I(V,Ω)M

⊗(s−1)
β (Vs−1)

which we shall now prove.

Let us start by proving, as in [14], that in the scaling Nε ≡ 1, with α� ε
1
2 ,

(B.3) 1 ≤ Z−1
N ZN−s ≤

(
1− Cε

)−s
.

The first inequality is due to the immediate upper bound

ZN ≤ ZN−s .
Let us prove the second inequality. We have by definition

Zs+1 :=

∫ ( ∏
1≤i 6=j≤s+1

1|xi−xj |>ε

)( ∏
1≤`≤s+1

1d(x`,X+ ε
α
RΘΣα)>0

)
dXs+1dX .

By Fubini’s equality, we deduce

Zs+1 =

∫ ∫
T2

( ∏
1≤i≤s

1|xi−xs+1|>ε

)
1d(xs+1,X+ ε

α
RΘΣα)>0 dxs+1

( ∏
1≤i 6=j≤s

1|xi−xj |>ε

)
×
( ∏

1≤`≤s
1d(x`,X+ ε

α
RΘΣα)>0

)
dXsdX .

One has∫
T2

( ∏
1≤i≤s

1|xi−xs+1|>ε

)
1d(xs+1,X+ ε

α
RΘΣα)>0 dxs+1 ≥ 1−

(
κsε2 + Cα

( ε
α

)2
)
,

where κ is the volume of the unit ball and Cα the volume of Σα. Since as α→ 0, Cα converges

to the volume of Σ, we deduce from the fact that α� ε
1
2 , s ≤ N and the scaling Nε ≡ 1 the

lower bound as N →∞ and ε, α→ 0:

Zs+1 ≥ Zs(1− Cε) .
This implies by induction

ZN ≥ ZN−s
(
1− Cε

)s
and proves (B.3). Now writing

dZ(s,N) := dzs . . . dzN ,

we compute for s ≤ N
M

(s)
β,I,N (Y,Zs−1) = Z−1

N Z̃(s,N)(Y, Zs−1)1Dsε(Y,Zs−1)M̄β,I(Y )M
⊗(s−1)
β (Vs−1) ,

where

Z̃(s,N)(Y,Zs−1) :=

∫ ( ∏
s≤i 6=j≤N

1|xi−xj |>ε

)( ∏
i′≤s−1<j′

1|xi′−xj′ |>ε

)

×
( N∏
`=s

1d(x`,X+ ε
α
RΘΣα)>0

)
dX(s,N) .

We deduce that(
M

(s)
β,I,N (Y, Zs−1)− M̄β,I(Y )M

⊗(s−1)
β (Vs−1)

)
1Dsε(Y,Zs−1) = M̄β,I(Y )M

⊗(s−1)
β (Vs−1)

× 1Dsε(Y,Zs−1)
(
Z−1
N Z̃(s,N)(Y, Zs−1)− 1

)
.
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Next defining

Z̄N−s+1 :=

∫ ∏
s≤i 6=j≤N

1|xi−xj |>ε dX(s,N) and

Z̄[(s,N)(Y,Zs−1) :=

N∑
`=s

∫ (
1x`∈X+ ε

α
RΘΣα

) ∏
i′≤s−1<j′

1|xi′−xj′ |>ε
∏

s≤i 6=j≤N
1|xi−xj |>ε dX(s,N)

+
∑

i′≤s−1<j′

∫
1|xi′−xj′ |≤ε

∏
s≤i 6=j≤N

1|xi−xj |>ε

N∏
`=s

1d(x`,X+ ε
α
RΘΣα)>0 dX(s,N) ,

we have

Z̄N−s+1 ≥ Z̃(s,N)(Y,Zs−1) ≥ Z̄N−s+1 − Z̄[(s,N)(Y,Zs−1) .

It remains to prove that Z−1
N Z̄N−s+1 = 1 +O(ε/α2) and Z−1

N Z̄[(s,N)(Y,Zs−1) = O(ε/α2). We

recall that as proved in [14], in the scaling Nε ≡ 1, there holds

1 ≥ Z̄s+1 ≥ Z̄s(1− Cε) ,
So on the one hand ZN−s+1 ≤ Z̄N−s+1, and

ZN−s+1 ≥
∫ ∏

s≤i 6=j≤N
1|xi−xj |>ε dX(s,N)dX

−
N∑
`=s

∫ (
1x`∈X+ ε

α
RΘΣα

) ∏
s≤i 6=j≤N

1|xi−xj |>ε dX(s,N)

≥ Z̄N−s+1 +O
(

(N − s+ 1)
ε2

α2
Z̄N−s

)
≥ Z̄N−s+1

(
1 +O(

ε

α2
)
)
.

Thus

ZN−s+1 = Z̄N−s+1

(
1 +O(

ε

α2
)
)
.

Then

Z−1
N Z̄N−s+1 = Z−1

N ZN−s+1

(
1 +O(

ε

α2
)
)

so thanks to (B.3) we find

Z−1
N Z̄N−s+1 = 1 +O(

ε

α2
+ Csε) .

Finally to conclude the proof we notice that

0 ≤ Z̄[(s,N)(Y, Zs−1) ≤ C
(

(N − s+ 1)
ε2

α2
+ (s− 1)(N − s)ε2

)
Z̄N−s

so again

Z−1
N Z̃[(s,N)(Y,Zs−1) = O(

ε

α2
+ Csε) .

The result follows. �

Appendix C. Technical geometrical results

In this section, we provide, in Paragraph C.1, a few geometrical computations useful for
the study of recollisions. We also justify in Paragraph C.2 the collision laws stated in (1.8).
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C.1. Pre-images of rectangles by scattering. In the proof of Proposition 6.5, there is a
need to translate the condition that outgoing velocities belong to some given set (typically
a rectangle) into a condition on the incoming velocity and deflection angle (which are the
integration parameters).

We first consider the case of a collision involving two atoms and start by recalling Carle-
man’s parametrization which relies on the following representation of the scattering:

(C.1) (v∗, ν∗) ∈ R2 × S 7→
{
v′∗ := v∗ − (v∗ − v̄) · ν∗ν∗
v′ := v̄ + (v∗ − v̄) · ν∗ν∗ ,

where (v′, v′∗) belong to the set C defined by

C :=
{

(v′, v′∗) ∈ R2 × R2 / (v′ − v̄) · (v′∗ − v̄) = 0
}
.

This map sends the measure |(v∗− v̄) · ν∗| dv∗dν∗ on the measure dv′dS(v′∗), where dS is the
Lebesgue measure on the line orthogonal to (v′ − v̄) passing through v̄.

Using Carleman’s parametrization the following control on the scattering has been derived
in [4].

Lemma C.1. Let R be a rectangle with sides of length δ, δ′, then∫
BR×S

1{v′∈R or v′∗∈R}
∣∣(v∗ − v̄) · ν∗

∣∣ dv∗dν∗ ≤ CR2 min(δ, δ′)
(
| log δ|+ | log δ′|+ 1

)
.(C.2)

We refer to [4] for a proof. We are now going to extend this result to the case of a collision
between an atom and the rigid body (see Lemma C.1). We use the following notation: the
collision takes place at a point of arc-length ν∗ and we denote by nΘ = RΘn the corresponding
unit outward normal at that point (on the rotated rigid body) and by rΘ = RΘr the vector
joining the center of mass G to the impact point P after rotation and rescaling. Finally the
velocities at collision are given by

(C.3)
v′ − αV = v∗ − αV +

2

A+ 1
(αVP − v∗) · nΘ nΘ

V ′ − V =
2α

A+ 1
(αVP − v∗) · nΘ nΘ ,

with VP := V + Ω r⊥Θ.

Lemma C.2. Let R be a rectangle with sides of length δ, δ′, then∫
BR×[0,Lα]

1{V ′∈R or v′∈R}
∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗
≤ CR2

κmin

(
A+ 1

2α

)2

min(δ, δ′)
(
| log δ|+ | log δ′|+ 1

)
.

Proof. The first step of the proof consists in deriving a counterpart of Carleman’s parametriza-
tion (C.1) by finding a change of measure from (v∗, ν∗) to (V ′, v′). We start by projecting v∗

onto n⊥Θ and nΘ: this gives

dv∗ = d(v∗ · nΘ)d(v∗ · n⊥Θ)

and then by translation invariance we can write

dv∗ = d
(
(v∗ − αVP ) · nΘ

)
d
(
(v∗ − αV ) · n⊥Θ

)
.

The formulas (C.3) then give

dv∗ =
A+ 1

2α
d(|V ′ − V |)d

(
(v′ − αV ) · n⊥Θ

)
.
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Then we notice that

|V ′ − V |d(|V ′ − V |)dnΘ = d(V ′ − V ) = dV ′

and

|V ′ − V | = 2α

A+ 1
|(αVP − v∗) · nΘ|

so finally there holds

|(αVP − v∗) · nΘ|dnΘdv
∗ =

(
A+ 1

2α

)2

dV ′dµαV (v′)

where dµαV is the Lebesgue measure on the line orthogonal to nΘ passing through αV . It

follows that 4α2

(A+1)2 |(αVP − v∗) · nΘ|dv∗dnΘ is mapped to dV ′dµαV (v′). Noticing that

dnΘ = −κ(ν∗)dν∗ ,

where we recall that κ(ν) is the curvature of the boundary of Σα at the point determined by
the arc-length ν, the change of measure from dnΘ to dν∗ has therefore jacobian κ(ν∗)−1. So
finally we obtain

(C.4) κ(ν∗)|(αVP − v∗) · nΘ|dν∗dv∗ =

(
A+ 1

2α

)2

dV ′dµαV (v′) .

Now let us turn to the proof of the lemma, following the proof of Lemma C.1 which can be
found in [4]. Suppose δ′ > δ. Estimating the measure of the event {V ′ ∈ R} is straightforward
by the change of variable (C.4). Thus we are going to focus on the event {v′ ∈ R} and first
start by estimating the measure that v′ belongs to a small ball of given center, say w and
radius δ > 0. This estimate will be used by covering the rectangle R by such small balls. We
distinguish two cases.

If |w − αV | ≤ δ, meaning that αV is itself in the same ball, then for any V ′ ∈ BR, the
intersection between the small ball and the line αV + Rn⊥Θ is a segment, the length of which
is at most δ. We therefore find∫

1|v′−w|≤δ
∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗ ≤ C

κmin

(
A+ 1

2α

)2

R2δ .

If |w−αV | > δ, in order for the intersection between the ball and the line αV +Rn⊥Θ to be
non empty, we have the additional condition that αV ′ − αV has to be in an angular sector
of size δ/|w − αV |. We therefore have∫

1|v′−w|≤δ
∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗ ≤ C

κmin

(
A+ 1

2α

)2

R2 δ2

|w − αV | ·

Combining both estimates, we get finally

(C.5)

∫
1|v′−w|≤δ

∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗ ≤ C

κmin

(
A+ 1

2α

)2

R2δmin
(

1,
δ

|w − αV |
)
.

Now let us prove Lemma C.2. We suppose to simplify that δ ≤ δ′ ≤ 1. We cover the
rectangle R into bδ′/δc balls of radius 2δ. Let ω be the axis of the rectangle R and denote by
wk = w0 + δk ω the centers of the balls which are indexed by the integer k ∈ {0, . . . , bδ′/δc}.
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Applying (C.5) to each ball, we get∫
1v′∈R

∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗ ≤ bδ′/δc∑
k=0

∫
1|v′−wk|≤2δ

∣∣(v∗ − αVP ) · nΘ

∣∣ dv∗dν∗
≤ C

κmin

(
A+ 1

2α

)2

R2

bδ′/δc∑
k=0

δmin
( δ

|wk − αV |
, 1
)
,

≤ C

κmin

(
A+ 1

2α

)2

R2δ

bδ′/δc∑
k=0

δ

|wk − αV |+ δ

≤ C

κmin

(
A+ 1

2α

)2

R2δ
(

log(
δ′

δ
) + 1

)
,

where the log divergence in the last inequality follows by summing over k. This completes
the proof of the lemma. �

C.2. Collision laws. In this section we recall how relation (1.8) can be derived from the
collision invariants. First note that the collision produces a force in the normal direction nΘ.
Since this force is a Dirac mass in time this produces jump conditions. The momenta after
the collision become

MV ′ −MV = −fnΘ and mv̂′ −mv̂ = fnΘ ,(C.6)

where f , the amplitude of the force, is an unknown. When the impact is at the point ε
αrΘ

of ε
αΣ, the angular momentum changes as

ÎΩ̂′ − ÎΩ̂ = − ε
α
f nΘ · r⊥ ⇒ Ω̂′ − Ω̂ = − ε

α
fÎ−1 nΘ · r⊥ .(C.7)

As the atom is a sphere, its angular momentum is unchanged (the force f nΘ is collinear to the
direction between the center of the sphere and the collision point). Finally, the conservation
of the total energy provides a last equation

1

2

(
m|v̂′|2 +M |V ′|2

)
+

1

2
ÎΩ̂′2 =

1

2

(
m|v̂|2 +M |V |2

)
+

1

2
ÎΩ̂2 .(C.8)

Since the angular momentum of the atoms is constant, it is not taken into account in the
energy conservation.

In order to determine (V ′,Ω′, f) from the previous equations, we first plug (C.6) and (C.7)
in (C.8) to identify f

−f(V · nΘ) +
f2

2M
+ f(v̂ · nΘ) +

f2

2m
− f ε

α
Ω̂(nΘ · r⊥) +

f2

2

( ε
α

)2
Î−1(nΘ · r⊥)2 = 0 .

As f 6= 0, the solution is

f =
2m

A+ 1

(
V +

ε

α
Ω̂r⊥Θ − v̂

)
· nΘ ,

where V + ε
α Ω̂r⊥Θ is the velocity of the impact point in Σ as defined in (1.3) and A is given

in (1.9). Since the force is in the normal direction, we get from (C.6) that the tangential
components are constant. The normal component and the angular momentum are deduced
by the value of f . This completes the derivation of the collision laws (1.8).
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