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#### Abstract

A particular data structure named a Quad Tree allows a better representation of solution space of binary continuous constraints $\boldsymbol{C}\left(x_{1}, x_{2}\right)$, than classical continuous consistencies. The generation and integration of this data structure do not raise any particular problem for continuous constraints defined by only one mathematical formula [Sam, D., 1995. Constraint consistency techniques for continuous domains. Ph.D. Thesis, École Polytechnique Fédérale de Lausanne]. In this paper, we propose to extend the method of generating Quad Trees in order to take into account, in CSPs, binary continuous constraints defined by a piecewise constraint, i.e. a set of functions defined on intervals. The first section presents the industrial requirements which led us to take into account this type of constraint in CSP. The second section recalls the principles of the Quad Tree. The last section describes our contributions relevant to Quad Tree extensions dealing with piecewise constraints.
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## 1. Introduction

A particular data structure named a $2^{k}$ Tree (Sam, 1995) allows a better representation of continuous solution space of continuous constraints as defined by Definition 1, than continuous consistencies, such as 2B-consistency (Lhomme, 1993) and Box-consistency (Benhamou et al., 1994).

Definition 1. A continuous constraint $\mathbf{C}\left(x_{1}, \ldots, x_{k}\right)$ is an arbitrary equality or inequality involving variables $x_{1}, \ldots, x_{k}\left(x_{1}, \ldots, x_{k} \in\right.$ $D_{x_{1}}, \ldots, D_{x_{k}}$ and $\left.D_{x_{1}}, \ldots, D_{x_{k}} \in \mathscr{R}\right)$.

Indeed, both consistencies focus on optimizing the tightening of the feasibility space outer bounds: they approximate the effective solution space by a rough enclosing box (Sam, 1995). Their principal difference lies in the fact that 2 B -consistency requires the projection of the constraints on each of their variables while Box-consistency works directly on the original constraints by using interval Newton iterates.

In order to define a more precise and efficient representation of continuous solution space (Sam, 1995) has proposed the use of Quad Trees (Samet, 1984) for binary continuous constraints and of $2^{k}$-Trees for constraints involving $k$ variables. The search area of a constraint is split recursively into rectangles or hypercubes until a certain accuracy level is reached. During recursive decomposition, the consistency with the constraint of each node is computed and marked with a particular colour. The integration of this data

[^0]structure in CSP does not raise any particular problem for continuous constraints defined by only one continuous function (Sam, 1995). In this paper, we propose to extend the method of generating Quad Trees in order to take into account in CSPs, binary continuous constraints defined by a piecewise constraint (a set of functions defined on intervals). Our method, with respect to some insubstantial assumptions, follows the idea of classical Quad Tree (recursive decomposition), but the generation of Quad Trees of piecewise constraints is somewhat more complex.

The first section presents the industrial requirements which led us to take into account such binary constraints in CSP. The second section recalls what a Quad Tree is and how it is generated from a binary continuous constraint. The third section defines what piecewise constraints are and what the different grades of information we need to generate relevant Quad Trees. Then, the generation of Quad Trees of piecewise constraints is presented for constraints assembling inequalities and equalities.

## 2. Industrial requirements of piecewise constraints

This study has been necessary when designing a knowledge based system in order to take into account experimental knowledge, relevant to heat treatment domain during the European project VHT (Virtual Heat Treatment-Project no. G1RD-CT-200200835). Some expert knowledge has been collected and assembled in a CSP based reasoning model and an interactive constraint propagation engine has been designed and developed (Aldanondo et al., 2005).
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Fig. 1. Cooling curves and piecewise constraint.

The critical point of heat treatment operation design is trying to avoid distortions. According to heat treatment experts (David et al., 2003), distortions can result from any kind of choice relevant to the definition of the heat treatment operation. Consequently, the resulting constraints model is composed of four sets of variables relevant to: (i) the geometry of the part, (ii) the material of the part, (iii) the resources required by the operation and (iv) the distortion characteristics (Vareilles et al., 2007). The constraints linking these variables correspond with compatibility tables and mathematical expressions but also with 2D experimental graphs such as the one shown in Fig. 1 that shows some cooling curves with respect to transformating phases. The latest model is presented in Lamesle et al. (2005).

Unfortunately, experimental graphs cannot be approximated with a single mathematical expression, and are, most often, fitted with a set of mathematical expressions defined on particular domains: six linear functions in the example of Fig. 1. This example comes from metallurgy. Many others exist in engineering design as for example, the models in fluid mechanics involving the Reynolds dimensionless number whose value points to different types of ways the fluids flow (laminar, transient, turbulent) corresponding to fluid mechanics laws (Chenouard et al., 2007) or the displacement of the extremity of a beam with respect to the admissible load and relevant section shape, as shown in Fig. 2.

## 3. Quad Tree: definition and generation

The aim of this section is to recall Quad Tree definition and to explain how Quad Trees can be generated and integrated in a CSP. Several examples illustrate the elements presented.


Fig. 2. Displacement data and piecewise constraint.

### 3.1. Quad Tree definition

Definition 2. A Quad Tree is made up of nodes defined as followed:

- each node $n$ is defined by a pair of intervals ( $d_{n}^{x}, d_{n}^{y}$ ),
- each node $n$ is constrained by $\boldsymbol{C}(x, y)$ which is a constraint as defined by 1 ,
- each node $n$ has a unique code, corresponding to its coordinates,
- each node $n$ has a colour: white, grey or blue defined according to the consistency of the intervals $\left(d_{n}^{x}, d_{n}^{y}\right)$ with the continuous constraint $\mathbf{C}(x, y)$,
- white: if the region $\left(d_{n}^{x}, d_{n}^{y}\right)$ is consistent with the constraint $\boldsymbol{C}(x, y)$,
- blue: if the region $\left(d_{n}^{x}, d_{n}^{y}\right)$ is not consistent with the constraint $\mathbf{C}(x, y)$,
- grey: if the region $\left(d_{n}^{x}, d_{n}^{y}\right)$ is both consistent and inconsistent with the constraint $\boldsymbol{C}(x, y)$.
- each grey node is split into four children notated north-west (NW), south-west (SW), south-east (SE) and north-east (NE),
each of whose consistency with the constraint $\mathbf{C}(x, y)$ has to be checked and marked by a colour,
- two discretization steps $\varepsilon_{x}$ and $\varepsilon_{y}$ relevant to the two variables $x$ and $y$, stop the Quad Tree decomposition at a given accuracy,
- when one of these discretization steps is reached, the discretization stops. The grey nodes are then called unitary nodes and are considered:
- consistent with the constraint $\boldsymbol{C}(x, y)$ if only the regions which are completely inconsistent need to be excluded: they turn white,
- inconsistent with the constraint $\boldsymbol{C}(x, y)$ if only the regions which are completely legal with the constraint $\boldsymbol{C}(x, y)$ need to be kept: they turn blue.

The leaves of the resulting Quad Tree are therefore either blue or white.

Each node $n$ is encoded using a succession of $h$ digits, representing an integer in base $2^{h}$, where the number of digits $h$ corresponds to the height of the encoding node $n$ in the Quad Tree. This encoding is based on a Peano's filled path with an $N$ motif, arranged following Morton's order (Briggs and Peat, 1991), as shown in Fig. 3. This kind of encoding produces a code unique to each node, corresponding to its geographic coordinates in base $2^{h}$.

### 3.2. Quad Tree generation

The generation of a Quad Tree can be launched at the initial search area defined by the domains of the variables $x$ and $y$ ( $D_{x}, D_{y}$ ). The search area is decomposed recursively until either of the discretization steps, $\varepsilon_{x}$ and $\varepsilon_{y}$, is reached. All kinds of binary continuous constraints, Definition 1, can be represented by a Quad Tree.

There are two ways to compute the colour of a node. The first one, proposed by Sam (1995), consists in using mathematical techniques to compute the intersections between the four sides of a node and the constraint. This computation can be a difficult problem to solve according to the shape of the mathematical expression.

The other one, proposed by Lottaz (2000), consists in using interval arithmetic to verify if a node $n$ satisfies the constraint or not. Interval arithmetic (Moore, 1966) extends real arithmetic to intervals by applying the operators of a formula to the endpoints of the intervals of its arguments. If a node $n$ completely satisfies the constraint, it turns white. If it partially satisfies the constraint, it turns grey. In the remaining case, the node is inconsistent with the constraint and turns blue. As interval


Fig. 3. Peano's filled path with an $N$ motif, arranged following Morton's order.
arithmetic can over-estimate results, Lottaz (2000) has shown that it can happen that a node $n$ belonging completely to either a consistent or an inconsistent region has to be decomposed and explored unnecessarily. In spite of this drawback, we have chosen this last approach to compute the colour of the nodes, mainly because it operates well whatever the shape of the mathematical expression.

### 3.3. Quad Tree example

For instance, Fig. 4 shows the Quad Tree corresponding to the constraint $\boldsymbol{C}: y-x^{3} \geqslant 0$ where $\varepsilon_{x}=0.0625$ and $\varepsilon_{y}=0.0625$. The left part of the figure lays out the discretized solution space, composed only of consistent (white) and inconsistent (blue) areas. The right part sets out the beginning of its hierarchical data structure.

Let us compute the consistency of the following nodes by using interval arithmetic:

- Let $N_{1}$ be the node defined by the pair of intervals ( $[0,0.5],[0.5,1]) . N_{1}$ is white because it completely satisfies the constraint $\boldsymbol{C}(x, y): d_{n}^{y} \ominus\left(d_{n}^{x}\right)^{3} \geqslant \mathbf{0} \Leftrightarrow[0.475,1] \geqslant[0,0]$ (true for all the computed interval).
- Let $N_{2}$ be the node defined by the pair ( $[1,2],[-1,0]$ ). $N_{2}$ is blue because it does not satisfy the constraint $\boldsymbol{C}(x, y): d_{n}^{y} \ominus$ $\left(d_{n}^{x}\right)^{3} \geqslant 0 \Leftrightarrow[-9,-1] \geqslant[0,0]$ (false for all the computed interval).
- Let $N_{3}$ be the node defined by the pair ([1,2], [1,2]). $N_{3}$ is grey because it partially satisfies the constraint $\boldsymbol{C}(x, y): d_{n}^{y} \ominus$ $\left(d_{n}^{x}\right)^{3} \geqslant \mathbf{0} \Leftrightarrow[-9,1] \geqslant[0,0]$ (true and false on the computed interval).

Algorithm 1, named Build Quad Tree, builds the Quad Tree of a continuous constraint $\boldsymbol{C}(x, y)$ from one of its nodes given as a parameter. In this algorithm, only the completely inconsistent regions have to be rejected, therefore the unitary grey nodes turn white.

## 4. Piecewise constraints and Quad Tree

The aim of this section is to extend the Quad Tree approach in order to be able to take into account piecewise constraints. A first sub-section defines what we mean by piecewise constraints and introduces what we call information grades. Following subsections present Quad Trees which deal with constraints assembling equalities, $f(x, y)=0$, and inequalities, $f(x, y)>, \geqslant, \leqslant$ or $<0$.

### 4.1. Piecewise constraints definition and example

Definition 3. A piecewise constraint $\mathbf{C}(x, y)$ is defined on a search area ( $D x, D y$ ) and composed of a set of continuous constraints as defined by Definition 1, called pieces and noted $f_{i}(x, y)$. A piece $f_{i}(x, y)$ is defined on a particular domain $\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)$ and is either an equality constraint $f_{i}(x, y)=0$ or an inequality constraint $f_{i}(x, y) \odot 0$, with $\odot$ belonging to $\{<, \leqslant,>, \geqslant\}$. A piecewise constraint $\boldsymbol{C}(x, y)$ is either a set of equality constraints or a set of inequality constraints.

We notice that a region $\left(d_{X}, d_{Y}\right)$ of the search area ( $D x, D y$ ) can be covered by more than a single domain $\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)$ or by none at all.

Some hypotheses on the general outline of piecewise constraints are necessary to guarantee the existence of a border between the consistent and inconsistent regions. These hypotheses are considered verified when the Quad Tree generation


Fig. 4. Quad Tree of a continuous constraint.


Fig. 5. Grades of information.
is launched:

- the general outline of the piecewise constraint $\mathbf{C}(x, y)$ must be closed in case of inequality constraints, and must be bounded in case of equality ones,
- in the case of inequality constraints, the pieces should not cross each other and all the pieces must be consistent with the others: the border between the consistent and inconsistent regions must be clearly defined.

Fig. 5 shows an example of piecewise constraints, named 'Milestone', composed of four pieces:

- $\boldsymbol{f}_{1}(x, y):(x-2)^{2}+(y-2)^{2} \leqslant 1, \quad$ on the domain $D_{x}^{f_{1}}=[1,3], D_{y}^{f_{1}}=[2,3]$,
- $\boldsymbol{f}_{2}(x, y): y \geqslant 1$, on the domain $D_{x}^{f_{2}}=[1,3], D_{y}^{f_{2}}=[0.9,1.1]$,
- $\boldsymbol{f}_{3}(x, y): x \geqslant 1$, on the domain $D_{x}^{f_{3}}=[0.9,1.1], D_{y_{3}}^{f_{3}}=[1,2]$,
- $\boldsymbol{f}_{4}(x, y): x \leqslant 3$, on the domain $D_{x}^{f_{4}}=[2.9,3.1], D_{y}^{f_{4}}=[1,2]$.

Let us look at the nodes $N_{1}, N_{2}, N_{3}$ and $N_{4}$ :

- The node $N_{1}$ does not intersect any domain ( $D_{x}^{f_{i}}, D_{y}^{f_{i}}$ ) of the pieces $f_{i}(x, y)$ and does not intersect any piece $f_{i}(x, y)$.
- The node $N_{2}$ intersects the domain ( $D_{x}^{f_{1}}, D_{y}^{f_{1}}$ ) of $f_{1}(x, y)$, but it intersects none of the pieces $f_{i}(x, y)$.
- The node $N_{3}$ intersects the domain $\left(D_{x}^{f_{4}}, D_{y}^{f_{4}}\right)$ of $f_{4}(x, y)$ and intersects this piece $f_{4}(x, y)$.
- The node $N_{4}$ intersects the domains ( $D_{x}^{f_{2}}, D_{y}^{f_{2}}$ ) and ( $D_{x}^{f_{3}}, D_{y}^{f_{3}}$ ), the first one corresponding to $f_{2}(x, y)$ and the second one to $f_{3}(x, y)$, and it intersects the two pieces $f_{2}(x, y)$ and $f_{3}(x, y)$.


### 4.2. Grades of information

As a node $n$ of a Quad Tree can either intersect several domains ( $D_{x}^{f_{i}}, D_{y}^{f_{i}}$ ) and/or several pieces $f_{i}(x, y)$, or none at all, we need to characterize different types of nodes with, what we call, a grade of information. We propose four grades of information according, firstly, to the intersection between a node $n$ and the domain of a piece ( $D_{x}^{f_{i}}, D_{y}^{f_{i}}$ ), and secondly, to the intersection between a node $n$ and a piece itself $f_{i}(x, y)$. The previous intersections are computed by using interval analysis.

Four types of nodes are then characterized by the grade of information.

- Firstly, we have empty nodes which do not have any information to determine their consistency with the piecewise constraint $\mathbf{C}(x, y)$.

Definition 4. A node $n$ defined by $\left(d_{n}^{x}, d_{n}^{y}\right)$ is an empty node if it does not intersect any domain $\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)$ and any piece $f_{i}(x, y)$ :
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)=\emptyset$ for the domain of any piece
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap f_{i}(x, y)=\emptyset \quad$ for any piece $f_{i}(x, y)$

- Secondly, we have poorly informed nodes which do not have enough information to determine their consistency with the piecewise constraint $\boldsymbol{C}(x, y)$.

Definition 5. A node $n$ defined by $\left(d_{n}^{x}, d_{n}^{y}\right)$ is a poorly informed node if, firstly, it intersects at least one domain $\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)$ and secondly, does not intersect any piece $f_{i}(x, y)$ :
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right) \neq \emptyset \quad$ at least for the domain of one piece $\left(d_{n}^{x}, d_{n}^{y}\right) \cap f_{i}(x, y)=\emptyset \quad$ for any piece $f_{i}(x, y)$

- Thirdly, we have informed nodes which have enough information to determine their consistency with the piecewise constraint $\mathbf{C}(x, y)$.
Definition 6. A node $n$ is an informed node if it intersects one and only one piece $f_{i}(x, y)$, whatever the number of domains ( $\left.D_{x}^{f_{i}}, D_{y}^{f_{i}}\right)$ it intersects:
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right) \neq \emptyset$ at least for the domain of one piece
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap f_{i}(x, y) \neq \emptyset$ for one, and only one piece $f_{i}(x, y)$
- And finally, we have over-informed nodes which are full of information to determine their consistency with the piecewise constraint $\boldsymbol{C}(x, y)$.
Definition 7. A node $n$ is an over-informed node if it intersects more than one piece $f_{i}(x, y)$, whatever the number of domains ( $D_{x}^{f_{i}}, D_{y}^{f_{i}}$ ) it intersects:
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap\left(D_{x}^{f_{i}}, D_{y}^{f_{i}}\right) \neq \emptyset$ at least for the domain of one piece
$\left(d_{n}^{x}, d_{n}^{y}\right) \cap f_{i}(x, y) \neq \emptyset \quad$ for more than one piece $f_{i}(x, y)$

Empty and poorly informed nodes are called ignorant nodes. The solution space can therefore be divided into four grades of information: empty, poorly-informed, informed and over-informed.

If we consider the previous example, Fig. 5, we can characterize the type of the four nodes $N_{1}, N_{2}, N_{3}$ and $N_{4}$ by their grade of information as follows: the node $N_{1}$ an empty node, the $N_{2}$ is a poorly informed node, the node $N_{3}$ is an informed node, the $N_{4}$ is an over-informed node.

### 4.3. Generation of a Quad Tree of a piecewise constraint

In this subsection, the generation of Quad Trees of piecewise constraints is presented for constraints assembling inequalities and equalities.

### 4.3.1. Piecewise constraints assembling inequalities

The idea of the previous section, associating a grade of information to each node, is kept. But the generation of a Quad Tree relevant to a piecewise constraint assembling inequalities, is somewhat complex: ignorant nodes can belong either to consistent or inconsistent regions. Therefore, generation is achieved in two steps. Firstly, during recursive decomposition, we need to identify and mark the information grade of each node with a particular colour. Secondly, when decomposition stops, the consistency of each ignorant node is found, thanks to the propagation of the consistent and inconsistent regions.

The first step of Quad Tree generation is recursive, based on the grades of information and follows the principles below:

- each node $n$ is defined by a pair of intervals $\left(d_{n}^{x}, d_{n}^{y}\right)$,
- each node $n$ has a specific code, corresponding to its coordinates,
- if a node $n$ is an empty node, it is coloured red,
- if a node $n$ is a poorly informed node, it is coloured green,
- if a node $n$ is an over-informed one (more than one piece intersects the node), it is coloured:
- orange if it is unitary (one of the decomposition steps, $\varepsilon_{x}$ and $\varepsilon_{y}$, is reached),
- grey otherwise and split into four children: NW, SW, SE and NE, each of whose grade of information has to be computed and marked,
- if a node $n$ is an informed one (only one piece $f_{i}(x, y)$ intersects the node), it is coloured:
- yellow if it is unitary (one of the decomposition steps, $\varepsilon_{x}$ and $\varepsilon_{y}$, is reached),
- grey otherwise and classical Quad Tree generation is launched from the isolated piece (cf. Section 3.1). A colour is given to the node:
white if the node $n$ is consistent with the isolated piece $f_{i}(x, y)$,
blue if the node $n$ is inconsistent with the isolated piecef $f_{i}(x, y)$,
grey if the node $n$ is, at once, consistent and inconsistent with the isolated piece $f_{i}(x, y)$,
- two discretization steps, $\varepsilon_{x}$ and $\varepsilon_{y}$, relevant to the two variables $x$ and $y$, allow the Tree decomposition to stop at a given accuracy level. When one of these two discretization steps is reached, the second step of the generation is launched.

At the end of the first step, the leaves of the Quad Tree can be coloured either white for consistent nodes, blue for inconsistent nodes, yellow for unitary informed nodes, orange for unitary over-informed nodes, red for empty nodes and green for poorly informed nodes.

In order to illustrate these different colours, let us consider the inside area and the border of the constraint named 'Milestone' of Fig. 5 , as the consistent region. In this example, $\varepsilon_{x}=0.25$ and $\varepsilon_{y}=0.25$. When the first step is finished as shown in Fig. 6, the Quad Tree is multicoloured with white, blue, red, green, yellow and orange.

Let us look in detail at the decomposition of the node defined by the pair ( $d_{n}^{x}=[1,1.5], d_{n}^{y}=[1.5,2]$ ) and encoded $(2,3)_{3}$. This node is an over-informed node intersecting $f_{1}$ and $f_{3}$ : its colour is therefore grey and it must be split once more into four child nodes which are:

- a unitary over-informed node (NW), intersecting $f_{1}$ and $f_{3}$, for its first child, defined by the pair ( $d_{n}^{x}=[1.25,1.5], d_{n}^{y}=[1.75,2]$ ) and encoded $(6,7)_{4}$ : its colour is therefore orange,


Fig. 6. Quad Tree at the end of the first step. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

- a unitary informed node (SW), intersecting only $f_{3}$, for its second child, defined by the pair ( $d_{n}^{x}=[1.25,1.5], d_{n}^{y}=$ $[1.5,1.75]$ ) and encoded $(6,6)_{4}$ : its colour is therefore yellow,
- a unitary empty node for its third child (SE), defined by the pair $\left(d_{n}^{x}=[1.5,1.75], d_{n}^{y}=[1.5,1.75]\right)$ and encoded $(7,6)_{4}$ : its colour is therefore red,
- and a unitary poorly informed node (NE), intersecting the domain of $f_{1}$, for its fourth child, defined by the pair $\left(d_{n}^{x}=[1.5,1.75], d_{n}^{y}=[1.75,2]\right)$ and encoded $(7,7)_{4}$ : its colour is therefore green.

The second step of Quad Tree generation consists in propagating the consistent and inconsistent regions from the nodes which know their consistency (the yellow, blue and white nodes), to those which are ignorant (the red and the green ones). In order to propagate the consistent and the inconsistent regions, the neighbours of the yellow, blue and white nodes must be identified. The selection of the relevant neighbours of a node $n$ is made thanks to the unique encoding per node. We notice that a node $n$ can have neighbours with a higher or a lower height than its own: the encoding of its neighbours can have a different number of digits. The detailed selection of the relevant neighbours of a node $n$ can be found in Vareilles (2005).

The propagation of consistent and inconsistent regions is done in four steps. In the first place, yellow nodes indicate to their red and green neighbours on which side of the border they belong, by using interval arithmetic applied to the isolated piece their are intersecting. If they belong to the consistent side, red and green neighbours turn white or if not, blue. Let us notate Border the algorithm which colours the red and green nodes in white or blue depending on the side of the border they belong to. Fig. 7 illustrates this first step on the piecewise constraint named 'Milestone'.

For instance, let us look at the yellow node, defined by the pair ( $\left.d_{n}^{x}=[1,1.25], d_{n}^{y}=[2.25,2.5]\right)$ and encoded $(4,9)_{4}$. We can see that this node has told its green neighbours on its left that it belongs to the inconsistent side: therefore, the green neighbour on the left turns blue, and it has told its green neighbour on its right, that it belongs to the consistent side: therefore, the green neighbour on the right turns white.


Fig. 7. Propagation from the yellow nodes to their red and green neighbours. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 8. Propagation from the blue nodes to their red and green neighbours. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

In the second place, blue nodes tell their ignorant neighbours (the red and green ones) that they belong to the inconsistent region, therefore they turn blue. Let us notate Turn blue the algorithm which propagates the inconsistent region to the ignorant nodes. Fig. 8 shows the propagation of the inconsistent region on the constraint 'Milestone'.

In the third place, white nodes tell their ignorant neighbours that they belong to the consistent region, therefore they become white. Let us notate Turn white the algorithm which propagates the consistent region on the ignorant nodes. Fig. 9 shows the propagation of the consistent region on the piecewise constraint 'Milestone'.

Finally, yellow and orange nodes turn either white if we choose to keep the border within the consistent region or blue if only the regions which are completely legal with the piecewise constraint need to be kept. Let us notate Outuine the algorithm which colours the yellow and orange nodes in white or blue depending on the case we are studying. Fig. 10 illustrates the coloration of yellow and orange nodes in white on the piecewise constraint 'Milestone'.

The generation of the Quad Tree relevant to a piecewise constraint assembling inequalities needs different algorithms:

- Build inequalty Quad Tree, presented by the Algorithm 2, which divides the sub-space of a node $n$ into four child nodes, whose grade of information has to be found,
- Build Quad Tree, presented by the Algorithm 1, which builds the Quad Tree of a continuous constraint passed as parameter,
- Border which colours the red and green nodes in white or blue depending on the side of the border they belong to,
- Turn blue which propagates the inconsistent regions on red and green nodes,
- Turn white which propagates the inconsistent regions on red and green nodes,
- Outune which colours the yellow and orange nodes in white.

The detailed algorithms Border, Turn blue, Turn white and Outline can be found in Vareilles (2005).


Fig. 9. Propagation from the white nodes to their red and green neighbours. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 10. Colouration of the yellow and orange nodes in white. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

### 4.3.2. Piecewise constraints assembling equalities

The generation of Quad Trees of piecewise constraints assembling equalities is easier, because the consistent region is defined by the path of the piecewise constraint itself. Therefore, the generation is achieved in only one step: during recursive decomposition, we colour directly ignorant nodes in blue, because they always belong to the inconsistent regions, informed nodes are coloured grey and classical Quad Tree generation is launched from the isolated piece and over-informed nodes are coloured grey and split into four children. Only informed and over-informed unitary nodes are coloured white.

## 5. Conclusion

The aim of this paper has been to propose an approach that permits us to handle binary piecewise constraints in CSPs. Quad

Trees, proposed by Sam (1995), allow single continuous constraint to be taken into account thanks to a recursive decomposition of the search area into nodes, whose consistency with the constraint is computed and marked with particular colours.

We have extended this method to piecewise constraints, with respect to some insubstantial assumptions on their general outline. Our method follows the idea of classical Quad Trees (recursive decomposition) but the generation of Quad Trees of piecewise constraints is somewhat more complex. We have to identify the grade of information of each node. Indeed, some regions can be covered by several domains of the pieces and/or by several pieces, or by none at all. These kinds of areas cannot alone determine their consistency with the piecewise constraint. Four grades of information have been identified to characterize the different types of nodes. In the case of piecewise constraints assembling inequalities, when the grade of information of each node is found, the consistent and inconsistent regions are propagated from the nodes which know their consistency to those which do not. The consistent and inconsistent regions defined by the piecewise constraint are then established.

The filtering methods and the mechanism of 'fusion' proposed by Sam (1995), to compute the intersection of constraints represented by Quad Trees, can be applied to Quad Trees associated to piecewise constraints, without any particular problems. Indeed, these mechanisms work on the white and blue nodes of the resulting Quad Trees. This study has been necessary when designing a knowledge based system in order to take into account experimental knowledge, relevant to the heat treatment domain during a European project.

Algorithm 1. Build Quad Tree(Node: $n$ )

```
— \(\therefore\) - This algorithm builds the Quad Tree \(T_{(x, y)}\) of the constraint
\(C(x, y)\) from one of its nodes passed as parameter.
If (None of the decomposition steps is reached) Then
            The node \(n\) turns grey and is split into four child nodes
            For each of the children \(s\) of \(n\) Do
        Encoding of the node \(s\)
            If ( \(s\) is completely inconsistent with \(\boldsymbol{C}(x, y)\) ) Then
            The node \(s\) turns blue
        Else
            If ( \(s\) is completely consistent with \(\boldsymbol{C}(x, y)\) ) Then
            The node \(s\) turns white
                Else
                    - \(\therefore\) - The node s is partially consistent with \(\mathbf{C}(x, y)\) : it must
            decomposed once more
            \(s \leftarrow\) Build Quad Tree(s) (Algorithm 1)
            End If
        End If
    End For
Else
        \(-\therefore\) - The node \(n\) is unitary
        If ( \(n\) is partially consistent with \(\mathbf{C}(x, y)\) ) Then
        The node \(n\) turns white
            Else
                The node \(n\) is completely inconsistent and turns blue
            End If
End If
Return the current node
```


## Algorithm 2. Build inequality Quad Tree(Node : $n$ )

[^1]```
    Else
        - . - At least one domain of a piece }\mp@subsup{f}{i}{}(x,y)\mathrm{ intersects the node s.
        If (the node s is an informed node) Then
            \therefore.-We have to generate the Quad Tree associated to isolated
            piece }\mp@subsup{f}{i}{}\mathrm{ on the sub-space of the node ( }\mp@subsup{d}{s}{x},\mp@subsup{d}{s}{y}
            s}\leftarrow\mathrm{ Build Quad Tree(s) (Algorithm 1 on the proceeding page)
        Else
            If (The node s is an over-informed nodes) Then
                - .. - The node s must be decomposed once more
            s}\leftarrow\mathrm{ Build inequality Quad Tree(s) (Algorithm 2)
        Else
            - .. - The node s is a poorly-informed node
            The node s turns green
            End If
        End If
    End If
    End For
End While
If (The node n is a unitary informed node (only one piece }\mp@subsup{f}{i}{}(x,y)\mathrm{ intersects it))
Then
    The node turns yellow
Else
If (The node n is a unitary over-informed node (several pieces }\mp@subsup{f}{i}{}(x,y)\mathrm{ intersect it))
Then
    The node turns orange
Else
    If (The node n}\mathrm{ is a unitary poorly informed node) Then
            The node turns green
        Else
            The node is a unitary empty node: it turns red
        End If
        End If
End If
Return n
```
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[^1]:    —. - This algorithm builds the Quad Tree $T_{(x, y)}$ of the constraint $C(x, y)$ from one of its nodes passed as parameter.
    While (None of the decomposition steps is reached) Do
    Creation of the four child nodes of $n$
    For each of the children $s$ of the current node $n$ Do
    Pieces_Dom list of all the pieces $\boldsymbol{c}_{i}$ whose domain intersects the node
    $f: d_{f}^{x} \cap D_{x}^{c_{i}} \neq \emptyset \wedge d_{f}^{y} \cap D_{y}^{c_{i}} \neq \emptyset$
    If (Pieces_Dom $=0$ ) Then
    $-\therefore$ - The node $s$ is an empty node
    The node $s$ turns red

