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We study hard core bosons on a two leg ladder lattice under the orbital effect of a uniform magnetic field. At
densities which are incommensurate with flux, the ground state is a Meissner state, or a vortex state, depending
on the strength of the flux. When the density is commensurate with the flux, analytical arguments predict the
possibility to stabilize a ground state of central charge c = 1, which is a precursor of the two-dimensional
Laughlin state at ν = 1/2. This differs from the coupled wire construction of the Laughlin state in that there
exists a nonzero backscattering term in the edge Hamiltonian. By using a combination of bosonization and
density matrix renormalization group (DMRG) calculations, we construct a phase diagram versus density and
flux from local observables and central charge. We delimit the region where the finite-size ground-state displays
signatures compatible with this precursor to the Laughlin state. We show how bipartite charge fluctuations
allow access to the Luttinger parameter for the edge Luttinger liquid corresponding to the precursor Laughlin
state. The properties studied with local observables are confirmed by the long distance behavior of correlation
functions. Our findings are consistent with an exact-diagonalization calculation of the many body ground state
transverse conductivity in a thin torus geometry for parameters corresponding to the precursor Laughlin state.
The model considered is simple enough such that the precursor to the Laughlin state could be realized in current
ultracold atom, Josephson junction array, and quantum circuit experiments.

I. INTRODUCTION

Quasi one–dimensional lattices in a ladder geometry with
manifest time reversal symmetry breaking have been realized
recently with ultracold atoms. Methods use internal atomic
states to create an additional synthetic dimension, in which the
orbital effect is analogous to spin–orbit coupling,1–5 or Raman
assisted tunneling in an optical lattice.6–11 These experiments
probe cyclotron or skipping orbits at the edge of the sample,4,5

quantum Hall transport,7,8 as well as the Meissner state to vor-
tex state transition12 of weakly interacting Rubidium atoms.9

The latter transition is known to occur in Josephson junction
ladders.13 A typical geometry of such experiments is shown
in Fig. 1a), which represents the two–leg ladder placed in a
uniform magnetic field, our focus in this work.

Originally discovered in two-dimensional electron gases,14

the fractional quantum Hall effect has eluded implementation
in quantum simulators, despite multiple theoretical propos-
als suitable for ultracold atoms,15–21 photonic systems,22,23

Jaynes–Cummings–Hubbard in coupled cavity arrays,24–26

circuit quantum electrodynamics,27,28 or circuit QED arrays of
microwave cavities29 . Recent proposals have been put forth
for cylindrical geometries.30,31 A recent experiment demon-
strates both a synthetic magnetic field for the photons hopping
in a three-qubit loop with periodically modulated couplers,
and repulsive interactions mediated by the qubits,32 which
forms a scalable platform for fractional quantum Hall states
of bosons.

There exist classifications of topological phases based on
their coupled wire construction,33,34 in which bulk degrees of
freedom are selectively gapped by appropriate couplings. The
first example of this is the coupled wire construction of the

Laughlin state.35 Interacting topological phases in quasi one
dimensional geometry can be described by low–energy field
theory, i.e. bosonization.36 We show in this paper that simple
quantities, such as bipartite charge fluctuations,37–39 bridge
between the field theory and experiment or numerics.

Recent investigations into fermions on the simplest geom-
etry of two leg ladders (i.e. systems composed of two cou-
pled Luttinger liquids) satisfying filling fraction ν = 1/m
(m = 1, 3, ...) reveal that the topological phase on the lad-
der is manifest in local observables, such as singularities in
the dependence of antisymmetric chiral current on flux.40 We
pursue in this paper the analogous problem of a tight binding
model of hard core particles with bosonic statistics at arbitrary
filling and in uniform flux. It is known that the Laughlin state,
which in two dimensions on a torus corresponds to a two-fold
degenerate ground state that cannot be resolved by local ob-
servables, becomes a pair of charge density waves in the thin
torus geometry of Fig. 1b).41,42 Using bosonization methods
we characterize the bulk and the edge excitations of the pre-
cursor to the Laughlin state on a ladder. We then identify,
using numerical techniques, the region corresponding to the
Laughlin phase on the phase diagram versus flux and density.
This phase diagram was previously shown to contain magnetic
(Mott) orders at commensurate fillings, a vortex phase at high
flux, and the Meissner state at low flux,43,44 and argued to con-
tain the Laughlin state at fillings commensurate to flux based
on bosonization arguments.44 Novel Mott insulating states at
1 particle per unit cell were shown to coexist with the vortex
or Meissner currents.43–45

Our focus is an experimentally feasible low dimensional ge-
ometry in which the precursor of a topologically ordered state
can be identified. This resembles the coupled wire construc-
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a)

b)

FIG. 1. (Color online) The two lattices considered in this work: a)
Kinetic and interaction terms in Eq. (1). The DMRG study of Sec. III
is concerned with g = t and V⊥ = 0 in the dilute limit of less than
1/2 particles per rung. b) Thin torus lattice corresponding to H(0) in
Eq. (59).

tion of the Laughlin state by Kane et al.,33,35 with an essential
difference: that our system is composed of only two wires,
and consequently edge channels are not free of backscatter-
ing terms. Nonetheless, we show that signatures of the inter-
wire couplings that generate the Laughlin state in the limit
of infinitely many wires are still visible in this quasi one–
dimensional geometry, embodied by a ground state of central
charge c = 1. Local observables and correlation functions
allow us to distinguish this state from neighboring Meissner
and vortex phases; we find that bipartite fluctuations are key
in making this identification. Analytical arguments are sub-
stantiated with density matrix renormalization group (DMRG)
methods46 and exact diagonalization.47 We have used two in-
dependent implementations of DMRG, in a numerically chal-
lenging study.

The remainder of this paper is organized as follows. Sec-
tion II contains the model and summarizes the phase diagram
obtained from analytical arguments. Section III contains the
numerically obtained phase diagram, based on studies of cen-
tral charge, local observables, and correlation functions. In
Sec. IV we describe the ground states in a thin torus geome-
try which generalizes the ladder geometry, and calculate the
many body ground state Hall conductivity for parameters per-
taining to the Laughlin state. Section V contains our conclu-
sions. Further technical details are presented in a number of
appendices. Appendix A covers the bosonization of the lad-
der Hamiltonian. Appendix B is dedicated to the details of
the edge theory in the topological phase. Appendix C covers
conventions for Fourier transforms used in the main text, and
Appendix D is dedicated to more details on the fits of central
charges. Appendix E contains details on ground state degen-
eracy in the thin torus limit.

II. MODEL AND PREVIOUS RESULTS

We consider the following tight–binding model of bosons
on a ladder–shaped lattice of L unit cells, each composed of
two sites, in a uniform magnetic field that pierces the plane of
the ladder:

H = −t
2∑

α=1

L−1∑
i=1

eiaA
α
i,i+1b†α,ibα,i+1 + H.c.

−g
L∑
i=1

e−ia
′A⊥ib†2,ib1,i + H.c.

+
U

2

2∑
α=1

L∑
i=1

nα,i(nα,i − 1) + V⊥

L∑
i=1

n1,in2,i. (1)

The geometry of the lattice and the energy scales of the model
are summarized in Fig. 1a). The summation indices in the
horizontal direction correspond to open boundary conditions.
The operator b†α,i creates a particle with bosonic statistics at
the ith site on the αth chain. We consider hard core bosons with
U → ∞ amounting to a constraint on the local Hilbert space
nα,i(nα,i − 1) = 0. Note that Eq. (1) is equivalent to a spin–
1/2 XXZ Hamiltonian on the ladder through the Matsubara–
Matsuda48 mapping

b†α,i → S+
α,i, nα,i → Szα,i +

1

2
. (2)

We denote the intrachain hopping matrix element by t,
and the interchain hopping matrix element by g. The Peierls
phases in Eq. (1) provide uniform flux aχ per plaquette, satis-
fying for all i

aχ = aA1
i,i+1 + a′A⊥,i+1 − aA2

i,i+1 − a′A⊥,i, (3)

which is the lattice version of the curl of the gauge field. The
units of χ are inverse length, such that the number of flux
quanta through the two leg ladder lattice depicted in Fig. 1a)
is (L − 1)aχ/(2π). We also define the linear density, or the
number of bosons per unit cell, in units of the inverse lattice
constant

n0 ≡ 〈
∑
α,i

nα,i〉/(La). (4)

Hereafter, model (1) is considered at fixed density. Our aim is
the ground state phase diagram versus (n0, χ).

It is possible to define a filling fraction in terms of Eqs. (3)
and (4), as commonly introduced for systems in a uniform
magnetic field. This reduces to the ratio of the mean number
of particles per site, and the mean number of flux quanta per
square plaquette,

ν =
n0/2

χ/(2π)
, (5)

where the numerator is the linear density per leg, n0/2. In this
work we will pay special attention to points on the phase dia-
gram in the vicinity of n0 = χ/(2π), i.e. ν = 1/2. In Sec. IV
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we will consider closing the boundary in the y direction of the
lattice periodically, as shown in Fig. 1b), while maintaining
flux aχ per square plaquette. For this geometry as well the
filling fraction is ν = 1/2.

The phases studied below are distinguishable by local ob-
servables. In particular, the current operator is obtained from
the Heisenberg equation of motion for particle number, ṅs =
i[H,ns] =

∑
s′ 6=s js′,s, where js′,s denotes the number of

particles per unit time transferred from site s′ to site s (s is an
aggregate index for both horizontal and vertical coordinates).
We rearrange the current operators at a site in linear combina-
tions suitable for our study. The antisymmetric current opera-
tor is

j−i,i+1 = −itb†1,ib1,i+1e
iaA1

i,i+1 + itb†2,ib2,i+1e
iaA2

i,i+1 + H.c.

≡ j1
i,i+1 − j2

i,i+1. (6)

The perpendicular current operator is

j⊥,i = −igb†2,ib1,ie
−ia′A⊥,i + H.c. (7)

From these we define the average antisymmetric current

j−‖ =
1

L

[
j⊥,1 − j⊥,L +

L−1∑
i=1

j−i,i+1

]
. (8)

In our analytical study of ground state orders in II A, we
consider the model (1) for repulsive interchain interaction
V⊥ ≥ 0. The numerical solution of Sec. III focuses on hard
core bosons with only contact interaction, i.e. V⊥ = 0, which
captures the essential ground state properties for small densi-
ties.

We give an account of previous results for Eq. (1) at finite
U . At χ = 0 and V⊥ = 0, and n0 = 2/a, the ground state
transitions from Mott insulator to superfluid as g increases.49

At arbitrary boson filling and uniform flux there is a transi-
tion from the low field Meissner phase to a high field vortex
phase,12 reminiscent of type-II superconductivity. The low
field model with V⊥ = 0 at n0 = 2/a exhibits a superfluid
with Meissner currents and a Mott insulator with Meissner
currents for weak enough U .50 The ground state for χ = π/a
at integer filling is a chiral superfluid, a chiral Mott insula-
tor or a Mott insulator.50,51 In the weakly interacting limit,
this supports a staggered pattern of quantized orbital current
vortices.52 For χ = 0, V⊥ = 0 and hard core bosons, the
ground state was shown to be a rung Mott insulator at half-
filling.53 At arbitrary flux, and n0 = 1/a, Meissner phase–
Mott insulator or vortex phase–Mott insulator phases are pos-
sible due to the effective decoupling of the relative (Joseph-
son) phase of the two legs of the ladder and the total charge.45

Magnetism of the unit filled Mott phase in abelian and non-
abelian gauge fields has been studied in Ref. 54 using DMRG.
Vortex lattice states, in which the discrete lattice translation
symmetry is spontaneously broken, exist for U finite.55 The
two leg ladder has other such symmetry broken states: charge
density waves, as well as the biased ladder state which breaks
the symmetry between the two chains.56

A comprehensive phase diagram versus n0 and χ and inter-
chain tunneling was obtained using the density matrix renor-

malization group.43 At 2πn0 = χ a gapless ground state dis-
tinct from Meissner and Vortex phases was predicted.44 This
state matches a low–dimensional coupled wire construction of
the Laughlin ν = 1/2 state.33 Here we complement field the-
oretic arguments with a quantitative delimitation of this low–
dimensional precursor to Laughlin phase from neighboring
Meissner and vortex phases.

A. Phase diagram from bosonization

In this section we summarize the phase diagram44 of the
continuum limit of model (1) obtained from the renormaliza-
tion group flow equations of a bosonized36 version of Eq. (1),
in which the interchain coupling g is a perturbation, i.e. g �
t. Although our numerical analysis (Sec. III) is performed
away from this regime, namely taking g = t, perturbative RG
allows one to understand the ordering tendency of the ground
state in the thermodynamic limit.

For Eq. (1) with hardcore bosons U → ∞, equivalently
spin–1/2 degrees of freedom, one possibility for bosoniza-
tion is to transform to fermions with the Jordan–Wigner
transformation,57

S+
α,i → c†α,ie

iπ
∑n−1
j=1 c

†
α,jcα,j ,

Szα,i +
1

2
→ c†α,icα,i, (9)

then derive the continuum theory of the Dirac fermions at
the Fermi surface.36 With the inclusion of the string opera-
tor in the expression above, it turns out that this is in fact
equivalent (see App. A) to taking the continuum limit di-
rectly in Eq. (1) by considering bosonic fields ψα(x) =
bα,j/

√
a
(
= S−α,j/

√
a
)
, with x = ja, corresponding to each

chain, expressed further as

(ψα)†(x) =

√
nα0 −

1

π
∇φα(x)

∑
p

ei2p(n
α
0 π−φ

α)e−iθ
α(x),

(10)
where p runs over all integers. θα(x) is a phase variable, while
φα(x′) measures density deviations in chain α: δnα ≡ nα −
nα0 = − 1

π∇φ
α. The mean densities satisfy n1,2

0 = n0/2.
The canonical commutation relation between the phase

field and the density field[
φα(x), θβ(x′)

]
= i

π

2
δαβsgn(x′ − x) (11)

holds, and the following transformation of the fields is canon-
ical

θ± = (θ1 ± θ2)/
√

2, φ± = (φ1 ± φ2)/
√

2. (12)

This rotation is motivated by the interchain Josephson
effect,12 which occurs in the relative phase θ−, as discussed
below.

Equation (1) becomes, in the continuum limit,

H = H+
0 +H−0 +HSG. (13)
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The first two terms are Luttinger liquid (phonon) contributions

H+
0 =

v+

2π

∫
dx

[
K+(∇θ+)2 +

1

K+
(∇φ+)2

]
, (14)

H−0 =
v−

2π

∫
dx

[
K−(∇θ−)2 +

1

K−
(∇φ−)2

]
. (15)

The sound velocities and Luttinger parameters are defined by

v± = v [1± V⊥Ka/(πv)]
1/2

, v±K± = vK (16)

in terms of v and K of the decoupled chains (see App. A). K
depends on the nature of intrachain interactions: 1 < K for
repulsive interactions, K = ∞ for free bosons, K < 1 for
repulsive long-range interactions, and K = 1 for the Tonks
limit considered here. Equations (16) hold for weak interchain
coupling.

Equation (13) contains a sine-Gordon Hamiltonian arising
from the interchain coupling

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− + χx)× (17)[

1 + 2 cos
(
2πn1

0x− 2φ1
)] [

1 + 2 cos
(
2πn2

0x− 2φ2
)]
.

The flux per plaquette, aχ, and the mean boson density, nα0 ,
select terms in HSG whose renormalization group flows36 are
towards strong coupling. Such relevant contributions control
the ground state in the thermodynamic limit.

We make a brief note on local observables. Current density
operators are obtained from the Heisenberg equation for the
density operator n1(x)− n2(x) = const− 1

π

√
2∇φ−:

d

dt

(
n1(x)− n2(x)

)
= i[H, n1(x)− n2(x)], (18)

from which currents j⊥(x) and j−‖ (x) are obtained using the
same conventions as those introduced in Eqs. (6) and (7) for
lattice currents. Throughout this work we will refer to current
density operators as “currents”.

We focus on densities an0 ≤ 0.5, such that terms sustain-
ing charge density waves, such as cos(2πn0x− 2

√
2φ+), are

irrelevant. In particular, density n0 = 1/a stabilizes the rung
Mott insulator phase.44 Away from such commensurate den-
sities, Eq. (17) predicts three phases: the Meissner phase, the
vortex phase, and the Laughlin phase.

At small χ, and eliminating the possibility of commensura-
tion between χ and 2πn0,

HSG = −gn0

∫
dx cos(−

√
2θ− + χx). (19)

This potential pins the gauge invariant bosonic phase
−
√

2θ− + χx, inducing a gap in the “-” sector. This gap has
power law dependence on the interchain coupling

∆− ∼ v

a

(ga
v

) 1

2− 1
2K− , (20)

which implies exponentially decaying rung current two point
correlation functions, on a distance that scales with the inverse
gap, ξ− ∝ 1/∆−,

〈j⊥(x)j⊥(0)〉 ∼ exp(−|x|/ξ−)→ 0 as x/ξ− →∞. (21)

The rung current density operator

j⊥(x) =
2g

πa
sin(
√

2θ− − χx) (22)

has vanishing ground state expectation value. The antisym-
metric parallel current density,

j−‖ (x) = −vK
√

2∇θ−, (23)

has ground state expectation value 〈j−‖ (x)〉 = −vKχ, which
is reminiscent of the Meissner effect.12 As the “+” fields are
gapless and decoupled from the dynamics of the “−” fields,
this corresponds to central charge58 c = 1.

For χ > χc ∼ π
√

2∆−/(vK), the sine–Gordon Hamil-
tonian (19) becomes irrelevant, which corresponds to a com-
mensurate incommensurate transition.59 At high flux and in
the absence of commensuration effects between the flux and
the density, the ground state is gapless and has central charge
c = 2. This is the vortex state.12

The situation is qualitatively distinct if there exists com-
mensuration between flux and density. For χ > χc and when-
ever the commensuration condition a [2πn0 ± χ] = 0 mod 2π
holds, the number of particles per flux quantum is ν = 1/2.
For the lower sign in the commensuration condition above,

HSG = −gn0

∫
dx cos(−

√
2θ−+m

√
2φ+), m = 2. (24)

This term is relevant provided that its scaling dimension sat-
isfies the condition

2 > 1/(2K−) + 2K+. (25)

The energetics in Eq. (1) can be tuned in order to satisfy
Eq. (25). Starting from the perturbative limit g � t, we may
obtain (App. A) an estimate for the strength of repulsive inter-
actions necessary to satisfy this inequality in the Tonks limit
U → ∞: V⊥ & 3t. This estimate, however, is not rigor-
ous. The Luttinger parameters K± are expected to vary with
filling53 and flux, and ultimately one needs to verify Eq. (25)
from numerics, e.g. by fitting appropriate correlation func-
tions to extract Luttinger parameters. For the dilute limit
considered here, an0 ≤ 0.5, rung repulsion V⊥ is expected
to play a less significant role, and hence only weak depen-
dence of K± on V⊥ is expected. To summarize, in the dilute
limit, the aforementioned bound V⊥ & 3t appears to be too
strict. Guided by these observations, and backed by numeri-
cal checks, in Sec. III we perform studies at V⊥ = 0.

Provided that Eq. (25) is satisfied, the pinning in Eq. (24)
favors a c = 1 gapless ground state corresponding to a gapped
bulk field, represented by the linear combination −

√
2θ− +√

8φ+, decoupled from a gapless edge Luttinger liquid.33 Per-
turbative RG in g � t shows that the “bulk” gap is a power
law in the interchain coupling,

∆ ∼ v

a

(ga
v

) 1

2−1/(2K−)−2K+

, (26)

This gap is significantly reduced as compared to ∆−. Equa-
tion (26) gives the size of the gap above the central charge
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c = 1 ground state if Eq. (25) is satisfied. If, however, Eq. (25)
is not satisfied, for finite system sizes, the irrelevant operator
Eq. (24) may still influence the ground state properties, al-
though in the thermodynamic limit there is no effect of the
pinning potential (24). We identify the ν = 1/2 pinning po-
tential described in the last part of this subsection with the
one responsible for opening the bulk gap in the coupled wire
construction of the Laughlin state.35

B. Edge theory in Laughlin phase

The edge Luttinger liquid corresponding to the c = 1
Laughlin phase can be obtained by integrating the gapped field
in Eq. (24) (for a detailed calculation, see App. B). The gapped
bulk degree of freedom can be recast in terms of the fields

φ = − θ−

m
√

2
+
φ+

√
2
, θ =

θ+

√
2
−mφ−√

2
. (27)

The gapless degrees of freedom are expressed in terms of the
fields

φ′ =
θ−

m
√

2
+
φ+

√
2
, θ′ =

θ+

√
2

+m
φ−√

2
. (28)

The edge excitations are described by the Luttinger liquid
Hamiltonian

He =
ve

2π

∫ L

0

dx

[
Ke(∇θ′)2 +

1

Ke
(∇φ′)2

]
, (29)

where the edge Luttinger parameter and sound velocity are
specified by (see App. B)

veKe =
vK + h− v

m2K

2
−
(
vK − h− v

m2K

)2
2
(
vK + h− v

m2K

) , (30)

and

ve

Ke
= v

m2K + h+ 1
K

2
, (31)

with m = 2 and h± ≡ 1 ± V⊥Ka
πv differing from unity by

an amount that measures the strength of rung repulsion. At
V⊥ = 0 we find Ke = 2/5 and ve = v.

The edge Luttinger liquid Eq. (29) contains backscattering
terms, which distinguishes it from the chiral Luttinger liquid
describing the edge excitations of a quantum Hall droplet.60

That is, we find that

He =
v

8π

∫ L

0

dx
[
ARR(∇R)2 +ALL(∇L)2 +

ALR(∇R)(∇L)
]
. (32)

The chiral fields are defined as

R(x) = φ′ + θ′, L(x) = θ′ − φ′, (33)

and obey the algebra

[R(x), R(x′)] = i
π

m
sgn(x′ − x) = −[L(x), L(x′)]. (34)

The coefficients in Eq. (32) are

ARR = ALL = m2Ke +
1

Ke
,

ALR =
2

Ke
− 2m2Ke. (35)

Nonzero ALR signifies that there is backscattering between
the edge chiral fields, resulting from the traced bulk degrees
of freedom.

Note that long range repulsion within each chain such that
K = 1/m results in a chiral Luttinger liquid Hamiltonian

He =
mv

4π

∫ L

0

dx
[
(∇R)2 + (∇L)2

]
. (36)

This has the same form as the chiral Luttinger liquid edge
theory of a ν = 1/m bulk discussed by Wen.60 In the two–
chain problem, long range repulsive interactions are required
to cancel edge backscattering contributions occuring through
the bulk. This is unlike the case of a coupled wire construc-
tion with many wires, in which backscattering amplitudes are
exponentially suppressed through the gapped bulk.34

We conclude that interactions which render (24) relevant
generally induce backscattering at the edge. This is in con-
trast to the integer quantum Hall effect of fermions (ν = 1),
corresponding to Eq. (24) with m = 1, which is relevant for
V⊥ = 0, and where the edge theory is a chiral Luttinger liquid
with Ke = K = 1.

The resulting edge Luttinger liquid is characterized by
charge fractionalization.61 Without edge backscattering terms,
edge current noise at a quantum point contact probes the frac-
tional charge of bulk quasiparticles.62 This has been demon-
strated for a 2D electron gas63 and is feasible with ultracold
atom quantum point contacts.64 In Sec. III C we show that the
Luttinger parameter Ke defining the edge Hamiltonian (29)
can be extracted robustly from bipartite charge fluctuations
obtained from numerics.

III. PHASE DIAGRAM FROM DMRG

This section contains the phase diagram for the ground
states of (1) obtained using the density matrix renormalization
group algorithm.46 We make the following parameter choices

g = t = 1, V⊥ = 0, U =∞. (37)

We delimit previously studied Meissner and vortex liquid
phases43 after which we focus our attention to a small region
of the phase diagram that we argue has features which are con-
sistent with the low–dimensional Laughlin ν = 1/2 ground
state.

We have used two independent implementations of DMRG
in order to tackle the numerically challenging regions of the
phase diagram. We have focused on open boundary conditions
in the x direction. Although this choice subjects us to the
effect of the boundary in the form of Friedel oscillations, it
has the advantage of better convergence. We have considered
system sizes up to L = 225 and up to 1200 states. For the
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Ground state Meissner Vortex Laughlin
c 1 2 1

NV 1 ≥ 1 > 1

TABLE I. Criteria for the phase diagram of Fig. 2, based on central
charge and vortex number.

coarse phase diagram in the (n0, χ) plane, shown in Figures 2
and 3, we have considered L = 65 rungs, and retained up to
800 states. Convergence was especially problematic near half
a flux quantum per plaquette, aχ = π, whereH in (1) is time-
reversal invariant. We have omitted these flux values from the
phase diagram, as they are beyond the scope of this study.

The section is organized as follows. Section III A contains
the numerical phase diagram obtained from central charge and
vortex number. In Sec. III B we argue that the Laughlin phase
is characterized by local extrema in local current operators.
Bipartite fluctuations (Sec. III C) allow us to elucidate be-
tween two operators which compete to order the ground state.
Section III D is dedicated to the study of correlation functions
of current operators and of the vertex operator corresponding
to the Laughlin state in Eq. (24).

A. Phases from central charge and vortex number

We construct the phase diagram of Fig. 2 based on cen-
tral charge and current expectation values, the latter through
a single observable, the vortex number. These quantities are
plotted in Fig. 3. The Meissner, Vortex, and Laughlin phases,
together with their identification in terms of central charge and
vortex number, are summarized in Table I.

The central charge is obtained from the prefactor of the
logarithmic contribution65–67 to the bipartite entanglement
entropy.68 The entanglement entropy contains additional sub-
leading oscillatory corrections

S(j) =
c

6
log [d(j|L)] +A〈b†1,jb1,j+1〉+B, (38)

where log is the natural logarithm, and A and B are nonuni-
versal coefficients. Equation (38) holds for open (Dirich-
let) boundary conditions for the wavefunction, and d(x|L) =
(L/π) sin(πx/L) is a compactified distance function.69 (In
periodic boundary conditions there is an enhancement of the
logarithm prefactor c/6 → c/3.) The central charge obtained
from fits using Eq. (38) in a L = 65 rung ladder is plotted in
Fig. 3a). Further fits for the central charge, using finite size
scaling, are detailed in App. D.

For the purpose of generating a phase diagram, we charac-
terize the current pattern by a single number, the vortex num-
ber order parameter

NV ≡
L−1∑
i=2

Θ

(
−sign

〈j1
i,i+1〉
〈j1
i−1,i〉

)
+ 1, (39)

where Θ is the Heaviside step function70 and angular brackets
denote the ground state expectation value. Note that NV =

Meissner Vortex

Laughlin
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 0.3
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 0.34

 0.36

 0.38

 0.4

 0.42

 0.44

 0.46

 0.48
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9

FIG. 2. (Color online) DMRG phase diagram for open boundary
L = 65 ladder versus number of particles and number of flux quanta
threading the ladder (definitions in Table I). The dashed line corre-
sponds to χ = 2πn0. Inset shows fit for central charge according
to (38), for points at χ = 2πn0 under the solid arrow: L = 65
(crosses) and L = 129 (dots).

1 in the Meissner state, where 〈j⊥,i〉 = 0 for 1 < i < L

precludes a sign change in 〈j1,2
i,i+1〉 for 1 ≤ i < L by the

continuity equation. Typical expectation values of the bond
current operators are shown in Fig. 4 for a collection of points
on the Laughlin line n0 = χ/(2π).

Note that the existence of sign changes in the horizontal
currents 〈j1

i,i+1〉 is indicative of the fact that the 0 momen-
tum (Meissner) component of the antisymmetric current be-
comes subdominant compared to a finite momentum, stag-
gered, component. For example, Figure 4 shows local current
patterns and illustrates that at high enough flux the uniform
current pattern reminiscent of Meissner phase is no longer
visible. The condition NV > 1 is stricter than necessary to
detect the commensurate–incommensurate transition from the
Meissner phase to the vortex phase.43 The transition to the vor-
tex state is identifiable via the discontinuity in central charge
(see Fig. 3a)), and via the development of a nonzero momen-
tum peak in the antisymmetric current.43 Numerically we find
that NV > 1 only in a subregion of the vortex phase (which
has c = 2). The points with NV = 1 inside the vortex phase
are possibly a consequence of finite size: this only indicates
that the Meissner current (zero momentum component of the
antisymmetric current) is dominant. Importantly, phases with
NV > 1 and c = 1, as found here on the line χ = 2πn0 for
large enough χ, are neither in the Meissner phase, nor vortex
phase; we identify this region as the Laughlin phase.

The phase diagram of Fig. 2 is obtained based on the values
of c and NV (see Table I). The transitions from the Meiss-
ner phase to the Vortex phase and from the Laughlin phase to
the Vortex phase are inferred from the central charge and the
Meissner to Laughlin transition fromNV , as explained above.
In particular, the c = 1 phase with NV > 1 at intermediate
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a)

b)

FIG. 3. a) Central charge c from fits of the bipartite entanglement
entropy in (n0, χ) plane obtained from (38) on L = 65 rung ladder
with OBC; b) Vortex number NV defined in Eq. (39) in the same
coordinates.

flux values 0.26 . aχ/(2π) . 0.45 in the vicinity of the line
χ = 2πn0 is identified as the Laughlin phase.

B. Antisymmetric chiral current

At low flux values, in the Meissner phase, we expect that
the antisymmetric parallel current screens the flux, 〈j−‖ 〉 ∝
sin(aχ). Close to aχ = π, the average antisymmetric paral-
lel current is expected to vanish, as an orbital antiferromagnet
pattern of staggered currents forms.51 At χ = 2πn0 for flux
values which are intermediate between the Meissner phase
and the orbital antiferromagnet regime, we notice the forma-
tion of local extrema (see Fig. 5), where numerical results sug-
gest that ∂〈j−‖ 〉/∂χ and ∂〈j−‖ 〉/∂n0 have a finite discontinu-
ity. The local extrema of 〈j−‖ 〉 occur on the thick red line
identified as the Laughlin phase on Fig. 2.

Returning to our treatment in Sec. II A, note that the pinning
potential (24) implies that j⊥(x) = 2g

πa sin(
√

2θ− − 2
√

2φ+)

has vanishing ground state expectation value; moreover, that

〈j−‖ 〉 = −vK
√

2〈∇θ−〉 = −2
√

2vK〈∇φ+〉, (40)

i.e. at any position 〈j−‖ (x)〉 is proportional to total density
fluctuations. Then necessarily the antisymmetric parallel cur-
rent integrated over the length of the system vanishes, con-
trary to what is found numerically in Fig. 5. We attribute this
discrepancy to the neglect of Fermi sea contributions in the
bosonization treatment, in agreement with a recent analytical
argument for the ν = 1 integer quantum Hall state in the same
geometry.40

A complementary signature of the phase transitions are
peaks in the Fourier transforms of the current operator. For
open boundary conditions, we define the Fourier transform

f [k] =

√
2

L+ 1

L∑
j=1

sin (jk) fj , (41)

where k = nkπ/(L+ 1) with nk = 1, ..., L. Note that the ba-
sis functions appropriately vanish at j = 0 and j = L+1. We
note the following for 〈j−‖ 〉[k]: In the Meissner phase, it has
a peak in the vicinity of k = 0, as well as a smaller nonzero
momentum peak at k ≈ 2πn0. In Fig. 6 we consider δ〈j−‖ 〉[k]

in which the mean value (k = 0 component) is subtracted. In
the vortex phase, δ〈j−‖ 〉[k] peaks near k = χ. In summary,
apart from the Meissner peak at zero momentum, the position
of the peak in the Fourier transform of the antisymmetric chi-
ral current is subject to the competition between ordering at
2πn0 (deep Meissner phase) or at χ (deep vortex phase). At
values of flux close to χ = 2πn0 in the vortex phase, for ex-
ample in the c = 2 phase around n0(L−1) = 27 on Fig. 2, the
peak may be situated at an intermediate value between χ and
2πn0. Consequently, whenever the flux per plaquette equals
the density χ = 2πn0 the nonzero momentum peak is at their
common value (see Fig. 6).

It is noteworthy that the Fourier transform of the deviation
of particle number from its mean, 〈nα,i〉 − n0/2, seems to be
within a numerical factor of 〈j−i,i+1〉 even away from n0 =

χ/(2π). This shows that the criterion (40) cannot delimit the
Laughlin phase. We infer that this pinning of density to anti-
symmetric currents holds even away from χ = 2πn0 because,
for finite system size, the irrelevant operator in Eq. (24) may
still control ordering in the ground state.

C. Bipartite fluctuations

Bipartite fluctuations of particle number contain informa-
tion about quantum entanglement.37–39 In the gapless phases
studied here, bipartite particle number fluctuations can be
used to extract Luttinger parameters. Bipartite fluctuations
may be thought as originating from the logarithm of a corre-
lation function of exponentials of fields: for a Gaussian action
and an arbitrary field η, exponential correlation functions are
determined by the two point correlation function only36〈

eiη(x)e−iη(y)
〉

= e−
1
2 〈[η(x)−η(y)]2〉. (42)



8

FIG. 4. Bond current expectation value where an0 = aχ/(2π) takes
the following values: a) 0.155, b) 0.315, c) 0.375.

FIG. 5. (Color online) Antisymmetric parallel current 〈j−‖ 〉: Meiss-
ner effect for low χ. On the dark red shaded line, corresponding to
2πn0 = χ, there are local extrema of the current operator expec-
tation value at large enough χ/(2π) > 0.3. The positions of these
extrema belong to the Laughlin phase as indicated by the thick red
line on Fig. 2.

In this section η will be one of the density fields φ±. Taking a
logarithm of the above relates a correlator which is relatively
hard to obtain in numerics (the left hand side), to a simpler
quantity on the right hand side. Fluctuations are readily avail-
able in the DMRG routine via the evaluation of local boson
densities, unlike correlation functions of exponentials of fields
such as φ±(x) (string operator correlation functions), which
introduce computational complications. The latter will be dis-
cussed in the next Subsec. III D. In this section, we derive
analytical forms implied by the field theory of Sec. II A, then
proceed to numerical fits.

Bipartite particle number fluctuations are measured by the
connected correlation function

F±(`) ≡ 〈
[
N±(`)

]2〉conn. (43)

We have introduced the total and relative particle numbers in
a subsystem comprised of the first ` rungs:

N±(`) =
∑̀
i=1

(n1i − n2i) . (44)

FIG. 6. (Color online) 〈δj−‖ (k)〉 as a function of flux χ in arbitrary
units (darker is more negative). Left: At fixed density (e.g. here
an0 ≈ 0.28), the extremum is at k = 2πn0 for χ < 2πn0 and
at k = χ for χ > 2πn0. Dashed dark (blue) line corresponds to
k/(2π) = n0, while continuous dark (red) line corresponds to k =
χ. Right: When χ/(2π) = n0, there is a single nonzero minimum
at k/(2π) = χ/(2π).

With our definitions in Sec. II A,

N±(`) = −
√

2

π

[
φ±(`)− φ±(0)

]
, (45)

leading to

F±(`) =
2

π2
〈
[
φ±(`)− φ±(0)

]2〉conn

=
2

π2
〈φ±(`)φ±(`)〉conn +

2

π2
〈φ±(0)φ±(0)〉conn

− 4

π2
〈φ±(`)φ±(0)〉conn. (46)

The correlation functions of the fields φ± in open/periodic
boundary conditions are known.69

Let us begin with the correlation functions in the vortex
phase. Density two point correlation functions decay as a
power law with separation

〈∇φ±(x)∇φ±(x′)〉 = (47)

−K
±

2

[
1

d(x− x′|2L)2
+

1

d(x+ x′|2L)2

]
,

or, after the indefinite integral,

〈φ±(x)φ±(x′)〉 = (48)

−K
±

2
log [d(x− x′|2L)] +

K±

2
log [d(x+ x′|2L)] .

Regularizing d(x|L) = const for x < a, we use the above
expression (48) into the formula for the bipartite fluctuations,
Eq. (46), and obtain:

F±vortex(`) =
K±

π2
log [d(`|L)] + c+ dbE(`), (49)

where we have included subleading constant and bond energy
contributions, with bE(`) = 〈b†1,`b1,`+1〉. The logarithmic de-
pendence can be understood as follows. The hopping term of
Eq.(19) becomes irrelevant.44 There is no tunneling between
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the chains in the thermodynamic limit, and one expects gaus-
sian fluctuations in both total and relative charges. For finite
sized systems, the Josephson term may give a linear contribu-
tion ∝ `, a direct consequence of the finite size gap in the θ−

sector.
In the Meissner phase the θ− field is gapped by the Joseph-

son term (19). One important point is that the particle num-
ber difference between the chains is not a conserved quantum
number, and hence the corresponding U(1) symmetry is bro-
ken. A consequence of this is that F−(`) and F−(L− `) are
no longer supposed to be equal; this is most easily illustrated
by the relation F−(L) 6= F−(0) = 0. These considerations
allow for linear contributions71 to the fluctuations of the rela-
tive particle number:

F−Meissner(`) = b`+ c+ dbE(`), (50)

where the coefficient of the linear term is b ∝ 1/ξ−, with ξ−

the correlation length of (21). This is because F− is the lead-
ing contribution to log〈ei

√
2φ−(0)e−i

√
2φ−(`)〉 ∼ −`/ξ− +

const. Note that in the above expression it is the length of
the subsystem ` that enters, and not the compactified distance
d(`|L). Secondly, total charge fluctuations in the Meissner
phase F+

Meissner(`) are of the form F+
vortex(`) in Eq. (49), on ac-

count of the fact that the total charge field is gapless in both
phases.

In the Laughlin phase, we reexpress density fields accord-
ing to our definitions in Sec. II and App. B

√
2φ− = θ′ − θ,

√
2φ+ = φ+ φ′, (51)

where θ′ and φ′ correspond to the edge fields. Therefore we
use as a template function

F−Laughlin(`) =
1

2π2Ke
log [d(`|L)] + b`+ c+ dbE(`), (52)

where the linear contribution is prefactored by the parameter
b, which scales like the inverse correlation length associated
with the Laughlin gap ∆ in Eq. (26). Total density fluctuations
are

F+
Laughlin(`) =

Ke

2π2
log [d(`|L)] + c+ dbE(`). (53)

Figure 7 shows results for Ke as extracted from fits to F±(`)
obtained in systems with lengths L ∈ [33, 225] with boson
numbers N = 0.625(L− 1)/2 and 0.8125(L− 1)/2 at fixed
filling fraction ν = 1/2. The Ke obtained from fits of F+

is in agreement with the theoretical prediction Ke = 0.4 (see
Sec. II A and App. B). The values obtained from fits of F−
have larger error bars and do not extrapolate to the value de-
termined from the fit of F+. We attribute this to an overall
worse quality of the fit in the presence of the dominating lin-
ear contribution.

In conclusion, bipartite charge fluctuations probe the corre-
lations of gapless fields and access the edge Luttinger param-
eter Ke. There is quantitative agreement between DMRG re-
sults and the edge theory of Sec. II A. The Josephson gap can
be indirectly extracted from the linear contribution to F−(`)
in Eq. (50) [The Laughlin gap is obtained, analogously, from

 0
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FIG. 7. (Color online) Fit results for edge Luttinger parameter, Ke,
from particle number fluctuations for two points on the phase dia-
gram of Fig. 2, an0 = aχ/(2π) = 0.3125 (red crosses) and 0.406
(red dots): a) Values ofKe extracted from the fit ofF+(`) according
to Eq. (53), for L ∈ [33, 225], at filling factor ν = 1/2. Extrapo-
lation to L → ∞ is consistent with Ke = 0.4. b) Fit function
(black curve) versus numerical data [same symbols as in a)] accord-
ing to Eq. (53) for L = 65. c) Values of Ke extracted from the fit of
F−(`) according to Eq. (52), for L ∈ [33, 225], at fixed filling factor
ν = 1/2. d) Fit function (black curve) versus numerical data accord-
ing to Eq. (52) for L = 65. The linear component to the F−(`) is
dominant in the Laughlin phase, which makes the fit for the logarith-
mic contribution difficult. We attribute to this the larger error bars in
panel c).

Eq. (52)]. For example, with this method one can confirm the
power law dependences of Eqs. (20) and (26). This computa-
tion, not pursued here, remains the object of future work.

D. Correlation functions

In this subsection, we extract exponentially decaying con-
tributions in correlation functions as signatures of the forma-
tion of spectral gaps. We find that this procedure is straight-
forward in the Meissner phase and forms a hallmark of the
Josephson gap ∆− of Eq. (20). The exponential behavior dis-
tinguishes the Meissner phase from the Laughlin and vortex
phases, where correlation functions associated to the Joseph-
son phase θ− vanish algebraically. In fact, we find that near
the commensurate line χ/(2π) = n0 the Josephson gap is
weakened – in the sense that exponential decay of the Joseph-
son correlation function is suppressed.

Second, we attempt in this subsection the construction of
DMRG accessible correlation functions to capture the ex-
ponential decay of the gapped field φ corresponding to the
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Laughlin phase. We discuss the drawback of this in compari-
son to the charge fluctuations discussed above.

The condensation of the Josephson phase yields expo-
nentially decaying rung current correlation functions, as in
Eq. (21). We calculate the correlator 〈j⊥(0)j⊥(x)〉 between
a boundary rung and a rung situated at position x = ia in
open boundary conditions (other choices for the two points of
the correlator give qualitatively similar results). This correla-
tor decays exponentially in the Meissner phase at high density
and low flux [see Fig. 8]. There is algebraic decay to a con-
stant amplitude oscillation at large distance in the Laughlin
phase, which indicates that the Josephson term is no longer
responsible for the gapped mode. In fact, for 2πn0 = χ but at
low enough flux deep in the Meissner phase the exponential
character of the correlator is suppressed, suggesting a com-
petition between two different gapping mechanisms. Finally,
the vortex phase has algebraically decaying correlations, as
expected from bosonization. In conclusion, there are c = 1
regions in which the Josephson correlation function is not ex-
ponentially decaying. This is consistent with the existence of
a gapped field which is distinct from

√
2θ−(x) in Sec. II A.

Secondly, note that the Laughlin vertex operator φ is
present in correlation functions of tight binding operators.
One such example is the string operator corresponding to total
density,

s+,i0 ≡ eiαπ(N1,i0
+N2,i0

), (54)

where α is a real parameter. String operators have been
used previously to determine the “Haldane insulator” phase
of bosons in one dimensional lattices with long range
repulsion.72,73 The string operator considered here can be ex-
pressed in bosonized form s+,i0 → s+(x0) in terms of the
fields φ and φ′:

s+(x0) = eiαπ(n1
0+n2

0)x0−iα
√

2φ+(x0)+iα
√

2φ+(0) (55)

= eiαπ(n1
0+n2

0)x0−iα[φ(x0)+φ′(x0)]+iα[φ(0)+φ′(0)].

Two–point correlation functions of S+ take the form

〈s+(x)s†+(x′)〉 = eiαπ(n1
0+n2

0)(x−x′) × (56)〈
e−iα[φ(x)−φ(x′)]e−iα[φ′(x)−φ′(x′)]

〉
,

where we have disentangled the exponentials since all in-
volved field operators commute. Consider the spatial depen-
dence of this correlation function in the Laughlin phase, where
the bulk field φ is gapped and φ′ is a gapless field correspond-
ing to the edge Hamiltonian He in Eq. (32). The expectation
value separates into a product of expectation values,〈

e−iα[φ(x)−φ(x′)]
〉
∼ const. + const.× e−|x−x

′|/ξ,(57)〈
e−iα[φ′(x)−φ′(x′)]

〉
∼
∣∣∣∣ 1

x− x′

∣∣∣∣α2Ke

, (58)

where in the first ξ ∼ v/∆ is the correlation length of the
Laughlin gap, and the correlator decays exponentially because
the field φ is condensed; and in the second, the power law de-
cay comes from the Gaussian edge theory with Luttinger pa-
rameter Ke, Eq. (29). A numerical study of these correlation

b)a)

c) d)

Meissner Laughlin

Vortex Meissner

FIG. 8. (Color online) Rung current two point correlation function,
〈j⊥,(L−1)/2 j⊥,i〉 for L = 97 rungs with OBC, decays a) exponen-
tially in the Meissner phase, at aχ/(2π) = 0.125, an0 = 0.5; b)
algebraically in the Laughlin phase, aχ/(2π) = an0 = 0.375; c)
algebraically in the vortex phase, aχ/(2π) = 0.375, an0 = 0.25. d)
In the Meissner phase at χ/(2π) = n0 correlations can be algebraic,
e.g. at aχ/(2π) = an0 = 0.25. We use log-linear (log-log) coordi-
nates for exponential (algebraic) decay, to fit linear templates, which
we shift by a constant to guide the eye.

functions shows manifest power law decays, which indicates
that the correlation length ξ is very large, or equivalently that
the gap ∆ is small.

We end the section on DMRG with a final remark on the
role of rung repulsive interactions. In the dilute limit consid-
ered here an0 < 0.5, moderate values of V⊥ of up to a few t
did not show significant differences from V⊥ = 0. Although
the perturbative bosonization analysis of Sec. II A would sug-
gest the contrary, it is possible that the pinning potential of
Eq. (24) is relevant even at V⊥ = 0 in the dilute limit. This
is a hypothesis, as we have been unable to extract the scaling
dimension of Eq. (25) from correlation functions.

IV. THIN TORUS GEOMETRY

This section deals with the evaluation of ground state ob-
servables and the Hall conductivity for geometry which is
modified compared to Fig. 1a), in which the boundaries in
both x and y directions are closed so as to realize a thin torus.
The studies in this section rely on the exact diagonalization47

of small lattices, and aim to highlight topological properties of
the bulk when the edge channels are gapped out. The Hamil-
tonian for an L × 2 site torus [see Fig. 1b)] whose small
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perimeter is threaded by an Aharonov–Bohm phase θy and
large perimeter is threaded by θx is

H(θy) = −g
L∑
j=1

[
b†2,jb1,je

i
(
aχj+

θy
2

)
+ H.c.

]

−g′
L∑
j=1

[
b†1,jb2,je

i
(
aχj+

θy
2

)
+ H.c.

]

−t
L∑
j=1

[
ei
θx
L b†1,j+1b1,j + ei

θx
L b†2,j+1b2,j + H.c.

]

−
L∑
j=1

(
µ1,jb

†
1,jb1,j + µ2,jb

†
2,jb2,j

)
. (59)

Note that if g′ = 0 and θx,y = 0, we recover (1) up to a gauge
transformation, while if g′ = g is the thin torus case analyzed
by Grusdt and Höning.42 The torus spectrum no longer has a
gapless edge channel; it is gapped by the bond g′ closing the
periodic boundary in the y direction. With this geometry one
can probe the bulk polarization by removing the effect of the
gapless edge. Unless otherwise stated, we will be concerned
in this section with the case

g′ = g. (60)

Note also that the last row of Eq. (59) contains chemical po-
tential terms, used below to split the degeneracy of the ground
state manifold.

A. Ground state degeneracy

In this subsection, we first argue that the ground state
is twofold degenerate and that the effect of threading one
flux quantum [varying θy between 0 and 2π] is to inter-
change the two ground states, in agreement with the theory
of ground state manifold degeneracies for abelian fractional
quantum Hall states.74 We confirm this numerically using ex-
act diagonalization.47 The arguments in this subsection follow
from a more general case discussed by Oshikawa.75

Assume that H(θy) has two lowest lying eigenstates, de-
noted “0” and “1”, which we express using the following no-
tation

H(θy)|ψ0(θy)〉 = E0(θy)|ψ0(θy)〉,
H(θy)|ψ1(θy)〉 = E1(θy)|ψ1(θy)〉. (61)

We convene that labels “0” and “1” are assigned to the eigen-
states such that “0” is always the state of lower energy, that
is

E0(θy) ≤ E1(θy). (62)

With such a choice, in the presence of level crossings, where a
relabeling is necessary, the energies are not smooth functions
of θy . We argue here that there is at least one level crossing
for θy between 0 and 2π, equivalently that there exists some θy

such that there is an equality in Eq. (62). We now summarize
the argument, saving details for App. E.

Assume that the two lowest states of H(0) are nondegen-
erate. If they are degenerate, the degeneracy can be split by
adding infinitesimal µi,j that breaks translation symmetry in
the x direction but not in the y direction. The two lowest
eigenstates of H(2π) obey for each α = 1, 2

Eα(0) = Eα(2π). (63)

This follows from the fact that H(0) and H(2π) are related
by a gauge transformation

U†y (−2π)H(2π)Uy(−2π) = H(0), (64)

realized by the following unitary operator

U†y (θy) ≡ exp

i∑
i,j

jnj,i
θy
Ly

 , (65)

with Ly = 2. The spectrum of H(θy) returns to itself after a
full flux quantum has been threaded.

A level crossing of E0(θy) = E1(θy) for some θy is neces-
sary whenever the y momentum quantum number associated
with the eigenstates at θy = 0 and θy = 2π changes. To
show when this is the case, we use Eq. (64) to find a relation
between the eigenvectors at θy = 0 and 2π:

|ψα(0)〉 = Uy(2π)|ψα(2π)〉. (66)

Note, however, that |ψα(0)〉 and |ψα(2π)〉 may be distinct,
since they may correspond to distinct eigenvalues of the y mo-
mentum,

Py =
∑
kx,ky

b†ky,kxbky,kxky, (67)

which is a good quantum number by virtue of the y-translation
invariance and whose eigenvalues, in units of the inverse lat-
tice constant, are 0 and π, for Ly = 2. Whenever E0(θy) 6=
E1(θy), the two ground states |ψα(θy)〉 are eigenstates of mo-
mentum, with eigenvalues Py,α(θy). These eigenvalues obey

Py,α(0) = Py,α(2π)−Nπ, (68)

which implies thatPy changes as one flux quantum is threaded
at odd particle number N . This change implies there has been
at least one crossing between the two levels.

To confirm the above, we use exact diagonalization to find
the ground and first few excited states of H(θy) for θy ∈
[0, 2π) for a torus of length L = 12, flux per square pla-
quette aχ = 3/12 × 2π and N = 3 bosons, correspond-
ing to ν = 1/2. The magnetic unit cell consists of 4 pla-
quettes. There are 3 magnetic unit cells in the x direction,
and 2 magnetic unit cells in the y direction of the torus. In
this low–dimensional realization, the ground state multiplet
is composed of two charge density waves.42 As θy traverses
[0, 2π), the energies of two quasi–degenerate ground states
are interchanged, and return to their original values after θy
traverses another period from [2π, 4π) (see Fig. 9). At the de-
generacy point, the quantum numbers Py (there are two pos-
sibilities for the eigenvalues of Py , 0 and π/a′ mod 2π/a′)
are interchanged between the two ground states (cf. inset of
Fig. 9).
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FIG. 9. (Color online) Low-lying spectrum En − E0 for n ≥ 0,
versus θy , as obtained from the Jacobi–Davidson diagonalization47

of 3 bosons on a 12 rung thin torus at ν = 1/2 (see text for de-
tails). The ground state manifold (corresponding to E0 and E1) is
highlighted with red, green symbols, and excited states in blue (E2)
and black (En for n ≥ 3). The inset shows Py,n(θy) for the lowest
states n = 0, 1: The quantum numbers Py of the ground states are
interchanged at the level crossings, and there are two crossings in the
interval θy ∈ [0, 4π).

B. Thouless pump and Hall conductivity

The Hamiltonian H(θy) realizes a fractional 1/2 charge
pump.42,76 Equivalently, the shift of the center of mass of each
of the two ground states is half of the magnetic unit cell.

We evaluated the Hall conductivity σxy in the ground
state multiplet and defined in terms of twisted boundary
conditions:77

σxy =
1

d

1

2πi

∫
d2θTr

[
〈∂θxΨ|∂θyΨ〉 − 〈∂θyΨ|∂θxΨ〉

]
.

(69)
d is the ground state multiplet degeneracy. |Ψ〉 is the ground
state multiplet. In the numerical evaluation, it is necessary
to fix the gauge on the eigenvectors of the 2-fold degener-
ate ground state multiplet following a method of Hatsugai,78

which is a generalization of the winding number argument put
forth by Kohmoto.79 For ν = 1/2, 4 particles on 12 rungs, at
flux aχ = π/2 per plaquette, the resulting σxy = 0.573; we
attribute the discrepancy to finite size effects.

The expression in Eq. (69) can be computed without the
need to gauge fix as follows.80 With the ground state manifold
denoted by {|m, θx, θy〉|m = 1, 2} at θx, θy , let

Wmn(θx) = 〈m, θx, θy,0|n1, θx, θy,1〉 ×
〈n1, θx, θy,1|n2, θx, θy,2〉 × ...

〈nNy−1, θx, θy,Ny−1|n, θx, θy,0〉, (70)

where m,n = 1, 2 are indices for states in the ground state
manifold, and summation over n1, ..., nNy−1 = 1, 2 is im-
plicit. Let θy,j = θy,0 + j∆θy , where ∆θy is the discretiza-
tion step. Then Wmn(θx) is the Wilson loop matrix for twist
angle θx. The argument of its determinant is the many body
generalization of the single particle Zak phase81 for a ground
state doublet:

φW (θx) = Im log DetW (θx), (71)
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FIG. 10. (Color online) Many body Zak phase φW (θx) as computed
from the Wilson loop advances by 2π when θx ∈ [0, 2π]. Twists
(θx, θy) ∈ [0, 2π]2 discretized on 24× 12 mesh.

is plotted in Fig. 10, while σxy is related to the winding of this
phase:

σxy =
1

d

1

2π

∫ 2π

0

dθx
∂

∂θx
φW (θx)

=
1

d

1

2π
[φW (θx,Nx)− φW (θx,0)] . (72)

If ΦW (θx) changes by 2π upon traversal of θx ∈ [0, 2π), then
σxy = 1/2.

Finally, another way to interpret σxy = 1/2 is that the
thin torus system realizes a fractional Thouless pump. Upon
threading a flux quantum along the short perimeter of the thin
torus, the two ground states, which are displaced by half of
the magnetic unit cell, are interchanged. Upon threading an-
other flux quantum, a second interchange of the states occurs,
and the two charge density waves return to the original lo-
cations (modulo translations by the size of the magnetic unit
cell). This is consistent with the interpretation of the Zak
phase in terms of the center of mass coordinate of the many
body state, which is a generalization of the relation between
the Zak phase of a Bloch band and the band center.81

In low dimensional geometries, a formulation of the bulk–
edge correspondence in terms of Zak phases can be used
to predict the number of intragap edge states.82 Recent ex-
periments with condensates of weakly interacting rubidium
atoms in dimerized lattices have allowed one to measure the
Zak phase83 (using a combination of Ramsey interferometry
and Bloch oscillations, which can be generalized to 2D and
3D lattices84) as well as a quantized Thouless pump via in
situ imaging of the atomic cloud.85 The Thouless pump was
demonstrated as well with the fermionic species 171Yb.86

V. CONCLUSIONS

We have studied the phase diagram of a two-leg ladder
of hard core bosons in uniform flux, as a function of bo-
son density and flux, focusing on the dilute limit of up to
1/2 bosons per unit cell. We uncovered signatures of a com-
mensurability effect between flux and density, associated with
the emergence of the precursor Laughlin phase. We propose
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that this phase diagram contains three regions: the Meissner
phase, characterized by Josephson phase coherence, the vor-
tex phase, a gapless phase in which all correlations are alge-
braic, and the Laughlin phase. The Laughlin phase is distinct
from the neighboring Meissner phase (both of these phases
have central charge c = 1), through vortex patterns in expec-
tation values of local bond current operators. The existence
of Meissner phases and Vortex phases was previously proven
numerically.43 Here, we present numerical evidence support-
ing the existence of a Laughlin phase. For the chosen value
of interchain hopping and dilute limit, we find that the rung
interaction V⊥ does not seem important to see the phase.

We note related recent work on bosonic ladders. In Ref. 56,
an incommensurate Meissner phase has been observed numer-
ically for density an0 = 0.4 at flux aχ/(2π) = 0.4, which be-
longs to the precursor-to-Laughlin state region on our phase
diagram. The study in Ref. 87 explores Laughlin-like states
at ν = 1/2 in a different parameter regime of g ∼ 10−2t
and V⊥ 6= 0. A comparison of this study with our own is the
subject of future work. References 88 and 89 discuss the ap-
pearance of an incommensuration in the vortex state when the
flux per plaquette is χ = πn0, where n0 is the boson filling
per rung. That parameter choice is nevertheless distinct from
the one chosen in this paper, χ = 2πn0.

Unlike in the case of coupled wire constructions of quan-
tum Hall states,33–35 where edge backscattering terms are ex-
ponentially small in the large number of chains, the quasi–
one–dimensional system presented has a gapless edge channel
which contains backscattering terms. Therefore, Ke = 1/2,
corresponding to a Laughlin state at filling factor ν = 1/2, can
only be obtained by fine tuning long–range repulsive interac-
tions. For hard core bosons without repulsive interactions, we
have calculated Ke = 2/5 from a bosonized theory, a value
compatible with the DMRG calculations. We have argued that
since Ke is related to charge fractionalization at the edge, it
can be observed in scattering experiments, such as the ones
performed for 2D electron gases,63 which are feasible with ul-
tracold atom quantum point contacts.64

To obtain Ke, we have used bipartite particle number fluc-
tuations, in which this coefficient is a prefactor of the loga-
rithmic contribution. Specifically, we have distinguished be-
tween symmetric and antisymmetric bipartite fluctuations to
account for the presence of a gapped mode, which produces
a dominant linear contribution in the antisymmetric sector.
Ke is more accurately extracted from the symmetric bipar-
tite fluctuations. More generally, this illustrates that bipartite
charge fluctuations can sharply detect properties of topolog-
ical phases by furnishing quantitative probes of their gapless
excitations. In free fermion systems, bipartite number fluc-
tuations are related to entanglement entropies or the entangle-
ment spectrum.37–39 Moreover, we have shown that results ob-
tained from bipartite fluctuations are consistent with the alge-
braic or exponential decays of a selection of correlation func-
tions. In this sense, bipartite fluctuations, which can be inter-
preted as logarithms of exponential correlators, are the more
easily accessible, both numerically in DMRG and experimen-
tally.

We have also provided probes to measure fractional charges

at the edge (for a discussion of fractionally charged quasipar-
ticles, see App. B) and the bulk polarization. Even though the
charges at the edges would be sensitive to small backscattering
effects, a fractional charge ν = 1/2 could be potentially in-
ferred from the polarization in a transverse Hall conductivity
measurement on a torus. Moreover, we have shown here that
the Laughlin state is characterized by a line of local extrema
in the expectation value of the antsymmetric parallel current
〈j−‖ 〉. This observable is readily available in experiments.

Our starting point model in Eq. (1) is realizable with re-
cently developed experimental capabilities. For example, Flo-
quet protocols90,91 with 87Rb atoms via laser assisted tunnel-
ing in square optical lattices.7–9 Two of us have argued44 that
the model in (1) can be realized near the Tonks gas limit of
hard core bosons by mapping the leg index 1, 2 to one of two
hyperfine states of 87Rb. In this fashion, multileg ladders have
been obtained.1–5

We end with another note on the experimental realization.
The Peierls phase factors required to realize the model stud-
ied in this work can be obtained by modulating the lattice in
time, based on protocols introduced for photonic resonator
lattices.92 We illustrate this by considering a pair of sites with
time dependent tunneling amplitude93

H(t) = H0 +Htunnel(t) +Hint,

H0 =
ωA
2
σzA +

ωB
2
σzB ,

Htunnel(t) = V cos(Ωt+ φAB)
(
σ+
Aσ
−
B + H.c.

)
. (73)

Any intersite interaction is encoded in Hint(σ
z
A, σ

z
B). Assume

that ωA < ωB , and that the modulating frequency is resonant
with the energy difference of the two site Ω = ωB−ωA. Note
the nonzero phase φAB of the drive.

Consider switching to an interaction picture with respect
to H0, i.e. let H ′ = U(t)[H(t) − i∂t]U

†(t), with U(t) =
exp(iH0t), leading to

H ′ = V cos(Ωt+ φAB)
(
σ+
Aσ
−
Be
−iΩt + H.c.

)
+Hint. (74)

Assume that V � Ω in order to perform the rotating wave
approximation, amounting to dropping the terms oscillating
at 2Ω, the above becomes

H ′RWA = V
(
σ+
Aσ
−
Be

iφAB + σ+
Bσ
−
Ae
−iφAB

)
+Hint. (75)

In the rotating wave approximation and provided that the drive
is resonant with the frequency detuning between the sites, the
eigenvalues of H(t)− i∂t, called quasienergies,94 correspond
to the eigenstates of H ′RWA.93 The interaction term is unaf-
fected by the transformations that lead to the effective time–
independent Hamiltonian. This is an important difference be-
tween the hard core bosons discussed here and Bose–Hubbard
models, where density assisted hopping terms are possible in
the Magnus expansion.95

In Eq. (1), a sensible choice is to put all Peierls phases
on the horizontal bonds, A⊥,i = 0, A2

i,i+1 = −χ, and
A1
i,i+1 = 0, together with imposing a gradient in the on-

site energies of the second chain
∑L
i=1(Ω × i)b†2,ib2,i. The

thin torus geometry can be achieved by a simple replacement
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V cos(Ωt+φAB)→ V cos(Ωt+φAB) +V ′ cos(Ωt−φAB),
with an analogous analysis. Note that the model discussed
here, which in the absence of long ranged interactions is an
XY exchange Hamiltonian, can be obtained in arrays of cou-
pled QED cavities operated in the photon blockaded regime.96
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Appendix A: Bosonizing hard core bosons

In this appendix we provide a bosonization scheme equiv-
alent to the one in the text, which entails passing from hard
core bosons to spin–1/2 moments and then to fermions via a
Jordan–Wigner transformation.

1. Bosonized Hamiltonian for a single chain

We recapitulate the bosonized Hamiltonian for a single
chain36 of spin–1/2 moments

H =
∑
i

Jxy(Sxi+1S
x
i + Syi+1S

y
i ) + JzS

z
i+1S

z
i . (A1)

The continuum Hamiltonian describing the low-energy de-
grees of freedom is expressed in terms of canonically con-
jugate fields [φ(x), θ(x′)] = iπ2 Sign(x′−x). It takes the form

H = H0 −
Jz

2π2a

∫
dx cos(4φ),

H0 =
v

2π

∫
dx

[
K(∇θ)2 +

1

K
(∇φ)2

]
. (A2)

The sound velocity and Luttinger parameter can be obtained
from the Bethe Ansatz solution of the XXZ chain without

Zeeman field36

Jz
Jxy

= − cos(πβ2),

1

K
= 2β2, v =

1

1− β2
sin
[
π(1− β2)

] Jxy
2
. (A3)

For our representation of the ladder Hamiltonian it is useful to
retain the bosonized forms of the spin operators, whose con-
tinuum versions are given by

Sx,y(x = ja) =
Sx,yj√
a
, Sz(x = ja) =

Sz

a
. (A4)

These are expressed in terms of the pair θ(x), φ(x) as follows:

Sz(x) = − 1

π
∇φ(x) +

1

πa
cos [2φ(x)− 2kFx] , (A5)

where kF = π
2a for half-filling of the fermions (Jordan-

Wigner transformation), equivalent to the Stotal
z = 0 sector of

the spin Hamiltonian. Turning to the spin ladder operator, one
could use either of the following two expressions. If picking
a non-Hermitean string operator,

S+(x) =
e−iθ(x)

√
2πa

(−1)x
[
1 + e−2iφ(x)+2ikF x

]
. (A6)

If we pick a Hermitean string operator 1
2 (eiπ

∑
j<i c

†
jcj +

H.c.) = cos(
∑
j<i c

†
jcj), then

S+ =
e−iθ(x)

√
2πa

[(−1)x + cos(2φ− 2kFx)] . (A7)

2. Ladder Hamiltonian for hard core bosons

We now turn to the ladder Hamiltonian in Eq. (1). The
equivalent spin–1/2 Hamiltonian is

H = −t
∑
α,i

eiaA
α
i,i+1S+

α,iS
−
α,i+1 + H.c.

−g
∑
i

e−ia
′A⊥,iS+

1,iS
−
2,i + H.c.

+V⊥
∑
i

(
Sz1,i +

1

2

)(
Sz2,i +

1

2

)
. (A8)

The bosonized Hamiltonian is expressed in terms of two pairs
of fields, each pair defined for one of the chains α = 1, 2,
obeying the algebra [φα(x), θβ(x′)] = iπ2 δ

αβSign(x′ − x). It
takes the form

H = H1
0 +H2

0 +Hg
⊥ +HV⊥

⊥ . (A9)

In what follows, we introduce Aα‖ (x) and A⊥(x), which are
continuum equivalents of the lattice quantities Aαi,i+1 and
A⊥,i.
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The first two terms are Luttinger liquid Hamiltonians for each spin chain,

Hα
0 =

v

2π

∫
dx

[
K(∇θα −Aα‖ )2 +

1

K
(∇φα)2

]
. (A10)

The Luttinger parameter and the sound velocity are deducible from Eq. (A3). We turn to the coupling Hamiltonian

Hg
⊥ = − g

πa

∫
dx cos(−θ1 + θ2 − a′A⊥)

[
cos(πx) + cos(2k1

Fx− 2φ1)
] [

cos(πx) + cos(2k2
Fx− 2φ2)

]
, (A11)

where we replaced (−1)x = cos(πx). Moreover,

HV⊥
⊥ = V⊥a

∫
dx

(
1

2a
− ∇φ

1

π
+

cos(2φ1 − 2k1
Fx)

πa

)(
1

2a
− ∇φ

2

π
+

cos(2φ2 − 2k2
Fx)

πa

)
. (A12)

We recast the quadratic part of the Hamiltonian in a rotated basis in terms of φ± = φ1±φ2

√
2

and θ± = θ1±θ2√
2

, which are still
canonically conjugate [φα(x), θβ(x′)] = iπ2 δ

αβSign(x′ − x) with α, β = ±. The quadratic part reads

H−0 =
v−

2π

∫
dx

[
K−(∇θ− −A−‖ ) +

1

K−
(∇φ−)2

]
,

H+
0 =

v+

2π

∫
dx

[
K+(∇θ+) +

1

K+
(∇φ+)2

]
,

K± = K

(
1± V⊥Ka

πv

)−1/2

,

v± = v

(
1± V⊥Ka

πv

)1/2

. (A13)

In the rotated basis, the sine-Gordon terms read

Hg
⊥ = − g

πa

∫
dx cos(−

√
2θ− − a′A⊥)×{

1 + cos(2k1
Fx− 2φ1) cos(2k2

Fx− 2φ2) + cos (πx)
[
cos(2k1

Fx− 2φ1) + cos(2k2
Fx− 2φ2)

]}
. (A14)

For general k1,2
F ∈

[
π
2a ,

π
a

]
, regard the cos(πx)[...] contribution as oscillatory and discard. In addition, let us select the gauge

A‖ = 0, and a′A⊥(x) = χx. Using cos a cos b = 1
2 [cos(a− b) + cos(a+ b)], we obtain

Hg
⊥ = − g

πa

∫
dx cos(−

√
2θ− − a′A⊥)

{
1 +

1

2
cos
[
2(k1

F + k2
F )x− 2

√
2φ+

]
+

1

2
cos
[
2(k1

F − k2
F )x− 2

√
2φ−

]}
+ oscillatory terms. (A15)

Note that the scaling dimension of the second sine-Gordon term in {...} is 1
2K− + 2K− > 2, so just keep

Hg
⊥ = − g

πa

∫
dx cos(−

√
2θ− − a′A⊥)

{
1 +

1

2
cos
[
2(k1

F + k2
F )x− 2

√
2φ+

]}
. (A16)

Note that if

2(k1
F + k2

F )x± χx = 0 mod 2π, (A17)

then the contribution cos(−
√

2θ−±2
√

2φ+) is free of oscillatory arguments. Its scaling dimension 1
2K−+2K+ will be analyzed

below. For the moment, let us write the remainder of the Hamiltonian coming from rung repulsive interactions

HV⊥
⊥ =

V⊥
2aπ2

∫
dx
{

cos
[
2(k1

F − k2
F )− 2

√
2φ−

]
+ cos

[
2(k1

F + k2
F ) + 2

√
2φ+

]}
+ terms of the form ∇φ1 cos(2k2

Fx− 2φ2) which we drop. (A18)

For the particular case of hard core bosons without intrachain long range repulsive interactions (V‖ = 0), K = 1 so therefore
u = Jxy = 2t. Therefore the scaling dimensions must be evaluated using

K± =

(
1± V⊥

2πt

)−1/2

. (A19)
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Note that the Luttinger parameter depends only on the ratio of V⊥ to the bandwidth ∝ t. Returning to the term cos(−
√

2θ− ±
2
√

2φ+), we find its scaling dimension

δ =
1

2K−
+ 2K+ =

1

2

(
1− V⊥

2πt

)1/2

+ 2

(
1 +

V⊥
2πt

)−1/2

. (A20)

Numerically, we find that

δ < 2 for
V⊥
t
≥ π, (A21)

so interactions which are sizeable compared to the tunneling rate are necessary to make the Laughlin sine–Gordon term relevant.

Appendix B: Edge theory in Laughlin phase

In this appendix we derive the effective edge Hamiltonian
in Luttinger liquid form. We make use of the Fourier trans-
form conventions of App. C. The outline of our strategy is
as follows: consider the gapped c = 1 Hamiltonian in the
Laughlin phase. Assume that the interchain coupling flows to
infinity g → ∞. Expand the sine–Gordon term to quadratic
order to obtain a mass term. Integrate out the gapped field and
its canonically conjugate phase variable, to obtain the gap-
less edge Hamiltonian, defined by Luttinger parameter Ke

and sound velocity ve.
Our starting point is the Hamiltonian (13) composed of Lut-

tinger liquid parts for the “+” sector (14), the “-” sector (15),
and the Laughlin sine–Gordon term (24). The corresponding
action is

−S = − 1

Ω

∑
α=±,q

(
θα∗q φα∗q

)( vαKα

2π k2 ikωn
2π

ikωn
2π

vα

2πKα k
2

)(
θαq
φαq

)

−2gn0

∫
dr cos(

√
2θ− −m

√
2φ+), (B1)

with Ω = βL (see App. C for notations). The action S is
obtained from the Hamiltonian via a Legendre transform.36

The Gaussian part is expressed in the momentum representa-
tion, whereas the nonquadratic part requires an expansion to
quadratic order, to be performed below.

This action is expressed in terms of the original fields θ±

and φ±.
A rotation to a basis in which the gapped field

√
2θ− −

m
√

2φ+ is isolated is desired. We introduce chiral fields35

φαr =
θα

m
+ rφα, (B2)

where r = + for right moving fields and r = − for left mov-
ing fields, and α = 1, 2 is the chain index. These fields obey
the algebra

[φαr (x), φβp (x′)] = irδαβδrp
π

m
sgn(x′ − x). (B3)

The above is equivalent to Eq. (11) via the relation between
phase–density fields and chiral fields (B2).

Define

φ =
(
−φ1
−1 + φ2

+1

)
/2,

θ =
(
+φ1
−1 + φ2

+1

)
/2,

φ′ =
(
−φ2
−1 + φ1

+1

)
/2,

θ′ =
(
+φ2
−1 + φ1

+1

)
/2. (B4)

In terms of the original fields,

φ = − θ−

m
√

2
+
φ+

√
2
,

θ =
θ+

m
√

2
− φ−√

2
,

φ′ =
θ−

m
√

2
+
φ+

√
2
,

θ′ =
θ+

m
√

2
+
φ−√

2
. (B5)

Using the above set of relations we obtain commutators:

[φ(x),mθ(x′)] = [φ′(x),mθ′(x′)] = i
π

2
sgn(x′ − x), (B6)

whereas

[φ(x),mθ′(x′)] = [φ′(x),mθ(x′)] = 0, (B7)

where the prime on the field and the prime on the coordinate
are unrelated. Note that mθ′(x) and mθ(x) are required in
order to satisfy the canonical commutator 11.

The field e−iθ(x) creates a quasiparticle of charge 1/m at
x. Identifying the charge operator n(x) = −1

π ∇xφ(x), we
find that θ(x) produces a kink in φ(x) that corresponds to the
addition of a fractional charge 1/m

eiθ(x
′)n(x)e−iθ(x

′) = n(x)− 1

2m
∇xsgn(x′ − x)

= n(x) +
1

m
δ(x− x′). (B8)

That is, e−iθ(x
′) creates a particle of charge 1/m at position

x′. Consistently, n(x) is the boson charge operator. A quasi-
particle at x′ corresponds to 1/mδ(x−x′) added to this field.
The considerations of this paragraph hold equally for the dou-
blet θ′, φ′.
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The chiral boson creation operators for the edge are

e−imφ
1
+1 , e−imφ

2
−1 , (B9)

where an edge boson is created by operator

ψe†(x) = e−imθ
′
+eimπn

e
0xe−im(θ′+φ′)+e−imπn

e
0xe−im(θ′−φ′),

(B10)
which qualifies mθ′(x) as the bosonic phase field of the edge
theory. The fields mθ′, φ′ are the aimed-for Luttinger liquid
fields for the gapless edge theory.

The chiral boson creation operators for the bulk Hamilto-
nian are

e−imφ
1
−1 , e−imφ

2
+1 . (B11)

The sine–Gordon term responsible for the Laughlin
gap may be reexpressed as −2gn0

∫
dr cos(2mφ) =

−2gn0

∫
dr cosm

(
−φ1
−1 + φ2

+1

)
. It is the gap inducing

backscattering of the bulk chiral fields.35 The fields θ and φ
are to be integrated.

For a Gaussian integration to be possible, we expand the
sine–Gordon term on the second row of the action (B1)

−2gn0

∫
dr cos(2mφ)

= −2gn0Ω + 2gn0
1

2
4m2

∫
dr[φ(r)]2 +O(φ4)

= +4gn0m
2 1

Ω

∑
q

φqφ
∗
q − 2gn0Ω +O(φ4). (B12)

Moreover,


θ+

φ+

θ−

φ−

 =


m√

2
0 m√

2
0

0 1√
2

0 1√
2

0 −m√
2

0 m√
2

−1√
2

0 1√
2

0




θ

φ

θ′

φ′

 ≡ R


θ

φ

θ′

φ′

 , (B13)

such that

−S = −
∑
q

(
θ∗q φ∗q θ

′∗
q φ

′∗
q

)
M


θq
φq
θ
′

q

φ
′

q

 . (B14)

with

M ≡ 1

Ω
R†


v+K+

2π k2 ikωn
2π 0 0

ikωn
2π

v+

2πK+ k
2 0 0

0 0 v−K−

2π k2 ikωn
2π

0 0 ikωn
2π

v−

2πK− k
2

R− 1

Ω


0 0 0 0

0 4gn0m
2 0 0

0 0 0 0

0 0 0 0

 .

The matrix M is symmetric with complex q–dependent entries.

Gaussian integration of fields θ, φ gives new quadratic contributions in the θ′, φ′ due to off diagonal terms inM . The resulting
effective edge action is

− S(θ′, φ′) = −
∑
q

(
θ
′∗
q φ

′∗
q

)(
Pθ′,θ′ Pθ′,φ′

Pφ′,θ′ Pφ′,φ′

)(
θ
′

q

φ
′

q

)
, (B15)
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where the entries of the matrix are given by

Pθ′,θ′ =

(
K+v+m2 + v−

K−

)
k2

4πΩ
−

(
m2K+v+ − v−

K−

)2

k2

4πΩ
(
K+v+m2 + v−

K−

)
+

m2ω2
n

(
m2K+v+ − v−

K−

)2

k2

4π2Ω
(
K+v+m2 + v−

K−

)2
((

K−v−m2+ v+

K+

)
k2

4π − 4gm2n0 +
m2ω2

n

π
(
K+v+m2+ v−

K−

)) ,

Pθ′,φ′ =
imωn

(
v+

K+ −m2K−v−
)(

m2K+v+ − v−

K−

)
k3

8π2Ω
(
K+v+m2 + v−

K−

)(
−4gn0m2 +

ω2
nm

2

π
(
K+v+m2+ v−

K−

) +
m2K−v−k2+ v+k2

K+

4π

) +
imωnk

2πΩ
,

Pφ′,θ′ =
imωn

(
v+

K+ −m2K−v−
)(

m2K+v+ − v−

K−

)
k3

8π2Ω
(
K+v+m2 + v−

K−

)((K−v−m2+ v+

K+

)
k2

4π − 4gm2n0 +
m2ω2

n

π
(
K+v+m2+ v−

K−

)) +
imωnk

2πΩ
,

Pφ′,φ′ =
k2
(
K−v−m2 + v+

K+

)
4πΩ

−
k4
(
v+

K+ −m2K−v−
)2

16π2Ω

((
K−v−m2+ v+

K+

)
k2

4π − 4gm2n0 +
m2ω2

n

π
(
K+v+m2+ v−

K−

)) .
An expansion of P in 1/g shows that every additional power of 1

g multiplies either ω2
n or k2. Keeping only second order

derivatives amounts to putting g →∞ in the above

Pθ′,θ′ ≈

(
K+v+m2 + v−

K−

)
k2

4πΩ
−

(
m2K+v+ − v−

K−

)2

k2

4πΩ
(
K+v+m2 + v−

K−

) ,
Pθ′,φ′ ≈

ikmωn
2πΩ

,

Pφ′,θ′ ≈
ikmωn

2πΩ
,

Pφ′,φ′ ≈
k2
(
K−v−m2 + v+

K+

)
4πΩ

.

Rescale the phase field, such that θ′ → mθ′, leading to
[φ′(x), θ′(x′)] = iπ2 sgn(x′ − x). The following adjustments
of the coefficients above reflect this change:

Pθ′,θ′ ≈

(
K+v+ + v−

m2K−

)
k2

4πΩ
−

(
K+v+ − v−

m2K−

)2

k2

4πΩ
(
K+v+ + v−

m2K−

) ,
Pθ′,φ′ ≈

ikωn
2πΩ

,

Pφ′,θ′ ≈
ikωn
2πΩ

,

Pφ′,φ′ ≈
k2
(
K−v−m2 + v+

K+

)
4πΩ

. (B16)

To identify the coefficients of the generic Luttinger liquid ac-
tion,36 in terms of “edge” Luttinger parameter and velocity

Ke, ve, we require that

Pθ′,θ′ =
1

Ω

veKe

2π
k2,

Pθ′,φ′ =
1

Ω

ikωn
2π

= Pφ′,θ′ ,

Pφ′,φ′ =
1

Ω

ve

2πKe
k2. (B17)

Note that the middle condition, corresponding to the Berry
phase term, is already satisfied. The other two conditions
amount to

veKe =
K+v+ + v−

m2K−

2
−

(
K+v+ − v−

m2K−

)2

2
(
K+v+ + v−

m2K−

) ,(B18)

ve/Ke =
K−v−m2 + v+

K+

2
. (B19)
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Using the form for K± and v± in Eq. (16), we have, letting
h± = 1± V⊥Ka

πv :

veKe =
vK + h− v

m2K

2
−
(
vK − h− v

m2K

)2
2
(
vK + h− v

m2K

)
→ v

[
K + 1

m2K

2
−
(
K − 1

m2K

)2
2
(
K + 1

m2K

)] , (B20)

the latter if V⊥ → 0, and

ve

Ke
= v

m2K + h+ 1
K

2
→ v

m2K + 1
K

2
, (B21)

the latter if V⊥ → 0. Calculating Ke for V⊥ = 0 and K = 1
and m = 2 (hard core bosons, and the most relevant Laughlin
term corresponding to picking the lowest density harmonic at
m = 2) gives

Ke = 2/5 = 0.4, (B22)

while the sound velocity remains unmodified

ve =
2

5

22 + 1

2
v =

2

5

5

2
v = v. (B23)

We have arrived at the edge Hamiltonian

He =
v

2π

∫ L

0

dx

[
Ke(∇θ′)2 +

1

Ke
(∇φ′)2

]
. (B24)

It is instructive to recast this in terms of the edge chiral fields
φ1

+1(x) ≡ R(x) and φ2
−1 ≡ L(x) which leads to

He =
v

2π

∫ L

0

dx

[
Ke(∇θ′)2 +

1

Ke
(∇φ′)2

]
(B25)

=
v

8π

∫ L

0

dx

[
m2Ke(∇R−∇L)2 +

1

Ke
(∇R+∇L)2

]
=

v

8π

∫ L

0

dx
[
ARR(∇R)2 +ALL(∇L)2 +ALR(∇R)(∇L)

]
,

(B26)

where we have accounted for the rescaling of the field θ′, and
have introduced coefficients

ARR = ALL = m2Ke +
1

Ke
,

ALR =
2

Ke
− 2m2Ke. (B27)

There is backscattering between the edge chiral fields, result-
ing from the traced bulk degrees of freedom.

Remark that an edge theory without backscattering would
mandate long range repulsive interactions. Setting K = 1/m
at V⊥ = 0, one would have

veKe =
v

m
, ve/Ke = vm, (B28)

which makes Ke = 1/m and ve = v, and ALR = 0, while
ALL = 2m = ARR at m = 2, i.e.

He =
mv

4π

∫ L

0

dx
[
(∇R)2 + (∇L)2

]
. (B29)

We have suppressed backscattering terms in the edge theory
of the two chain model by long range interactions and have
obtained an edge theory identical to the chiral Luttinger liquid
discussed by Wen.60

Appendix C: Fourier transform conventions

This section summarizes our conventions for Fourier trans-
forms in App. B. Fields are assumed periodic on the interval
[0, L], where L is the system length. The Fourier decomposi-
tion of a field is

f(r) =
1

Ω

∑
q

fqe
iqr, (C1)

where Ω = βL, β = 1/T , r = (x, vτ), q = (k, ωn/v),
and qr = kx − ωnτ , and ωn = 2πn

β for n integer are the
Matsubara frequencies. This makes

∑
q ≡

∑
n integer

∑
k in

the above equation. The Fourier transform of a field is

fq =

∫
drf(r)e−iqr, (C2)

where
∫
dr ≡

∫ β
0
dτ
∫ L

0
dx. The two equations above allow

us to write the resolution of the δ−function

δq,q′ =
1

Ω

∫
dre−i(q−q

′)r,

δ(2)(r − r′) =
1

Ω

∑
q

eiq(r−r
′). (C3)

Using these formulae, we arrive at∫
drf(r)g(r) =

1

Ω

∑
q

fqg−q

=
1

Ω

∑
q

fqg
∗
q ,∫

dr∂τf(r)g(r) =
1

Ω

∑
q

fq(−iωn)g−q

=
1

Ω

∑
q

fq(−iωn)g∗q ,∫
dr∇f(r)g(r) =

1

Ω

∑
q

fq(+ik)g−q

=
1

Ω

∑
q

fq(+ik)g∗q , (C4)

where each second row holds if g(r) is real for all r.

Appendix D: Fits for central charge

In this appendix, we present a more precise method to ob-
tain the central charge as the coefficient of the logarithmic
contribution in the entanglement entropy.
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FIG. 11. (Color online) Central charge from fits of the bipar-
tite entanglement entropy, obtained by finite size scaling (Panel b))
from (D1). Colors correspond to (n0, χ) pairs marked in a), which
contains fits at on a 65 rung ladder according to Eq. (38) with c con-
strained to the set {1, 2}.

Figure 11a) contains the results of fits for the central charge
according to Eq. (38) of the main text, while constraining c =
0, 1 or 2 and retaining the fit with the best R2. The system
size is L = 65 with open boundary conditions. Values of
the entropy corresponding to 4 sites at each end of the system
were discarded.

Alternatively, one can express using Eq. (38) the bipartite
entanglement entropy evaluated at the middle bond:

S [(L+ 1)/2] =
c

6
log (L) +B, (D1)

where B is the bond energy97–99 of Eq. (38) which becomes
independent of L for large enough L. Then c arises from a
linear fit, in which the system length can be progressively in-
creased. The results obtained for points marked with colored
asterisks on Fig. 11a) are shown in Fig. 11b), with acceptable
convergence throughout the phase diagram.

Appendix E: Ground state degeneracy for thin torus

This appendix contains details for the derivations in
Sec. IV A.

We can find the relation between the eigenvectors |ψα(2π)〉
and |ψα(0)〉, for α = 0, 1, as follows. We have

H(2π)|ψα(2π)〉 = Eα(2π)|ψα(2π)〉
= U†y (2π)H(0)Uy(2π)|ψα(2π)〉. (E1)

The first line is a definition in the text, Eq. (61), and the sec-
ond is the unitary transformation relating H(0) and H(2π),
Eq. (64). Applying Uy(2π) to the left, we get

H(0)Uy(2π)|ψα(2π)〉 = Eα(2π)Uα(2π)|ψα(2π)〉. (E2)

This means that the vectors Uy(2π)|ψα(2π)〉 for α = 1, 2
are the eigenstates of H(0) with eigenvalues Eα(2π). Fur-
ther assuming that these eigenvalues are nondegenerate, that
is E0(0) = E0(2π) < E1(0) = E1(2π), we obtain

|ψα(0)〉 = Uy(2π)|ψα(2π)〉. (E3)

How can the eigenvectors |ψα(2π)〉 be related to the eigen-
vectors |ψα(0)〉? For this, inspect the eigenvalues of the mo-
mentum operator:

PyUy(2π)|ψα(2π)〉 = Uy(2π)U†y (2π)PyUy(2π)|ψα(2π)〉.
(E4)

To evaluate the eigenvalue in the above, we need to know the
action of the gauge transformation on the momentum opera-
tor:

U†y (2π)PyUy(2π)

=
1

Ly

∑
ky

∑
i,j,j′

U†y (2π)b†j,ibj′,iUy(2π)eiky(j−j′)ky

=
1

Ly

∑
ky

∑
i,j,j′

b†j,ibj′,ie
iπ(j−j′)eiky(j−j′)ky

=
1

Ly

∑
ky

∑
i,j,j′

b†j,ibj′,ie
i(ky+π)(j−j′)(ky + π − π)

=
1

Ly

∑
k̃y≡ky+π

∑
i,j,j′

b†j,ibj′,ie
ik̃y(j−j′)k̃y

−π 1

Ly

∑
ky

∑
i,j,j′

b†j,ibj′,ie
iky(j−j′)

= Py − π
∑
j,i

b†j,ibj,i = Py − πN. (E5)

In the derivation above, we have set Ly = 2 and used that in
its sum ky takes the values {0, π} in units of the inverse lattice
constant. Returning then to the eigenvalue equation (E4), we
find

PyUy(2π)|ψα(2π)〉 = [Pyα(2π)− πN ]Uy(2π)|ψα(2π)〉.
(E6)

If there is an odd number of particles, for example N = 3
as considered for exact diagonalization in the text, this means
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that Pyα(2π) − 3π = Py,α(0), meaning that the two states
|ψα(0)〉 and |ψα(2π)〉 lie in distinct momentum sectors.

Using (63), we can conclude that if the two lowest lying
energy states of H(0) [and consequently the two lowest ly-
ing states of H(2π)] are nondegenerate then, since Eα(0) =
Eα(2π),

|ψα(0)〉 = Uy(2π)|ψα(2π)〉. (E7)

However, the corresponding momentum quantum numbers
differ as expressed in (E6) and this difference is dependent
on the number of particles. In particular, note that for N = 3
particles E0(θy) and E1(θy) must touch at least once for θy
in the interval [0, 2π). For, assuming there is always a finite
gap between these two states, then |ψα(θy)〉 must remain an
eigenstate of Py with eigenvalue Pyα(0), for all values of θy ,
but this is impossible as Pyα(2π) = Pyα(0)+π for 3 particles.
However, for N = 2, 4, such a level crossing is unnecessary.
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