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Abstract

We present large-scale simulations of microcracking initiation and propagation
using a continuum mechanics description in realistic, voxel-based microstructures
of heterogeneous quasi-brittle materials obtained from CT imaging techniques. The
phase field method is used to describe the evolution of the complex microcracks
networks in both uniaxial tension and compression of a sub-volume of a lightweight
concrete, where all pores and sand grains are explicitly described. A description
of the meshing techniques for such complex voxel-based models is provided, and
a convergence study of the tensile failure strength with respect to the sample size
is carried out. Such large-scale simulations have high potential to be used either
within recent concurrent multiscale methods or in approaches combining in-situ
experiments with 3D imaging techniques and simulations for inverse identification
of microstructural damage models.
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1 Introduction

Predicting the strength of quasi-brittle materials such as concrete or civil engi-
neering materials due to microcracking is a key issue in order to design concrete
materials with extreme resistance properties. Such materials are inherently
highly heterogeneous, multiscale and random by nature, which induces many
challenges to predict their damage due to microcracking initiation and prop-
agation. Extreme scale Direct Numerical Simulations (DNS) for cracking in
materials have been proposed recently, and offer new opportunities to predict
the macroscopic damage behavior by capturing all relevant microstructural
physical mechanisms describing the evolution of the microstructure. Among
them, the molecular dynamics (MD) can nowadays include billions of atoms
[1,2] and run over significant time ranges, and allows capturing detailed phe-
nomena related to cracking such as crack branching, multiple cracks inter-
acting, or ductile cracks with a fine description of microvoids coalescence. A
review on MD for large-scale simulations, including brittle fracture, dynamic
cracking and ductile failure can be found e.g. in [10]. Other particle-based
methods like peridynamics [26] are alternatives to investigate complex crack-
ing in fine models of brittle materials. Even though promising in view of the
continuous growth of supercomputers capabilities, these simulations are still
restricted so far to small spatial domains (lower than 1 µm3), usually in the
process zone of the crack.

On the other hand, continuum description of microcracking in heterogeneous
materials allows simulating damage in larger samples with scales ranging from
micrometers to millimeters with a higher number of inclusions/heterogeneities.
Experimental imaging like X-Ray microtomography (see e.g. [12]) can nowa-
days be routinely used to provide a complete 3D realistic description of the
morphology of heterogeneous materials and can serve as a basis to construct
the numerical models employed in the simulations. Combined with 3D experi-
mental imaging techniques, developing large-scale simulations of cracking also
offers new routes to identify microstructural damage parameters by inverse
approaches, from both macro and microstructural full fields, and then to use
the microstructural models to conduct predictive simulations in the virtual
materials paradigm. However, including all microscopic heterogeneities at the
scale of a whole sample, i.e. all pores, gravels, sand grains, initial microc-
racks... present, for instance, in a concrete sample, is nowadays still out of
reach. In [17,16], Mosby and Matouš developed hierarchically parallel solvers
based on multi-scale simulations on extreme scales in terms of both physical
length scales and computed capabilities resources, and show the ability to ef-
ficiently compute the failure of heterogeneous samples from sub-micrometer
to centimeter scales in damage mechanics problems of particle-reinforced ad-
hesives. In [24], another multiscale framework using large-scale simulations at
the microstructural level has been proposed to study cracking in a ultra-high
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strength steel.

Another possibility to overcome the above-mentioned computational limita-
tions is to study a sub-volume of the whole sample which can be meshed
and used for simulations in reasonable times, and to prescribe experimentally
captured displacements obtained by 3D image-correlation techniques over the
boundary of the sub-volume to conduct the simulations. In this context, the
first quantitative comparison between 3D crack networks obtained by experi-
ments and simulations at the continuum level in large-scales FEM models of
lightweight concrete samples has been performed in [18].

The purpose of this letter is to present the current capability of large-scale
simulations of microcracking in realistic microstructural models of lightweight
concrete obtained from microtomography images. Such simulations can be ei-
ther used within multiscale simulations such as in [17,16,24], or in combined
experiments/simulations sub-volume techniques as described in [18] to accu-
rately describe the damage due to microscale cracking.

2 Phase field modelling of quasi-brittle microcracking

In the following, the basic concepts of the phase field method are briefly sum-
marized. For more details and practical implementation aspects, the interested
reader can refer to [14,20]. The phase field method is based on a regularized
formulation of a sharp crack description. A regularized variational principle
describes both the evolution of the mechanical problem and of an additional
field d describing the damage (called phase field). It is discretized by a finite
element procedure and a staggered algorithm, chosen here due to its numerical
efficiency. As compared to classical volume damage models, such regularized
approach is directly connected to the theory of brittle crack propagation and
removes mesh-sensitivity issues due to its natural nonlocal character.

In the phase field method, assuming small strains, the regularized form of the
energy describing the cracked structure is expressed by:

E(u, d) =
∫
Ω
W (u, d)dΩ + gc

∫
Ω
γ(d,∇d)dΩ, (1)

where W is the density of the elastic energy, depending on the displacements
u(x) and on the phase field d(x) describing the damage of the solid, gc is
the fracture resistance and γ(d,∇d) is the crack energy density, defined by
γ(d,∇d) = 1

2ℓ
d2 + l

2
∇d · ∇d (see e.g. [14,20]).

Applying the principle of maximum dissipation and energy minimization [13]
to (1) yields the set of coupled equations to be solved on the domain Ω as-

3



sociated with the structure, with boundary ∂Ω and outward normal n, to
determine d(x) and u(x), ∀x ∈ Ω:

2(1− d)H− gc
ℓ
{d− ℓ2∆d} = 0 in Ω,

d(x) = 1 on Γ,

∇d(x) · n = 0 on ∂Ω,

(2)

and 
∇ · σ(u, d) = f in Ω,

u(x) = u on ∂Ωu,

σn = F on ∂ΩF .

(3)

In (2), Γ refers to the crack surface, ℓ is the regularization parameter. The his-
tory strain energy density functionH(x, t), where t denotes time, is introduced
to describe a dependence on history [14] and possible loading-unloading, and
reads:

H(x, t) = max
τ∈[0,t]

{
Ψ+ (x, τ)

}
. (4)

In (4), Ψ+ is the tensile part of the elastic strain density function serving to
model unilateral contact, and is defined as

Ψ+(ε) =
λ

2

(
⟨Tr(ε)⟩+

)2
+ µTr

{(
ε+

)2}
, (5)

where ε is the linearized strain tensor, ⟨x⟩± = (x± |x|) /2 and ε± are com-
pression and tensile parts of the strain tensor (see e.g. [14,20]). The choice of
the numerical parameter ℓ has been discussed e.g. in [5,9,21,19].

In (3), σ = ∂W
∂ε

is the second-order Cauchy stress tensor, f are body forces
and u and F are prescribed displacements and forces on the corresponding
boundaries ∂Ωu and ∂ΩF , respectively. The symbols ∇(.) and ∇ · (.) denote
gradient and divergence operators, respectively. For the strain-density function
(5), the constitutive law is expressed (see e.g. [14]) by:

σ =
(
(1− d)2 + k

) {
λ ⟨Trε⟩+ 1+ 2µε+

}
+ λ ⟨Trε⟩− 1+ 2µε− (6)

where k is a small positive numerical parameter serving to avoid loss of sta-
bility in case of fully damaged elements.

Eqs. (2)-(3) are solved by a standard FEM procedure in a staggered scheme
at each time step (load increment).
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3 Construction of the numerical model from experimental 3D im-
ages

In the present work, the above equations are solved within realistic geometri-
cal models of microstructures directly obtained from X-Ray micro computated
tomography (XR-µCT) of lightweight concrete (see details of the experimen-
tal procedure in [18]). For this purpose, finite elements meshes must be con-
structed from the segmented images, which are obtained by applying filters or
morphological operators on the grey-level initial images. Details about such
techniques can be found e.g. in [3]. Then, two techniques can be employed to
construct the FEM meshes. The first one consists in converting each voxel of
the segmented image into a cubic domain, which can be associated with one
or several 8-node elements or which can be decomposed into tetrahedra. Then,
the properties defined in each phase from the segmented image are mapped
onto the cubic domains. The advantages of this strategy are its simplicity and
the possibility to use parallel solving procedures related to regular meshes in
the numerical simulations. The main drawback comes from the obtained large
meshes. Adaptive mesh refinement is possible in such regular meshes through
e.g. octree meshes [8]. Accuracy of voxel-based models has been studied e.g.
in [23] .

The second strategy is to use a meshing software able to work on initial data in
the form of 3D voxel-based segmented image, and which is able to reconstruct
and mesh the interfaces. Several meshing codes are available, like Cgalr,
Tetgenr, Iso2meshr, AVIZOr,... In the present work, the AVIZOr soft-
ware has been used. An illustration of the application of such a technique to
a segmented 3D image of lightweight concrete is depicted in Fig. 1. The main
advantage of this technique is that a lower number of mesh elements can be
obtained as compared to regular meshes, by exploiting the reconstructed inter-
faces and by refining regions of interest. The drawback is that these meshing
codes lack robustness for very complex geometries or for domaines containing
too many separated phases. A comparative study of both techniques can be
found e.g. in [25]. In this work, we present examples using both approaches.

First, several meshes are constructed by extracting subdomains in the vox-
elized image of the undamaged microstructure. To guarantee comparable mesh
accuracy between the different simulations, we use here regular meshes by
directly projecting the voxel material properties on a regular mesh of 8-
node finite elements. Then, several samples with an increasing number of
voxels are defined, denoted by 0.5M STRUCT, 5M STRUCT, 9M STRUCT,
17M STRUCT, 30M STRUCT (see Fig. 2). The samples involve respectively
0.576×106, 5.376×106, 9×106, 17.712×106 and 29.7×106 voxels, which corre-
sponds to the same number of 3D 8-node finite elements. The average element
size is 20 µm.
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Mesh Nb. elements a [mm] b [mm] c [mm]

0.5M STRUCT 576000 1.40 1.40 1.75

5M STRUCT 5376000 2.80 2.80 4.90

9M STRUCT 9000000 3.50 3.50 5.25

17M STRUCT 17712000 4.20 4.20 7.18

30M STRUCT 29700000 5.25 5.25 7.70

17M UNSTRUCT 16952513 5.25 6.00 7.80

Table 1
Characteristics of the different meshes and corresponding domain dimensions, where
a, b and c denote dimensions in x, y and z directions, respectively.
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Fig. 1. (a) Full CT image of a lighweight concrete; (b)-(c)-(d) views of the unstruc-
tured mesh 17M UNSTRUCT constructed from the CT image.

In addition, an unstructured mesh is obtained using the first technique de-
scribed above. This mesh, denoted as 17M UNSTRUCT, is composed of 17.106

tetrahedral elements. (The characteristic length of elements is 25 µm in the
region of expected crack path (interface of inclusions and pores) and 60 µm
inside inclusions and pores). The characteristics of the different meshes and
corresponding domain dimensions are described in Table 1.
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(a) (b) (c) (d) (e)

Fig. 2. Several sub-volumes cut in the whole voxel-based microstructural model: (a)
0.5M STRUCT; (b) 5M STRUCT; (c) 9M STRUCT; (d) 17M STRUCT and (e)
30M STRUCT. Units on the axes are in mm.

4 Results

In this section, the mechanical responses of the different samples defined from
the above voxel models of a lightweight concrete material are computed. The
considered material is composed of a cement matrix, sand inclusions and
EPS (expanded polystyrene) beads assimilated to the pores (details about
the preparation of the samples can be found in [18]). A picture of a real
sample is depicted in Fig. 3 (a). The material parameters of inclusions and
matrix are the same as those used in [18], and are, respectively: Ei = 60 GPa,
νi = 0.3, Em = 18 GPa, and νm = 0.2. In the case of a full mesh of the
microstructure from the voxel image, the pores do not contain any element.
In the case of regular meshes matching the voxels, the pores are modeled as
phases with very compliant properties taken as Ep = 10−6 GPa, νp = 0. The
fracture energy gc = 59.3 N/m is assumed to be identical in the different
phases. The regularization parameter is chosen as ℓ = 30 µm. In the simula-
tion, the following boundary conditions have been used to prescribe uni-axial
compression and tension: on the lower end (z = zmin), the z−displacements
are blocked, while the x−displacements and y−displacements are free. On
the upper end, the x−displacements and y−displacements are free, while the
z−displacements are prescribed, with an increasing value of ∆U during the
simulation: ∆U = 10−5 mm for the tensile case and ∆U = −2.10−5 mm for
the compression case (see Fig. 3 (b)). The geometry of the phases is the one
depicted in Fig. 3 (c).

We first conduct a uniaxial tension test on a large sub-volume of size a = 5.25
mm, b = 6 mm, c = 7.8 mm, meshed with an unstructured mesh obtained with
Avizor, containing 17.106 tetrahedral elements and 9.106 degrees of freedom.
Fig. 4 (a) provides a representation of the rather complex computed crack
network (i.e. elements with d = 1) developping throughout the sample, for
various loading stages. We recall that within the phase field context, the dif-
ferent microcracks propagate and merge without any need of prior information
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Fig. 3. Microtomography image-based concrete sample in 3D: (a) real sample, (b)
boundary conditions for uniaxial or compression tests (see a detailed description in
the text) and (c) geometry of the sub-volume extracted from the sample.

about their location.

In Fig. 4 (b), the morphology of the microcracks network induced by com-
pression in the same sample 17M UNSTRUCT is depicted. We again observe
very complex micro cracking patterns, but the morphology is different from
the tensile test: in this case, the microcracks are roughly aligned with the
direction of the load, while in the tensile test they propagate in direction per-
pendicular to the load. This is in agreement with other observations in more
simple heterogeneous quasi-brittle samples [19].

First, we study the convergence of the response of one parallelepipedic domain
cut in the whole sample with respect to the mesh size. For this purpose, the
mesh 9M STRUCT has been used, and the different mesh sizes have been
obtained by coarsening the grid corresponding to the 3D segmented image
(he = 0.01 mm). For coarse meshes, the material properties of the elements
containing different initial phases are defined as the property of the highest
fraction of one phase in the element. Results are presented in Figs. 5 and 6. We
can note that the values obtained with the initial mesh correspond to roughly
converged values of the maximum tensile strength.

Next, we study the statistical representativity of the samples. For this purpose,
we have cut 8 domains of the same size than 9M STRUC taken at different
locations in the whole sample. Results are presented in Fig. 7 where the mean
and standard deviation associated with the 8 realizations are depicted. We
can note that the error related to statistical representativity (by performing a
simulation on one single realization), is around 11 % for this size of domain.

We now study the convergence of the stress response with respect to the size
of a parallelepipedic domain cut in the sample, for a fixed mesh size (he = 0.01
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(a) (b)

Fig. 4. Numerical prediction of crack network in a model based on a microtomogra-
phy image of a real lightweight concrete sample. Black, and red colors refer to pores
and cracks, respectively. Sand grains are not depicted for the sake of clarity. Red
zones correspond to d = 1; (a) Crack network propagation under tension for pre-
scribed displacements (top to bottom): u = 1.5 µm (εzz = 1.925×10−4); u = 1.6 µm
(εzz = 2.053×10−4); u = 1.65 µm (εzz = 2.12×10−4); u = 1.7 µm (εzz = 2.18×10−4);
(b) Crack network propagation in compression for prescribed displacements (top to
bottom): u = 6 µm (εzz = −7.7× 10−4); u = 6.3 µm (εzz = −8.1× 10−4); u = 6.6
µm (εzz = −8.5× 10−4); u = 6.9 µm (εzz = −8.9× 10−4). Units on the axes are in
mm.
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Fig. 5. Stress - strain curves response of the sample 9M STRUCT for different mesh
refinements.
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Fig. 6. Convergence of the maximum tensile stress for the sample 9M STRUC with
respect to the mesh size.

mm). For this purpose, the 0.5M STRUCT, 5M STRUCT, 9M STRUCT,
17M STRUCT and 30M STRUCT meshes whose size are increasing have been
used. Due to the high computational costs involved and in view of the rea-
sonable errors related to statistical representativity and mesh refinement, only
one mesh size and one realization for each size of sample have been used.

In Fig. 8 the stress-strain curves of the different samples are presented in
both compression and tension regimes. To analyze more clearly the response
in tension, a zoom of Fig. 8 in the tensile regime is depicted in Fig. 9. It
is observed that while the response of the 0.5M STRUCT sample strongly
differs from the other samples responses, which is expected as the size of
0.5M STRUCT is very small and does not contain pores, the various other
response are close to each other and seem to converge towards the response
of the large 30M STRUCT, as the size of the computational cell increases.
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Fig. 8. Stress - strain curves for the different 3D microstructures under compression
and tensile test.

This is true both in terms of stress-strain relation, and in particular for the
initial linear modulus, and for failure stress. Of the latter, a clear dissymmetry
between tension and compression is observed, consistently with experimental
observations on cement based materials. Note that in tension the failure stress
can be easily identified since it coincides with a maximum stress. However, in
compression (see Fig. 4 (b)), due to the fact that the cracks propagate in the
direction of the load, no clear failure point can be identified, as even when the
sample is fully broken, it continues to have a resistance. Note that in this case
the calculations are stopped after a pre-defined given number of time steps.

To better appreciate the convergence of the response, the values of the max-
imum tensile strength are reported in Fig. 10 for the different samples, and
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Fig. 10. Convergence of the maximum tensile strength (in MPa) of the material
with respect to the size of the model (nb. of elements)

plotted versus the number of voxels (elements) included in the model. We
can appreciate the convergence of the results with respect to the sample size.
Using a fitting curve R = A + Bexp(−C.N) with R the maximum tensile
strength, N the number of voxels (elements) and A,B,C fitting parameters,
we can extrapolate the converged value as R = 3.05 MPa. This value is in
good agreement with available experimental values [11,7,6]. We note that the
maximum stress of the 17M UNSTRUCT sample appears however slightly
lower than the others (about 2.8 MPa to be compared to 3.05 MPa). This
might be related to the fact that the microstructures are slightly different
and the meshes are constructed in a different manner (regular mesh against
reconstructed-surfaces-based mesh).

Finally, a summary of the computational times for the different examples is re-
ported in Table 2. The presented results have been obtained with a home-made
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Problem Nb. time steps CPU time for Total simulation

(increments) one time step (s) time (h)

0.5M STRUCT Tensile test 90 70 1.75

0.5M STRUCT Compression 225 70 4.5

5M STRUCT Tensile test 135 860 32.25

5M STRUCT Compression 245 860 58.5

9M STRUCT Tensile test 125 1900 66

9M STRUCT Compression 250 1900 132

17M STRUCT Tensile test 115 3800 121.5

17M STRUCT Compression 250 3800 163.5

30M STRUCT Tensile test 140 9200 357.5

30M STRUCT Compression 260 9200 664.5

17M UNSTRUCT Tensile test 85 4100 96.5

17M UNSTRUCT Compression 230 4100 262

Table 2
Size of computational cells, number and size of elements and computational times.

FE implementation of the numerical method within the Matlabrsoftware,
running on a workstation with 256 Go RAM and a single 8-core CPU cloked
at 3 GHz. It shows that the presented simulations can be conducted on clas-
sical machines, but that a very large space for improvement of computational
times is possible, by using massively parallel computers, such as e.g. in [15,17].

5 Conclusion

In this letter, we have conducted large microcracking simulations in realistic
voxel-based models of realistic microstructures of lightweight concrete. The
simulations employ the continuum mechanics-phase field method, which al-
lows simulating much larger domains than e.g. molecular dynamics. The sim-
ulations involve sub-volumes up to 7.7 × 5.25 × 5.25 = 212 mm3 with about
10 µm3 resolution, and the largest simulations involve around 30 million el-
ements. Such large-scale simulations have high potential to predict e.g. the
fracture strength of sample by studying convergence of the response with re-
spect to the sample size and can be used in accurate multiscale methods
where fine fracturing process is required in some part of the domain, or in
recent combined experimental 3D imaging and numerical simulations to iden-
tify microstructural damage models. Such a tool might also be very usefull to
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explore the links between local and global fracture properties in heterogeneous
materials, which is still a widely open question.
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