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ABSTRACT

Stereo matching task is the core of applications linked to the
intelligent vehicles. In this paper, we present a new variant
function of the Census Transform (CT) which is more robust
against radiometric changes in real road scenes. We demon-
strate that the proposed cost function outperforms the conven-
tional cost functions using the KITTI benchmark1. The cost
aggregation method is also updated for taking into account the
edge information. This enables to improve significantly the
aggregated costs especially within homogenous regions. The
Winner-Takes-All (WTA) strategy is used to compute dispar-
ity values. To further eliminate the remainder matching am-
biguities, a post-processing step is performed. Experiments
were conducted on the new Middlebury2 dataset, as well as
on the real road traffic scenes of the KITTI database. Ob-
tained disparity results have demonstrated that the proposed
method is promising.

Index Terms— Stereo vision, Census Transform, Cross
Comparison Census, Cross based aggregation.

1. INTRODUCTION

Stereo matching is one of the most widely studied problems
in computer vision. It has found various applications in the
image processing domain e.g. 3D reconstruction, object de-
tection and intelligent vehicles. Stereo matching algorithms
described here typically operate on rectified images. They can
be roughly classified into two categories : global and local ap-
proaches. Global approaches consider whole pixels in the im-
age to produce depth values. Thus, these approaches usually
produce quite accurate depth results. However, this kind of
algorithms has a high complexity problem. Local approaches
consider specific pixels in the image to estimate depth val-
ues. Thus, they are computationally cheap. However, they
usually produce less accurate depth values. A wide range of
stereo matching algorithms have been proposed and their per-
formance has been examined in various surveys [1, 2]. A
stereo matching algorithm can be performed in four major

1http://www.cvlibs.net/datasets/kitti
2http://vision.middlebury.edu/stereo/data/

steps : cost computation, cost aggregation, disparity compu-
tation and disparity refinement [3]. In the first step, a match-
ing cost is computed for each pixel at all possible disparity
levels. Cost functions are either based on absolute intensity
differences, squared intensity differences or normalized cross
correlation. Yet, cost functions based on pixel intensities are
sensitive to radiometric changes. Thus, other cost functions
based on image transformations were developed in [4] such
as the non-parametric rank and the census costs. These costs
might be replaced or even merged with other ones in order to
produce robust variants against radiometric changes, texture-
less areas or to regions with proximity to occlusion borders
[5, 6, 7, 2]. Recently, Authors in [8] have proposed an adap-
tive fusion strategy of multiple cost matching functions. In
the cost aggregation stage, costs are merged either by sum-
ming up or averaging over a predefined support region for
each pixel. The commonly used shape of such support re-
gions is rectangular window or its variations [9]. Fixed sup-
port region with varying weights according to many consid-
erations as color similarity and distance to the center pixel
[10]. Adaptive support regions with adjusting the size and
shape of the window for each pixel[11]. In the case of the
disparity optimization, an optimal disparity is computed for
each pixel with local or global optimization approaches. For
local-based methods, the WTA strategy is used. While, an
optimized energy function, defined over all image pixels with
some constraints, is performed in the case of the global ap-
proaches. A wide range of approaches have been developed
based on the dynamic programming[12], belief propagation
[13] and graph-cuts[14]. For disparity refinement many ap-
proaches have been studied. These approaches included scan-
line optimization, median filtering, subpixel estimation, mis-
matched area detection as well as interpolation [15, 11, 6].
In this paper, we propose a new cost function which deals
better with radiometric changes. It is based on the CT cost
function which has been recognized to be robust against such
issues. One of most widely used aggregation technique [11]
relies only on spacial proximity and color similarly to define
the adaptive region which is turn out to be insufficient. Thus,
in this paper, in order to enhance the quality of disparities, the
aggregation cost is modified to further incorporate informa-
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tion as edge information. Once these steps achieved, a post-
processing stage is performed to remove any noise left.

2. THE PROPOSED METHOD

2.1. Cost Computation

Census Transform [4] has been extensively used in stereo
matching algorithms regarding its robustness against radio-
metric differences. Recently, authors in [16] have developed
a CCCC cost function as variant of CCT one. The CCC bit-
string is obtained by comparing each pixel in the support win-
dow with those in the immediate neighborhood in a clockwise
direction.

The CCCC is computed through the Hamming distance
(DH ) between a pixel p = (x, y) in the reference image (I1)
and its hypothetical corresponding pixel q = (x, y� d) in the
target image (I2) at a disparity d as follows :

CCCC(x, y, d) = DH(CCCI1(x, y), CCCI2(x, y � d)),
(1)

where the bit-string, CCC, is defined by:

CCCI(u, v) = ⌦ i=1:step:n
j=1:step:m

(⇠(I(u+i, v+j), I(u+i
0
, v+j

0
)),

(2)
where n ⇥ m represents the support window, ⌦ denotes the
concatenation operation, and ⇠ function is defined as follows
:

⇠(p, q) =

(
1 p  q

0 otherwise
(3)

In Eq.(2), (i
0
, j

0
) = {(i, j + step); (i+ step, j + step); (i+

step, j); (i+ step, j � step)}, which represents the immedi-
ate neighborhood in clockwise direction of a pixel with (u, v)
coordinates. Note that (j + step) < m, (i + step) < n and
(j � step) � 0. step is an empirical value, chosen to jump
some pixels in the support window. Although the CCC cost
enables to take into account the neighboring pixel informa-
tion, it happens that in some cases the most significant infor-
mation is located other than the pixels provided by the chosen
step. In addition, the step value should be taken in order to not
exceed the half size of the support window, otherwise the re-
sulted bit-string might fail at providing a consistent bit-string
for describing the considered patch. Figure 1(a) presents a
typical case where the step value is set to 3 for a support win-
dow (5 ⇥ 5). Therefore, in the current paper, we propose to
take two different step values. The first one (step1) is used to
take one pixel and to skip it’s neighbor while the second one
(step2) is used for the comparison procedure. This latter is
chosen to be more flexible in way that it looks for the pixel
conveying the most significant information in wider manner.
To more illustrate the proposed cost, figure 1(b) presents the
proposed bit-string with step1 is set to 2, and step2 is set to
3. Moreover, since image gradients are less sensitive to ra-

Fig. 1. Bit-string construction for original CCC: ”000000”
(a) and the proposed one: ”000100111110111110” (b)

Fig. 2. From top to bottom and left to right : the left image,
ground truth disparity map, disparity map computed based on
CCCC and disparity map using proposed cost

diometric changes and repetitive patterns [7], the proposed
cost function is implemented on principal gradient �I/�x and
�I/�y directions for the input image. Thus, the proposed bit-
string is defined as follows :

GCCCI(u, v) = ⌦{ �I

�x

, �I
�y

} ⌦ i=1:step1:n
j=1:step1:m

(⇠(�I(u+ i, v + j), �I(u+ i
0
, v + j

0
))

(4)
where (i

0
, j

0
) = {(i, j + step2); (i + step2, j + step2); (i +

step2, j); (i + step2, j � step2)}. Similar to The CCCC

cost matching function, the proposed cost function CGCCC

is computed through the Hamming distance as follows :

CGCCC(x, y, d) = DH(GCCCI1(x, y), GCCCI2(x, y � d))
(5)

The performance of the proposed cost function applied on #0
stereo pair from KITTI training dataset is depicted in figure 2
which denotes the improvement of disparity results, indicated
areas, compared to the original CCCC .

2.2. Cost Aggregation

Our attention is paid to the cross-based aggregation method
as described by [11]. Thus, we propose to add the edge infor-
mation as a supplementary criteria in the region construction
strategy. According to study presented in [17], the Canny’s
edge detection method is the top performer technique. There-
fore, this detector algorithm is retained in our study. Perform-
ing this edge detector for a given image provides a binary
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image Ib. Then, for each pixel p = (x, y), we determine its
four arm lengths (i.e. the left, right, top and bottom) repre-
sented by {hp+, hp�, vp+, vp+}, separately. The algorithm
proceeds in two steps, in the first step, for a pixel p its left
arm respectively (right, up, bottom) stops when it finds an
end point pl that exceeds one of the following rules :

(i) Dc(pl, p) < ⌧ , where Dc(pl, p) represents the color
difference between pl and p, and ⌧ is a preset threshold
value. Dc(pl, p) = maxi=R,G,B |Ii(pl)� Ii(p)|

ii) Ds(pl, p) < L, where Ds(pl, p) represents the spatial
distance between pl and p, and L is a preset maximum
length. Ds(pl, p) = |pl � p|.

iii) Ib(pl) = Ib(p), which represents the edge information
between p and pl.

The first two rules describe above set limitations on both color
similarity and arm length with two thresholds ⌧ and L. In
the case of homogenous regions, where the color similarity
is higher, the two above rules are insufficient to describe the
local region structure. For this purpose, the edge informa-
tion criteria is employed to define the adaptive region. In the
second step, based on the arms length {hp+, hp�, vp+, vp+}
detected for a pixel p, two orthogonal cross segments, the hor-
izontal segment H(p) and the vertical one V (p) are consid-
ered. Therefore, the adaptive shape support region U(p) for
the pixel p is given by:

U(p) = [
q2V (p)

H(q), (6)

where q is the neighborhood pixel located on the vertical seg-
ment V (p). The same process is performed to determine the
support region U

0
(q) of the hypothetical corresponding pixel

q = (x, y � d) in the target. Then, the combined window in-
volves the intersection of the two support regions as follows
:

C(p, d) =
1

kUd(p)k
X

q2U
d

(p)

C(q, d), (7)

where Ud(p) = {(x, y) | (x, y) 2 U(p), (x, y � d) 2 U
0
(q)},

kUd(p)k is a the number of pixels in Ud(p) used to normalize
the aggregated cost C(p, d).

2.3. Post-processing

The obtained disparity results provided using the previous
steps contain outliers in occluded regions and along depth
discontinuities. To detect these outliers, the Left right consis-
tency check method is performed between the left and right
disparity maps. Then, to fill the detected outliers, the hole
filling method [18] is used. It consists to fill them with the
lowest disparity values of the closest reliable disparities lo-
cated on the same scanline (pixel row). The latter one can
generates streak-like artifacts in the disparity map. To solve
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Fig. 3. Average disparity errors with respect to step2 values
for first 10 images from KITTI training sets

Table 1. Percentage of erroneous disparities in occluded and
non-occluded regions for the KITTI training set

3-px threshold
Non-occ Occ

CDIFFCensus [2] 12.97 14.91
CDIFFCCC [2] 13.53 15.47
Proposed cost 11.93 13.89

this problem, we propose to apply a median smoothing via
cross-based region [7]. Finally, a median filter, with the size
of (5 ⇥ 5) is performed in order to further smooth the final
disparity map by eliminating the remainder noises.

3. EXPERIMENTAL RESULTS

3.1. Evaluation of the proposed cost function

In order to illustrate the efficiency of the proposed cost func-
tion, we performed an evaluation of this one over the top
cost functions defined in the survey [2], CDIFFCensus and
CDIFFCCC for the KITTI benchmark, where real radiomet-
ric changes exist. No refinement process was performed in
this comparison. The cost adaptive aggregation method was
used. The local WTA strategy was adopted in order to gener-
ate the disparity maps. Optimal parameter values defined in
[2] were considered. In order to find the optimal step values,
step1 was set to 2 and we performed several tests on the first
10 KITTI images. Figure 3 presents the disparity errors, with
respect to the different values of step2. The lower error rate
obtained was the one with step2 = 6, which was therefore
selected for the coming tests.

Table 1 presents the average percentage of erroneous pix-
els with both occluded and non occluded regions, computed at
3 default pixels error threshold for the KITTI training set. The
obtained results using our cost are the lowest ones in both re-
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Fig. 4. From left to right : left image, ground truth disparity map, edge image, disparity map computed based on cross based
adaptive region, and disparity map obtained via the modified one

Table 2. Percentage of erroneous disparities in non-occluded
regions for the Middlebury training set

1 px threshold 2 px threshold 3 px threshold
Aggregation Method Nocc Nocc Nocc

Original method 19.69 14.93 13.41

Proposed one 18.56 14.11 12.61

gions. Indeed, the improvement is of the order 1.04, 1.60 for
non-occluded region and of 1.02, 1.58 for other zones, with
respect to CDIFFCensus and CDIFFCCC costs, respectively.
This evaluation demonstrates that proposed cost is more ro-
bust against the real outdoor radiometric changes than the top
performer in radiometric changes.

3.2. Evaluation of the modified cross based aggregation
method

In this section, we performed tests to assess the effect of
adding the edge information in the cross based aggregation
method compared to the conventional one. Figure 4 depicts
an example of the performance of the proposed aggregation
method applied for the pair Playtable from the Middlebury
training set which presents the improvements of disparity
results when incorporating the edge information, especially,
in the homogenous regions. Moreover, we carried out ex-
periments on the whole new Middlebury training set. No
refinement process was used as well in this evaluation. Table
2 presents the average of erroneous error pixels in non-
occluded region for the quarter resolution. The errors are
computed at 3 different pixels error thresholds. The obtained
results clearly demonstrated an improvements of disparity
results using the modified cost aggregation.

3.3. Evaluation of the proposed algorithm on the KITTI
platform

Finally, we achieved our experiments by evaluating the per-
formance of presented algorithm with respect to the current
state of-the-art on KITTI testing dataset [19]. Parameters
sets of the proposed algorithm are: the size of the support
windows was set to (m ⇥ n) = (9 ⇥ 9). The spatial and
the color similarity thresholds were fixed at L = 9 and
⌧ = 20, respectively. In addition, a mild Gaussian filter size
((3 ⇥ 3), r = 0) was performed on the gray scale images

Table 3. Results from the KITTI evaluation platform for the
default 3 pixel threshold. Columns from left to right: method;
percentage of erroneous pixels in non-occluded regions and in
total; average disparity error in non-occluded areas; average
disparity error in total. Date of evaluation: January 17, 2017

Method Out-Noc Out-All Avg-Noc Avg-All
Our Method 8.71 % 10.05 % 2.1 px 2.7 px

Deep-Raw 8.93 % 11.07 % 3.9 px 4.9 px
S+GF (Cen) 9.03 % 11.21 % 2.1 px 3.4 px
CrossCensus 9.46 % 10.86 % 2.3 px 2.7 px
SymST-GP 9.79 % 11.66 % 2.5 px 3.3 px
SM GPTM 9.79 % 11.38 % 2.1 px 2.6 px
LAMC-DSI 9.82 % 11.49 % 2.1 px 2.7 px

IIW 10.78 % 12.62 % 3.3 px 4.3 px
SDM 10.95 % 12.14 % 2.0 px 2.3 px

HLSC mesh 11.22 % 12.82 % 2.3 px 2.9 px
GF (Census) 11.65 % 13.76 % 4.5 px 5.6 px

before calculating partial derivatives, in the cost computation
step, in order to reduce noise and smooth around image edges.
Our experiments were implemented on a Desktop equipped
with a 3.0GHz Intel core i5 CPU and a 4GB of memory. A
CPU implementation of the proposed algorithm has leads to
an average computational time of 125s for KITTI dabaset.
Table 3 presents the result of evaluation from the KITTI
platform. Our algorithm is ranked 64th amongst more than
84 stereo matching algorithms and is one of the best local
methods. Indeed, it overcomes may known local algorithms,
such as Cross-Census[11], GF(Census)[18], LAMC-DSI[7],
S+GF(Cen)[20].

4. CONCLUSION

In this paper, we presented a new stereo matching algorithm
based on a new variant of the Census cost function for the
cost computation stage. Experimental results, using real road
scenes of the KITTI dataset, have demonstrated that the pro-
posed variant leads to the lowest disparity mean errors com-
pared to the top performer in this dataset. Moreover, a lo-
cal method based on cross aggregation is updated to incor-
porate the edge information. The modified aggregated costs
have leaded to an improvement of disparity results. A post-
processing step is performed to remove any noise left. The
obtained disparity results are considered promising.
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