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Survey of Distance Bounding Protocols and Threats

Agnès Brelurut1, David Gerault1, and Pascal Lafourcade1 ?

University Clermont Auvergne, LIMOS, France

Abstract. NFC and RFID are technologies that are more and more present in
our life. These technologies allow a tag to communicate without contact with a
reader. In wireless communication an intruder can always listen and forward a
signal, so he can mount a so-called worm hole attack. In the last decades, several
Distance Bounding (DB) protocols have been introduced to avoid such attacks.
In this context, there exist several threat models: Terrorist Fraud, Mafia Fraud,
Distance Fraud etc. We first show the links between the existing threat models.
Then we list more than forty DB protocols and give the bounds of the best known
attacks for different threat models. In some cases, we explain how we are able to
improve existing attacks. Then, we present some advices to the designers of the
DB protocols and to the intruders to mount some attacks.

Keywords: Distance Bounding, Threat Models, Mafia Fraud, Terrorist Fraud,
Distance Fraud, RFID, NFC, Relay Attack, Collusion Fraud.

1 Introduction

Nowadays, Radio Frequency IDentification (RFID) and Near Field Communication
(NFC) technologies and more generally the wireless technologies are increasingly de-
velopped. They are commonly used in payments, access-control applications and even
in many electronic passports [23]. The main purpose of these technologies is to allow
a reader (or verifier) to communicate wirelessly with tags (or provers) implanted into
objects. In this context, an intruder can simply mount relay attacks just by forwarding
some signal and then fake the reader by using the signal of a tag that can be far-away.
To avoid such attacks, Distance Bounding (DB) protocols were introduced by Brands
and Chaum in 1993 [14]. They are a countermeasure against relay attacks since they
measure the round-trip delays during a rapid phase of challenge-response. DB proto-
cols check that provers are close to the verifier in the trusted zone. In the literature,
there exist several threat models according to the power and the aim of the intruder:

Distance Fraud [14]: a far-away malicious prover tries to convince the verifier that
they are close, while the prover is not in the trusted zone. A practical example is
house arrest, where a convict wearing an electronic bracelet is forbidden to leave
a given area. If he can mount a distance fraud against the electronic surveillance
device, then he can pretend he is within allowed area even though he is far away.

? This research was conducted with the support of the “Digital trust” Chair from the University
of Auvergne Foundation.



Mafia Fraud (MF) [18]: an adversary between a far-away honest prover and a verifier
tries to get advantage of his position to authenticate the prover close to the verifier.
The adversary can simply relay the message, but he may also modify the messages
involved or create new messages (to the prover or to the verifier). To illustrate this
attack, imagine a waiting line in which an attacker would relay the signal between
the payment card of a custommer who is at the end of the line and the payment
terminal. This allows him to make someone else pay for him.

Terrorist Fraud (TF) [18]: a far-away malicious prover, helped by an adversary, tries
to convince the verifier that they are close. In fact, the adversary is close to the
verifier and the prover gives information to the adversary, but the adversary cannot
impersonate the prover during a further protocol execution. An example is someone
wanting to let a friend open his locker once, but not willing to allow him to do it
later. In other words, he is willing to provide help only if this help can not be used
by the friend to authenticate again in the future.

Impersonation Fraud (IF) [5]: an adversary tries to impersonate the prover to the ver-
ifier. The aim can be for instance to make someone else blamed of one’s bad actions.

Distance Hijacking (DH) [17]: a far-away prover takes advantage of some honest, ac-
tive provers (to which one is close) to make the verifier grants privileges for the
far-away prover. It can be used to forge an alibi.

Contributions: We first explain the relations between the different threats by distin-
guishing, on one hand, the threats where the prover is dishonest and, on the other hand,
the threats where the prover is honest. Then, we present a survey of DB protocols and
for each one we give the success probabilities of the best know attacks. For several pro-
tocols we were able to improve some attacks. Our list of protocol contains 42 protocols
from 1993 up to 2015. We also present more than 24 attack improvements. Finally, we
compile the main attack strategies discovered over the years and list some advices to
the designer of DB protocols.

Related Work: Distance Bounding was introduced by Brands and Chaum in 1993 [14]
to combat relay attacks. They also introduce the attack that we call distance fraud: their
protocol prevents to the response bits which are sent out too soon. Before the exis-
tence of distance bounding protocols, in 1988, Desmedt identifies the terrorist fraud
and mafia fraud [18]. Then, Avoine & Tchamkerten in 2009 [5] study the imperson-
ation fraud. In 2012, Cremers et al. find an attack that they called distance hijacking
in [17]. At the same time, some of them lay the groundwork for formally modelling DB
protocols [3, 19].
Avoine et al. proposed a formal framework for cryptanalyzing the DB protocols in [3].
In particular, they defined the adversary strategies for mafia and terrorist fraud which
they called no-ask, pre-ask and post-ask strategy. Two years later, Dürholz et al. pro-
posed in [19] the first computational formal framework for providing properties of DB
protocols that are based on shared symmetric keys. They give rigorous cryptographic
security models for mafia, terrorist, and distance fraud. The BMV model proposed by
Boureanu, Mitrokotsa and Vaudenay in [9] generalizes the previous fraud into three
group of threats: distance fraud, Man-In-the-Middle and collusion fraud. By their defi-
nitions, the distance fraud includes distance hijacking and the previous distance fraud,



the Man-In-the-Middle contains the mafia fraud and the impersonation fraud, and, the
collusion fraud extends the notion of terrorist fraud. But they do not establish relations
between these three different threat models.
Some papers [26, 22, 12, 11, 10, 13] compare from four to fourteen protocols to their
success probabilities for distance fraud, mafia fraud, terrorist fraud and/or imperson-
ation fraud attack. Distance Bounding was studied in the context of RFID but also in
ad-hoc networks as in the survey proposed by Meghdadi et al. [40].

Outline : In Section 2, we show the relationship between different threat models. Then
in Section 3, we list existing DB protocols and the success probability of attacks against
them. Finally before concluding, we give some advices for designing DB protocols and
also strategies to mount some attacks in Section 4.

2 Relations between Threats for DB Protocols

In [9], Boureanu et al. propose a framework, denoted BMV model, that generalizes
the definitions of the previously enumerated common frauds into three possible threats:
distance fraud, man-in-the-middle and collusion fraud.

We present the formal definitions given in [9], then we show how these defintions
cover usual threats models and prove some relations between some of these notions.

2.1 Threat Models of [9]

The BMV model [9] offers formal definition about DB protocols and their three threats.
In the following, provers are denoted by P , verifiers by V , the adversary by A, and P ∗

denotes dishonest provers. Provers do not have output, and verifiers have one bit output
OutV , where OutV = 1 denotes acceptance and OutV = 0 denotes rejection.

Definition 1 (Distance-Bounding Protocols [9]). A Distance Bounding (DB) protocol
is defined by a tuple (Gen, P, V,B), where:

1. Gen is randomised, key-generation algorithm such that Gen(1s; rk) 7→ (x, y),
where rk are random coins of Gen and s is a security parameter;

2. P (x; rP ) is a ppt. ITM 1 running the algorithm of the prover with input x and
random input rP ;

3. V (y; rV ) is a pp. ITM running the algorithm of the verifier with input y, and ran-
dom input rV ;

4. B is a distance-bound.

They must be such that the following two properties hold, where we denote by d(locV , locP )
the distance between the localisation of V and P :

- Termination: (∀s)(∀R)(∀rk, rV ) if (., y) → Gen(1s; rk) and R ↔ V (y; rV )
model the execution, it is the case that V halts in Poly(s) computational steps,
where R is any set of (unbounded) algorithms;

1 ppt. ITM is for polynomial probabilistic time Interactive Turing Machine



- p-completeness:(∀s)(∀locV , locP such that d(locV , locP ) ≤ B) we have:

Pr
rk,rP ,rV

[
OutV = 1 :

(x, y)← Gen(1s; rk)
P (x, rP )↔ V (y; rV )

]
≥ p

Throughout, ”Prr[event: experiment]” denotes the probability that an event takes place
after the experiment has happened, taken on the set of random coins r underlying the
experiment. The random variable associated to the event is defined via the experiment
leading to the description of a random variable

This model implicitly assumes concurrency involving participants that do not share
the secret inputs amongst them. In the rest of the paper, α, β, γ, γ′ ∈ [0; 1] and the V iew
of a participant on an experiment is the collection of all its initial inputs (including
coins) and his incoming messages.

Distance Fraud (DF) [9]: it corresponds to the classical notion, but concurrent runs
with many participants are additionally considered, i.e., it includes other possible
provers (with other secrets) and verifiers. Consequently, this generalized distance
fraud also includes distance hijacking.

Definition 2 (α-resistance to DF [9]). A protocol isα-resistant to DF if: ∀s,∀P ∗,∀locV
such that d(locV , locP∗) > B, and ∀rk, we have:

Pr
rV

[
OutV = 1 :

(x, y)← Gen(1s; rk)
P ∗(x)↔ V (y; rV )

]
≤ α

where P ∗ is any (unbounded) dishonest prover. In a concurrent setting, a polynomially
bounded number of honest P (x′) and V (y′) close to V (y) with independent (x′, y′) are
implicitely allowed.

In others words, a protocol is α-resistance to DF if a far-away prover cannot be
authenticated by a verifier with probability more than α.

Man-In-the-Middle (MiM) [9]: this formalization considers an adversary that works
in two phases. During a learning phase, this adversary interacts with many hon-
est provers and verifiers. Then, the attack phase implies a far-away honest prover
of given ID and possibly many other honest provers and other verifiers. The goal
of the adversary is to make the verifier accept in a session with ID. Clearly, this
generalizes the mafia fraud and includes impersonation fraud.

Definition 3 (β-resistance to MiM [9]). A protocol is β-resistant to MiM attack if:
∀s,∀m, l, z polynomially bounded, ∀A1,A2 polynomially bounded, for all locations
such that d(locPj , locV ) > B, where j ∈ {m+ 1, ..., l} we have:

Pr

OutV = 1 :
(x, y)← Gen(1s)
P1(x), ..., Pm(x)↔ A1 ↔ V1(y), ..., Vz(y)
Pm+1(x), ..., Pl(x)↔ A2(V iewA1

)↔ V (y)

 ≤ β
over all random coins, where V iewA1 is the final view of A1. In a concurrent setting,
a polynomially bounded number of P (x′), P ∗(x′) and V (y′) with independent (x′, y′),
is implicitely allowed anywhere.



A protocol is β-resistant to MiM, if the probability that an adversary authenticates a
far-away prover to a verifier is at most β even if the adversary has access to information
of a first session run between provers close to verifiers.

Definition 3 separates a learning phase (with the adversarial behaviour A1) from
an attack phase (with the adversarial behaviour A2). This definition models a prac-
tical setting where an attacker would have cloned several tags (provers) and would
make them interact with several readers (verifiers) with which they are registered. From
such a multi-party communication, the attacker can get potentially more benefits, in a
shorter period of time. To increase his gain, the attacker can set up the learning phase
as he pleases (otherwise the learning phase is not obligatory). So, the attacker can place
prover-tags close to verifier-readers, even if being an active adversary between two
neighbouring P and V is technically more challenging than interfering between two
far-away parties.

Collusion Fraud (CF) [9]: this fraud considers a far-away prover holding a secret x
who helps an adversary to make the verifier accept. This might be in the presence
of many other honest participants. However, there should be no man-in-the-middle
attack based on this malicious prover, i.e., the adversary should not extract any
advantage from this prover to run (later) a man-in-the-middle attack.

Definition 4 ((γ, γ′)-resistance to CF [9]). A protocol is (γ, γ′)-resistant to CF if:
∀s,∀P ∗,∀locV0

such that d(locV0
, locP∗) > B) and ∀ACFppt. such that:

Pr
[
OutV0 = 1 :

(x, y)← Gen(1s)
P ∗(x)↔ ACF ↔ V0(y)

]
≥ γ

over all random coins, there exists a (kind of) 2 MiM attack m, l,A1,A2, Pi, Pj , Vi′

using P and P ∗ in the learning phase, such that:

Pr

OutV = 1 :

(x, y)← Gen(1s)

P
(∗)
1 (x), ..., P

(∗)
m ↔ A1 ↔ V1(y), ..., Vz(y)

Pm+1(x), ..., Pl(x)↔ A2(V iewA1
)↔ V (y)

 ≥ γ′
where P ∗ is any (unbounded) dishonest prover and P (∗) runs either P or P ∗. Following
the MiM requirements, d(locPj , locV ) > B, for all j ∈ {m + 1, ..., l}. In a concurrent
setting, a polynomially bounded number of P (x′), P ∗(x′) and V (y′) with independent
(x′, y′) is implicitely allowed, but no honest participant close to V0.

In others words, a protocol is (γ, γ′)-resistant to CF, if when an adversary manages
to authenticate a far-away prover to a verifier with probability at least γ, then there
exists a further MiM attack 2, where an adversary manages to authenticate a far-away
prover to the verifier with probability at least γ′.

2.2 Relationship between Different Threat Models

We prove some relations between some of these properties. In the rest of this section,
for a given protocol, X → Y denotes that if the property X is satisfied then Y is also

2 Def 3 defines MiM attack as using a honest P (x). Here, the definition use P ∗(x).



satisfied, which is equivalent to say that if there exists an attack on the property Y
then there exists an attack on the property X . For a given protocol, we also denote by
X 99K Y the fact that if there exists an attack on the property Y without sending the
secret x then there exists an attack on the property X . For classical threat models, we
explain how they can be defined using this formal model.

Theorem 1 (DF→DH [9]). If a protocol is α-resistant to DF then it is also α-resistant
to DH.

Proof. Distance Hijacking is included in the definition of resistance of Definition 2.
An experiment in which a dishonest far-away prover P ∗ may use several provers to
get authenticated as one, honest P that is close to the verifier is clearly included in the
concurrent setting.

(x, y)← Gen(1s)
P ∗(x)↔ P1(x′), .., Pn(x′)↔ V (y)

ut

Theorem 2 (MiM→MF [9] and MiM→ IF [9]). If a protocol is β-resistant to MiM,
then it is β-resistant to MF and β-resistant to IF.

Proof. In Definition 3, the classical notion of mafia fraud corresponds to m = z = 0
and l = 1. The experiment performing this attack can be described as follows:

(x, y)← Gen(1s)
P (x)↔ A↔ V (y)

In Definition 3, the classical notion of impersonation corresponds to l = m, i.e.,
there is no prover in the attack phase. The experiment corresponding is:

(x, y)← Gen(1s)
P1(x), ..., Pm(x)↔ A1 ↔ V1(y), ..., Vz(y)
A2(V iewA1

)↔ V (y)
ut

Theorem 3 (CF → TF [9]). If a protocol is (γ, γ′)-resistant to CF, then it is (γ, γ′)-
resistant to TF.

Proof. The notion of terrorist fraud is connected with the definition 4: it is sufficient
to take m = z = 1, l = 2 and A1 just runs ACF in the learning phase, i.e., ACF gets
information to directly impersonate the prover. We can model this fraud by:

(x, y)← Gen(1s)
P ∗(x)↔ A1 ↔ V (y)
P (x)↔ A2(V iewA1

)↔ V (y)
ut

Theorem 4 (TF 99K DF). If a protocol is not α-resistant to DF, then there exists an
attack of kind TF which succeed with probability at least α.
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Fig. 1. Relations between different Threats Models.

Proof. We assume that there exists an attackA of type DF such that: Pr[A succeed] = α

⇔ Pr
[
OutV = 1 :

(x, y)← Gen(1s; rk)
P ∗(x)↔ V (y; rV )

]
= α , where α is not negligible. Then we

can elaborate an attack of type TF, only if P ∗ does not transmit his secret in clear, i.e.:

Pr
[
OutV0

= 1 :
(x, y)← Gen(1s)
P ∗(x)↔ ATF ↔ V0(y)

]
≥ α

with ATF who simply relays messages and P ∗ plays the same role as before. But if P ∗

and ATF cooperate, it may be that the attack has a better success probability. ut
In Figure 1, we summarize all these relations. On the left there are attacks where the

prover is far away and dishonnest, and on the right there are the attacks where the prover
is close to the verifier. The arrow from TF (or CF) to DH is obtained by transitivity as
well as the arrow from CF to DF. Once an attack is discovered against a property, it is
easily to extend it to other properties using these results.

3 Survey

Our aim is to list the utmost number of protocols3 in order to understand their special
features. Table 1 references the success probability of the best known attacks in the lit-
erature. The color red highlights the improvements we discovered for some protocols.
We do not consider DH threat model in our study since only few papers study this prop-
erty [17] and mounting such attacks is difficult. We do not recall the description of the
protocols for obvious reasons, but for each protocol where we propose one improvement
we use the same notations as the ones used in the original paper. However, each DB pro-
tocol usually follows this form: one initialization phase where the participant generally
share some secret data (often denoted x) or public information often denoted by NV
and NP respectively for the verifier and the prover. Some encryption, hash function or
Pseudo-Random Function (PRF) are also often used. Then a fast challenge response
phase where usually a sequence of n challenges ci are sent by the verifier to the prover
who answers by some responses denoted ri. Then the last phase of verification or au-
thentication usually consists in opening a commitment or verifying a common shared
data called transcript. We present in Figure 2 the general structure of a DB protocol. In
the rest of this section, we explain the new attacks we discovered on some protocols,
then the improvements we did for protocols that are using Pseudo-Random Function
(PRF) in a non appropriated way.

3 Most of the papers are avaible at http://www.avoine.net/rfid/



Verifier V Prover P
shared key: x shared key: x

Initialisation phase
NV

$←− {0, 1}∗ NV−−−−−−−−−−−−−−−−→
NP←−−−−−−−−−−−−−−−− NP

$←− {0, 1}∗

a = fx(NV , NP )
Distance Bounding phase

for i = 1 to n
Start clock ci−−−−−−−−−−−−−−−−→

Stop clock ri←−−−−−−−−−−−−−−−− ri = F (ci, ai, xi)

Verification phase
Check ∆ti, ri and S S←−−−−−−−−−−−−−−−− S = signx(transcript)

Fig. 2. The general structure of DB protocol.

3.1 Improvements of attacks

For [5, 49, 7, 50, 56, 34, 38, 41, 31, 51, 20], we mount new TF attacks. These attacks all
follow the same scheme: the adversary is close to the verifier whereas the prover is far
away. During the initialisation phase, the adversary simply relays the messages from
the prover to the verifier and the messages from the verifier to the prover. After this
phase, the prover computes responses, with the help of his key (the adversary does not
have access to this key and the prover does not want him to obtain it). Then the prover
sends his responses to his partner (the adversary), so that the adversary can answer
to the verifier’s challenges in the fast challenge-response phase. The prover sends all
the results of these computations because he knows that the adversary cannot recover
the shared secret key even if he has access to all results (except for the protocols [28,
31] where the adversary receives n − v bits of the secret key). For the last phase, the
adversary sends all he receives from the verifier to the prover and so the prover can
close the session by sending his signature of the transcript. Using the result about the
relation between the threat models we immediately deduce attacks for CF.

We can also see in Table 1 that the column IF is mainly filled with
(
1
2

)s
(where s is

the size of the key). This correspond to the exhaustive research on the key, which is the
simplest attack. Most of this column is in red is due to the fact that this threat model is
not considered in many papers.

As we can see in Table 2, many of the listed protocols use a PRF [29, 47, 33, 42, 44,
5, 37, 36, 7, 45, 50, 4, 56, 28, 34, 55, 38, 41, 31, 12, 25, 51, 20–22]. It is possible to mount
some attacks if the PRF used follows a certain form. This kind of attacks is first intro-
duced in [8]. By using the idea of [8], we improve some attacks on DF on [42, 36, 7,
50, 34, 38, 51, 22, 20, 21] and one on MiM on [56]. We detail only one attack on DF and
the one on MiM, but for the other protocols we give the PRF construction to mount a
successful attack. To succeed during a DF attack, it is necessary for the prover to send
his response before receiving the verifier’s challenge during the fast challenge-response
phase. But, when the PRF’s output is split into several parts to precompute responses,



using a special PRF the dishonest prover is able to make the response independant of
the challenge recieved. We show in Figure 3 this kind of attack. The PRF f is based on
the other PRF g as follows, where z is a special value known by P also called trapdoor:

fx(NV , NP ) =

{
a||a if NP = z
gx(NV , NP ) otherwise

So this attack succeeds with probability 1.

Verifier V Prover P
shared key: x shared key: x

Initialisation phase
NV

$←− {0, 1}∗ NV−−−−−−−−−−−−−−−−→
NP←−−−−−−−−−−−−−−−− NP = x

a||a = fx(NV , NP )
Distance Bounding phase

for i = 1 to n
Start clock

Stop clock ri←−−−−−−−−−−−−−−−− ri =

{
ai if ci = 0
ai if ci = 1

ci−−−−−−−−−−−−−−−−→
Check ∆ti, ri

Fig. 3. Distance fraud attack against DB protocol using PRF.

Munilla & Peinado [42] - DF: let g be a PRF. Let us consider the PRF hash is con-

structed as follows: hash(K,Na, Nb) =

{
P ||v||v if Nb = z
g(K,Na, Nb) otherwise

Consider an instantiation of the Munilla & Peinado protocol where hash is used. In
this instance a far-away malicious prover P ∗ could easily perform a distance fraud
attack. By picking Nb equal to z, , he can send the same response ri regardless of
the verifier’s challenge ci . Then, in agreement with this protocol scheme [42] (void
challenge-response if Pi = 1) if Pi = 0 for any challenge ci the response is the i-th
bit of v. If Pi = 1, P ∗ waits a delay before sending the next response ri+1. Thus,
if the malicious prover applies this strategy he can defeat the distance-bound.

Kim & Avoine [36] - DF: let g be a PRF. The PRF h to perform the DF attack is as

follows: h(K,Na, Nb) =

{
T ||D||v||v if Nb = z
g(K,Na, Nb) otherwise

Benfarah et al. [7] - DF: let g be a PRF. We use the PRF f as follows:

f(k,NP , NV ) =

{
SV ||SP ||R||R if NP = z
g(k,NP , NV ) otherwise

Poulidor [50] - DF: let g be a PRF. We use the following PRF :

PRF (x,NP , NV ) =

{
12n||H2n if NP = z
g(x,NP , NV ) otherwise where 12n denotes the number

constituted of 2n bits equal to 1 and H2n denotes a number of 2n random bits.



Kardas et al. [34] - DF : we use two PRF fKi and fLi based on an other PRF g:

T = fKi(rP , rV ) =

{
x if rP = z
gKi(rP , rV ) otherwise and fLi(T ) =

{
v1||v||v if T = x
gLi(T ) otherwise

Lee et al. [38] - DF: let g be a PRF. The PRF f based on g is as follows:

f(K,NV , NP ) =

{
d||d||v||v if NP = z
g(K,NV , NP ) otherwise

TMA [51] - DF: let g be a PRF. We consider the following PRF based on g:

PRF (x,NP , NV ) =

{
0n||R||R if NP = z
g(x,NP , NV ) otherwise where 0n denotes the number

constituted of n bits equal to 0
Baghernejad et al. [22] - DF: let g be a PRF. We use the PRF F as follows:

F (K,NR, NT ) =

{
D||a||a if NT = z
g(K,NR, NT ) otherwise

EBT [20] - DF: let g be a PRF. We use the PRF h as follows:

h(x,NV , NP ) =

{
d||d||d||d||v||v if NP = z
g(x,NV , NP ) otherwise

Falahati et al. [21] - DF: let g be a PRF. We use the PRF F as follows:

F (K,NU , NV ) =

{
D a tree with same bit at each level if NU = z
g(K,NU , NV ) otherwise

F (D,K,C1, C2, . . . , Ci) =

 a tree with same bit at if D is a tree with
each level same bit at each level
g(D,K,C1, C2, . . . , Ci) otherwise

A MiM attack is successfull when the Man-in-the-Middle adversary recovers the
prover’s key, or manages to make the verifier accept the authentication of the prover
even if the prover is far-away.

Yum et al. [56] - MiM: Consider an instantiation of the Yum et al. protocol where τ =
1 and K denotes the shared key. As τ = 1, we have D = fτ (K,NV , NP ) = 0n.
So for each round the prover waits a verifier’s challenge. Let g be the PRF used to
compute v = g(K,NV , NP ). Let PRF be a PRF and h the PRF based on PRF
as follows:
Z = h(K,NV , NP , C,R) =

{
K if C = 0

n
2 ||v n2

PRF (K,NV , NP , C,R) otherwise
0
n
2 is the number composed of n2 bits equal to 0 and v

n
2 = msbn

2
(f(K,NV , NP )),

where msb(x) denotes the most significant bits of x. The adversary aims to recover
the key from the prover, in order to impersonate the prover at any moment. The
attacker impersonates the verifier to the prover, he sends an arbitrary NV to the
prover and receives the prover’s nonce NP . The prover computes v. Then the rapid
phase of challenge-response begins: for the n

2 first rounds, the adversary sends
ci = 0, and so he receives the n

2 most significant bits (msb) of v. For the other half
of rounds, the adversary sends one by one the received bits. Then, the prover creates
Z and C = c1||..||cn such that C = 0

n
2 ||v n2 , so in fact by sending Z, the prover

sends to the adversary his own secret key K. The attacker is able to impersonate
the prover for further executions of the protocol.

3.2 Comparison of DB protocols

Our survey highlights some points: First, very few protocols are strong against all
frauds, only nine protocols insure the security against all kinds of attacks. They are



in bold in Tables 1 and 2, and are the following: KZP (2008) [33], Hitomi (2010) [45],
NUS (2011) [28], SKIpro (2013) [9], FO (2013) [25], DB1 (2014) [12], DB2 (2014) [12],
ProProx (2014) [53] and VSSDB (2014) [26]. The security level for impersonation
fraud are the same for all these protocols and it is the best security level, i.e., it is equiv-
alent at the security against brute force. Proprox [53] has the best security level against
distance fraud, mafia fraud and terrorist fraud and he is also the most secure against all
frauds.

The graph of dependency of protocols, presented in Figure 4, shows the descendants
of some protocols and reveals six families including two large ones (one composed
by the descendants of Brands & Chaum and Hancke & Kuhn, the other one by the
descendants of Swiss-Knife and SKIpro).
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Fig. 4. Graph of dependency of protocols.

4 Tool Box

For each fraud, we describe the different strategies known to increase the chances for a
successful attack.

4.1 Attack Strategies

We list all types of attacks that we have found in our survey. For each strategy we also
give a simple example.



Distance Fraud (DF): We identified several techniques to mount DF attacks:
– Protocols using two possible responses (one for ci = 1 and the other for ci =

0): the prover computes the two possible responses in advance and examines if
they are equal or not. If they are, then the prover responds correctly. Else, he
responds randomly.

Example: We consider a protocol which, during the fast phase, uses two independent
values: v0 and v1. At each round i, the prover responds either v0i if ci = 0 or v1i if
ci = 1, v0i and v1i denote respectively the ith bit of v0 and v1. So at each round i, the
prover has a 1

2 chance of having v0i = v1i , and so he responds correctly regardless of
the verifier’s challenge ci, or v0i 6= v1i , and so the prover sends a random response
before receiving the challenge ci to counter the distance bounding. To summmarize,
the probability that the prover responds correctly at each round is 1

2×1+ 1
2×

1
2 = 3

4 .
– Protocols using the value of the challenge recieved to compute the response:

the prover has a 1
2 chance to respond correctly.

Example: We take the Brands and Chaum protocol [14], in which during the initialisa-
tion phase the prover picks a bit-string m. During the challenge-response phase, at
each round i the prover computes his response with mi, which denotes the ith bit
of m, and the value of the challenge ci: ri = mi ⊕ ci. In this context, the prover
cannot predict any response, so he sends his random response before receiving the
verifier’s challenge to counter the distance bounding. The probability to have the
correct answer is 1

2 at each round.
Mafia Fraud (MF): We list different strategies to perform a MF attack:

– Protocols that do not use signature of the transcript: the adversary can pre-ask
the prover with a random challenge in order to obtain some responses before-
hand. Either he guessed the challenge properly and is able to respond upon
recieving the verifier’s challenge, or he didn’t, and he has to make a random
guess to answer the challenge.

Example: We consider the following protocol with 3 rounds: during the initialisation
phase, the prover and the verifier compute two values as responses for the next
phase, let v0 = 1||0||1 and v1 = 0||1||1 be them. The fast phase runs as follows:
the verifier sends a challenge ci. After receiving the challenge, the prover sends v0i
if ci = 0 and v1i if ci = 1 where v0i and v1i denote respectively the ith bit of v0 and
v1. To authenticate the prover, the verifier checks the response and the round-trip
delay time. An adversary between the prover and the verifier, mounts a MF attack
as follows. Before the fast phase, he sends to the prover the following challenges: 1,
0, 1. So he receives these responses: 0, 0, 1. Now, he waits for the challenges from
the verifier, we suppose they are: 0, 0, 1. For the first round, the adversary does
not know the value of v01 so he responds randomly, but for the others challenges he
knows the value of the response. Here, the probability of the adversary responds
correctly is 1

2 (the probability to guess correctly the first response), instead of
(
1
2

)3
(the probability to guess all responses) if he does not ask the prover before.

– Protocols using signature of the transcript: The adversary cannot pre-ask the
prover in order to have some guaranteed responses, because any wrong guess
would change the transcript. Since he is not able to forge a valid signature on a
different transcript, he must not alter it.



Example: We consider a protocol in which during the verification phase, the prover
sends a signature of R and C, respectively the concatenation of the responses and
the challenges transmitted during the fast phase. Because of that, the adversary must
not alter the transcript. He can either try to guess the challenge and use a pre ask
strategy, or the response by using a post ask strategy. In the latter, he forwards the
legitimate challenge to the prover after answering it. We note that both strategies
are equivalent in this case, since in both scenarios, the adversary has

(
1
2

)n
to guess

either the challenge or the response for the n successive rounds.
Impersonation Fraud (IF): We enumerate the ways to impersonate the prover:

– We suppose the prover is close to the verifier. The adversary can play several
MiM to recover all key bits.

Example: We consider a protocol where during the first phase, verifier and prover com-
pute two values v and k where v is the result of a function (often a PRF) and k is
k = v ⊕ x. During the challenge response phase, the prover sends vi if ci = 0 and
ki if ci = 1. An adversary A can impersonate a prover by recovering the secret
x during a man-in-the-middle. To learn a bit xi of that key, A can, during the fast
bit exchange, toggle the value of challenge bit ci when it is transmitted from the
verifier to prover and leave all other messages unmodified. The attacker then ob-
serves the verifier’s reaction. As a matter of fact, if the verifier accepts the prover,
it means that the prover’s answer ri was nevertheless correct, and thus that vi = ki.
As ki = vi ⊕ xi, A concludes that xi = 0. Similarly, if the verifier refuses the
prover, the adversary concludes that xi = 1.

– The adversary can always use the exhaustive research to find the key.
Example: For all protocols, the adversary can always make an assumption on the prover’s

key and try it by running the protocol with the verifier.
Terrorist Fraud (TF): We show two techniques to increase the chance of success of a

TF attack:
– In some protocols, the far-away prover can send his partner A a table that con-

tains all ci 7→ ri, without revealing his secret key, so A can respond correctly
during the fast phase but he cannot impersonate the prover during an other
session.

Example: We consider a protocol which, during the fast phase, uses two independent val-
ues: v0 and v1. They are obtained from a PRF and do not give any information
about the secret key. At each round i, the prover responds either v0i if ci = 0 or
v1i if ci = 1, where v0i and v1i denote respectively the ith bit of v0 and v1. After
computing v0 and v1, the far away prover can send all values to his partner,
allowing him to successfully run the fast phase with the verifier.i

– In some cases, the far-away prover cannot send his partner the same table as
above, because giving both possible answers for all rounds would leak his se-
cret. Then A would be able to impersonate the prover during an other session.
To avoid this, and nevertheless be authenticated to the verifier, the prover sends
a table where some entries are correctly computed and others are fully random.
Like this, his partner performs the rapid phase of challenge-response with the
verifier in some cases and he cannot recover all bits of the secret key. This strat-
egy is particularly efficient for protocols that assume a noisy communication
channel and allow some errors.



Example: We consider a protocol which during the first phase, verifier and prover com-
pute two values v and k where v is the result of a function and k is k = v⊕x. During
the challenge response phase, the prover sends vi if ci = 0 and ki if ci = 1. With
this protocol, the prover cannot send his partner the complete values of k and v
because the partner would recover the key x by computing x = k ⊕ v. But the
prover can send v′, which is v where some bits are replaced by random ones. He
can similarly generate k′ This way, the partner cannot recover all bits of the key
but he can respond correctly to a large number of the verifier’s challenges, and so
increases the chance to the prover to be authenticated by the verifier.

PRF: Protocols using PRF to pre-compute response for the fast phase are often ex-
posed to a DF attack, and protocols using PRF to compute the signature of the
transcript are often exposed to a MiM attack which permits to the adversary to
impersonate the prover.

Example: In Section 3.1, we propose such attacks based on PRF construction and show
how several protocols using PRF are not protected from DF attack or MiM attack.

4.2 Design

Through our readings, we compile some protocol’s features in the Table 2 and we could
see that protocol’s particularities prevent some attacks described above. We present
these features, as guidelines for the construction of secure protocols.

Transcript: We note that the presence of the (signed) transcript in the verification
phase prevents Mafia Fraud attacks. Indeed, it prevents the adversary from using
a pre ask strategy to improve his success probability since the verifier aborts the
protocol if the challenges do not correspond to the adversary’s challenges. So, all
the protocols [14–16, 48, 37, 45, 56, 34, 25, 30, 27, 12, 26] that use the signature of
the transcript, have a success probability to MF at

(
1
t

)n
where t denotes the number

of possible values for a challenge. Except the FO protocol [25], because it uses two
modes of execution: one verifies the transcript and the other not.

PRF Output: From the moment where the output of the PRF is cut into several parts
like in [29, 42, 5, 36, 7, 50, 4, 34, 55, 38, 51, 20–22], it is possible to mount an attack
using PRF construction (see Section 3.1) and so an DF attack can be successful. All
protocols cited before bear the consequences of this risk. Then it is better to avoid
splitting the result of a PRF in order to avoid such kind of attacks like in [47, 33,
44, 37, 45, 56, 28, 12, 25].

Specifics Responses: – Some protocols [14, 56] use two complementary values to
respond to the verifier’s challenge to prevent DF attack, in other words for a
challenge equal to 0 the verifier waits the value ri = vi and for the challenge
equal to 1 the verifier waits the value ri = v̄i. Then a dishonest prover cannot
predict responses for all rounds.

– Protocols [16, 48, 5, 50, 51, 21] use all challenges received to compute the re-
sponse ri. Because of this, an adversary between the verifier and the prover
has a lower chance to guess the string of challenges (and so to have correct
repsonses).



5 Conclusion

We first used the model proposed in [9] to review how classical threat models are cov-
ered by this general framework. Then we explicited some relations between these no-
tions. Our main contribution is the list of existing attacks for 42 DB protocols of the
literature. For 17 of them we were able to improve the best known attacks. Finally from
this experience we could extract the common features to the most secure protocols, and
compile them into a tool box that can be used to design safe protocols.

In the future, we would like to improve the classification of all these protocols and
possibly extract the best features of each to build new, more robust ones. Another ex-
tension is to study DH property for all these protocols, which is a recent threat model
and for which it is not always obvious to mount some attacks. In the same vein, the
anonimity and privacy properties are more and more studied in new protocols, hence it
would be interesting to include them in future work.
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(
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Table 1. Summary of the success probability of attacks, where v is such that : for n−v rounds, the
adversary knows all responses independently of the challenge’s value, and for the v other rounds,
for each of them the adversary knows t−1 responses on t values possible for a challenge. For [12],
t ≥ 3. For [48], the last (n − k) bits depend on the first k bits. The number of rounds is always
n (expect [39, 46, 44, 41] where there is only one round) and the exponent after the citation is the
size of the key. Where
P1 = 1

n(|streamV |−n)(|streamP |−n)
, P2 =

∑n
t=1

1
2t
(
∏n

i=t max(Pr(r1 = c′i|ct 6=
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1
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3
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+
(
1
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)n−1 ×
(
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(
3
4

)n), P4 =
1
4
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1
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+Pr(Mn|Cn 6= C̃n−1)

(
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(
1
2

)n) and

P6 =
(
1
2

)n−L
(

n
L
+
(
1
2

)L (
1− n

L

))
.



Protocol PRF Sign(transcript) based on

Brands and Chaum (1993) [14] 7 3

Capkun et al. (2003) [16] 7 3 BC [14]

Bussard and Bagga (2004) [15] 7 3

Hancke and Kuhn (2005) [29] 32 7

Ried et al. (2007) [47] 31 7 HK [29]

Singele & Preneel (2007) [48] 7 3 Cea. [16] and HK [29]

Tu & Piramuthu (2007) [32] 7 7

Meadows et al. (2007) [39] 7 7

RČ (2008) [46] 7 7

KZP (2008) [33] 31 7 Rea. [47] and TP [32]

Munilla & Peinado (2008) [42] 33 7 HK [29]

Nikov & Vauclair (2008) [44] 31 7

Avoine & Tchamkerten (2009) [5] 32 7

Swiss-Knife (2009) [37] 31 3

Kim & Avoine (2009) [36] 34 7 MP [42]

Tippenhauer & Capkun (2009) [49] 7 7

Benfarah et al. A (2010) [7] 34 7

Benfarah et al. B (2010) [7] 34 7

Hitomi (2010) [45] 31 3 SK [37]

Poulidor (2010) [50] 32 7

Avoine et al. (2011) [4] 3n-1 7 HK [29]

Yum et al. (2011) [56] 31 3

NUS (2011) [28] 31 7

Kardas et al. (2012) [34] 33 3

Yang et al. (2012) [55] 33 7 SK [37]

Lee et al. (2012) [38] 34 7 HK [29]

LPDB (2012) [41] 32 7 RČ [46]

Jannati & Falahati (2012) [31] 32 7 KA [36]

SKIpro (2013) [9] 31 7

Fischlin & Onete (2013) [25] 31 3 SK [37]

HPO (2013) [30] 7 3

GOR (2014) [27] 7 3 HPO [30]

DB1 (2014) [12] 31 3 SKI [9] and SK [37]

DB2 (2014) [12] 31 3 SKI [9] and SK [37]

DB3 (2014) [12] 31 3 SKI [9] and SK [37]

ProProx (2014) [53] 7 7

TMA (2014) [51] 33 7

VSSDB (2014) [26] 7 3 BB [15]

EBT (2014) [20] 36 7 HK [29] and Lea. [38]

Falahati et al. (2014) [21] 31 7 AT [5]

Baghernejad et al. (2014) [22] 33 7 JF [31]

PrivDB (2015) [54] 7 7

Table 2. Features of the protocols, where 3denotes the presence of the feature and 7denotes the
absence of the feature. The number next to 3represent the number of cutting of the PRF’s output
during the initialisation phase.


