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Abstract 

First principle calculations of extended x-ray absorption fine structure 

(EXAFS) data have seen widespread use in bioinorganic chemistry, perhaps most 

notably for modeling the Mn4Ca site in the oxygen evolving complex (OEC) of 

photosystem II (PSII). The logic implied by the calculations rests on the assumption 

that it is possible to a priori predict an accurate EXAFS spectrum provided that the 

underlying geometric structure is correct. The present study investigates the extent to 

which this is possible using state of the art EXAFS theory. The FEFF program is used 

to evaluate the ability of a multiple scattering-based approach to directly calculate the 

EXAFS spectrum of crystallographically-defined model complexes. The results of 

these parameter free predictions are compared with the more traditional approach of 

fitting FEFF calculated spectra to experimental data. A series of seven 

crystallographically characterized Mn monomers and dimers is used as a test set. The 

largest deviations between the FEFF calculated EXAFS spectra and the experimental 

EXAFS spectra arise from the amplitudes. The amplitude errors result from a 

combination of errors in calculated S0
2 and Debye-Waller values, as well as 

uncertainties in background subtraction. Additional errors may be attributed to 

structural parameters, particularly in cases where reliable high-resolution crystal 

structures are not available. Based on these investigations, the strengths and 

weaknesses of using first principle EXAFS calculations as a predictive tool are 

discussed. We demonstrate that a range of DFT optimized structures of the OEC may 
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all be considered consistent with experimental EXAFS data and that caution must be 

exercised when using EXAFS data to obtain topological arrangements of complex 

clusters.  
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Introduction 

  X-ray absorption spectroscopy (XAS) is a powerful tool for determining the 

geometric and electronic structure of a transition metal absorber. The extended x-ray 

absorption fine structure (EXAFS) region of the spectrum has had a particularly 

profound impact on our understanding of the local metrical structure of the transition 

metal active sites in numerous metalloproteins. In many cases, EXAFS data has 

preceded the crystallographic characterization of proteins by years or even decades.1,2 

EXAFS data have also been utilized extensively to provide unique structural insights 

into enzymatic intermediates. Examples include characterization of the oxygen 

intermediates in methane monooxygenase,3 ribonucleotide reductases,4 P450s,5 

chloroperoxidases,6 and multicopper oxidases7 to name only a few. In the context of 

the present manuscript, we note that the current view of the Mn4Ca cluster in 

photosystem II (PSII) has been greatly influenced by the results of detailed EXAFS 

studies. Most notably, more than three decades ago, Mn K-edge EXAFS studies first 

established the presence of a 2.7 Å Mn-Mn vector in the oxygen evolving complex 

(OEC) of photosystem II.2 Numerous detailed EXAFS studies have followed, from 

which a general picture of the S-states in the OEC has emerged, with three (or two in 

the S0 to S2 states) short ~2.7 Å Mn-Mn distances and one (or two in S0 to S3) long 

~3.3 Å Mn-Mn distances.8-15 Using this metrical information, one would like to 

reconstruct the three-dimensional structure which is consistent with these data. 

Interestingly, the EXAFS data have been used to argue for a wide range of highly 

varied topological models.11,14,16-19  

Inherent in this discussion, is the question of how reliably can one predict 

EXAFS data based on multiple scattering calculations? Previous predictions by Yano, 

Batista and most recently Pushkar utilized FEFF calculated EXAFS data, with either 
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global Debye-Waller (DW) factors (in which the same Debye-Waller value is used for 

all paths) or experimentally estimated DW factors (in which the Debye-Waller values 

are fixed at values determined for known structures).18-20 Yano et al. used fixed DW 

factors for the Mn-Mn and Mn-Ca vectors of PSII models based on previous fitting 

results from PSII and model compound studies, whereas Batista et al. and Pushkar  

used a global DW factor in the EXAFS calculations. Another approach that has been 

used by Ryde and co-workers is a combined DFT/EXAFS refinement procedure, in 

which either fixed DW factors17 or FEFF calculated “equation of motion” Debye-

Waller are utilized.16 The latter most closely parallels the CalcDFT,CD Method approach 

in the present study and has been applied to Ni and Cu model complexes, [Ni, Fe] 

hydrogenase,  and most recently to the OEC.16,21,22 However, a clear consensus picture 

on which three-dimensional structure(s) are most consistent with the EXAFS data has 

yet to emerge.  

Clearly, if one intends to use the experimental EXAFS data in conjunction 

with calculations as a means to limit and define a three dimensional structure in a 

system as complex as the OEC, one must first determine how reliably current state-of-

the-art multiple scattering calculations are able to predict EXAFS of simple molecules 

based on their crystallographically determined structures. One should carefully 

differentiate between the fitting and prediction of EXAFS spectra. In the fitting 

approach a least squares fit of DW factors and geometrical parameters in the EXAFS 

equation are varied until the best agreement with experiment is achieved. This 

approach has been used in countless successful studies and, when used properly, 

generally provides accurate metal-ligand distances. On the other hand, the prediction 

of EXAFS spectra implies that purely theoretical parameters are used in the EXAFS 

equation to obtain a spectrum to be compared to the experimental one. Thus, both the 
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structure of the species under investigation as well as the DW and amplitude 

reduction factors need to be obtained on theoretical grounds. Only if it is possible to 

properly predict the EXAFS spectrum of molecules with known structure and known 

EXAFS spectra can this approach be used to judge the quality or plausibility of a 

theoretically obtained structure for an unknown system. To the best of our knowledge, 

the ability to use multiple scattering in the latter predictive way for complex 

molecular structures has never been rigorously assessed, despite its frequent use in 

application studies. The main purpose of this paper is to address this knowledge gap 

and assess how these results impact our understanding of the EXAFS for the OEC and 

more generally for all complex transition metal containing systems. 

In order to address these questions, we have undertaken a systematic study of 

a series of monomeric and dimeric Mn model complexes, for which high accuracy 

small molecule crystal structures are known. First, FEFF is used to calculate phase 

and amplitude parameters, and then distances and DW values are refined, in a 

“standard” fitting approach. Then to test the ability to predict EXAFS, free of any 

refinement of parameters, FEFF is used to calculate the EXAFS based on the crystal 

structure using the Correlated Debye (CD) model, and also to calculate the EXAFS 

based on the DFT geometry optimized structure, using both the CD model and a more 

refined model, known as the Dynamical Matrix (DM) method, which uses harmonic 

frequencies obtained from DFT second derivatives.23 Finally, a hybrid method is used 

in which the DM method is used to obtain DW values and only distances are refined. 

Using this information and comparing fit values to predicted values, we are 

able to assess which parameters from the FEFF calculations are most reliable and 

which require further refinement, either from experiment and/or computations. We 

then apply this approach to the S1-state of the OEC and discuss the predicted EXAFS 
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based on proposed literature models. We focus on the recently reported XFEL 

structure of Suga et al. at 1.95 Å resolution24 and the 1.9 Å synchrotron XRD model 

of Umena et al.25 As the latter is generally agreed to be radiation damaged, while the 

former is assumed to be damage free, these examples provide ideal limits for testing 

the robustness of the EXAFS data. Further, we go on to compare the predicted 

EXAFS to the experimental S1-state data using previously proposed computational 

models by Siegbahn,26 Batista27 and Pantazis et al.28 We note that the Siegbahn S1-

state core is similar to QM/MM refined models, which were proposed later by both 

Batista18 and Yamaguchi.29,30 The broader implications for using EXAFS data in a 

predictive fashion are discussed.  

 

Experimental 

A set of three mononuclear and four binuclear manganese complexes was 

investigated (Scheme 1).  The following abbreviations have been used for the ligands: 

terpy = 2,2’:6’,2”-terpyridine; phenylterpy = 4’-phenyl-2,2’:6’,2”-terpyridine; tpa = 

tris-2-picolylamine. 

Synthesis of complexes. The [Mn(II)(tpa)Cl2], [Mn(II)(terpy)Cl2], 

[Mn(III)(phenylterpy)Cl3], [Mn2(II)(μ-OAc)2(tpa)2](PF6)2, and [Mn2(III,IV)(µ-

O)2(tpa)2](PF6)3, complexes were synthesized according to published procedures.31-35 

For [Mn2(III,IV)(µ-O)2(tpa)2](PF6)3, KPF6 was used instead of Na2S2O6. 

Synthesis of [Mn2(III)(µ-O)2(tpa)2](PF6)2. This complex was prepared by an 

electrochemical procedure.36,37 A solution of [Mn2(III,IV)(µ-O)2(tpa)2](PF6)3 (55 mg) 

in acetonitrile (6 mL) containing 0.1 M of [Bu4N]PF6  was reduced at -0.50 V vs 

Ag/AgNO3 10 mM under an argon atmosphere. Addition of diethyl ether to the 

solution after complete electrolysis (one electron exchanged per molecule of initial 



	
   8	
  

complex) led to the precipitation of [Mn(III)(µ-O)2(tpa)2](PF6)2. The precipitate was 

filtered off, washed with diethyl ether and dried under air (33 mg, yield 70 %).  

Synthesis of [Mn2(II)(µ-SO4)2(tpa)2]. To a stirred solution of tpa (39.7 mg, 

0.137 mmol) in 3 mL of methanol was added 7 mL of an aqueous solution of 

Mn(SO4)·2H2O (23 mg, 0.137 mmol). The colorless solution was stirred for 30 min, 

filtered and then evaporated to dryness to yield a white powder. White crystals of 

[Mn2(II)(µ-SO4)2(tpa)2]·3H2O·2CH3OH were grown by slow diffusion of diethyl ether 

in a concentrated solution of the white powder in methanol (30 mg, yield 24 %). 

Elemental anal. calcd for [Mn2(II)(µ-SO4)2(tpa)2]·3H2O (C36H36Mn2N8O8S2·3H2O 

(936)): C, 46.16; H, 4.52; N, 11.96; S, 6.84. Found: C, 45.92; H, 4.51; N, 11.84; S, 

7.06. IR in cm-1 (KBr) n = 3455(s), 1602(s), 1573(m), 1557 (w), 1480(m), 1442(m), 

1384 (w), 1354 (w), 1294 (m), 1191 (m), 1114(s), 1047 (m), 1015 (m), 911 (w), 

773(m), 764 (m), 639 (w), 619(m), 514 (w), 412 (m). A full description of the crystal 

structure is given in the supporting information (Figure S1 and Tables S1 and S2). 

The CCDC reference number is CCDC 1024930. 

Sample Preparation. All XAS samples were prepared as dilutions in boron 

nitride, pressed in Al spacers and sealed with 38 micron Kapton windows. All 

samples were measured at 10 K in a liquid Helium cryostat. 
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Scheme 1.  The seven manganese complexes investigated in this study. 

XAS Data Collection.  All XAS data were recorded at the Stanford 

Synchrotron Radiation Laboratory (SSRL) on focused beam line 9-3. A Si(220) 

monochromator was used for energy selection. A Rh-coated mirror (set to a cutoff of 

10 keV) was used for harmonic rejection, in combination with 25% detuning of the 

monochromator. All data were measured in transmission mode to k = 12 Å-1, stopping 

at the Fe K-edge. Internal energy calibration was performed by simultaneous 

measurement of the absorption of a Mn foil placed between a second and third 

ionization chamber. The first inflection point of the Mn foil was assigned to 6539.0 
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eV. Samples were monitored for photoreduction throughout the course of data 

collection. Only those scans that showed no evidence of photoreduction were used in 

the final averages.  The averaged data were processed as described previously.38 A 

second-order polynomial was fit to the pre-edge region and subtracted from the entire 

spectrum.  A three-region cubic spline was used to model the background above the 

edge using the program PySpline.39 

EXAFS Calculations.  Theoretical EXAFS spectra were calculated using both 

FEFF 7.0 and FEFF 9.1 which permits the inclusion of first principle Debye-Waller 

factors.40,41  The EXAFS amplitude, χ(k), is given by23 

χ(k) = S0
2 N

feff (k)
kR2

sin(2kR +φk )e
−2kR/λk e−2σ

2k2

R
∑  

where S0
2 is the overall many-body amplitude factor, N is the number of 

similar scatterers, |ƒeff(k)| is the effective scattering amplitude, R is the absorber-

scatterer distance, exp(-2σ2k2) is a Debye-Waller like factor, λk is the mean free path 

of the photoelectron, and φk is the total phase shift for the photoelectron wave 

interaction with the absorber and the scatterer. All of the scattering paths contributing 

to the total EXAFS were calculated directly in FEFF using default parameters. The S0
2 

parameter was set to 1 for all calculations and fits except where noted. E0 was fixed at 

6550 eV, unless otherwise noted.  

FEFF 7.0 calculations. All calculations using FEFF 7 were performed using 

the following parameters: RMAX 5 (the effective path distance from the absorber), 

NLEG 3, CRITERIA 5 5. Hydrogen atoms were included in the calculations. Only 2- 

and 3-leg paths with R < 5 Å were calculated.  

FEFF 9.1 calculations. All calculations using FEFF 9 were performed using 

the following parameters: RPATH 5 (the effective path distance from absorber), 
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NLEG 3, CRITERIA 5 5. Presented spectra include hydrogen atoms for the Mn 

monomer and dimer complexes. We note that their exclusion did not alter the 

calculated spectra. Thus for the OEC S1 model complexes hydrogen atoms were not 

included. Only 2- and 3-leg paths with R < 5 Å were calculated.  

Five different approaches were examined for the EXAFS calculations:  

Fit Method. Spectra were calculated with FEFF 7.0 using crystal structure 

coordinates,31-35,42-44 and the resulting spectra were fit to the data using EXAFSPAK45 

as described previously.38  The path distances, R, Debye-Waller (DW) factors, σ2, and 

the change in the edge energy, E0, were allowed to refine during the fitting.  The 

degeneracy values, N, were varied but were not allowed to refine. In order to reduce 

the number of free parameters, multiple scattering paths were grouped into related 

paths. This resulted in 11 fitted parameters for the monomers and 15 fitted parameters 

for the dimers. There are ~22 degrees of freedom estimated for the present data. We 

note that for comparison, standard fits for an OEC EXAFS fit employ 17-19 fitted 

parameters.10  

The fits were performed in k-space (k= 2-11 Å-1 and R = 0-6 Å).  Paths were 

added in subsequent fits until the reduced χ2 error was minimized.  The reduced χ2 is 

defined in EXAFSPAK as F/(# of points – # of variables), where the normalized error 

F is given by: 

 
F = 1

si

⎛
⎝⎜

⎞
⎠⎟

2

χ exp t (ki )− χ calc(ki )⎡⎣ ⎤⎦
2

1

NT

∑
 

Here NT is the total number of data points, χexpt(ki) is the experimental EXAFS 

amplitude at point i, and χcalc(ki) is the FEFF calculated EXAFS amplitude at point i.  

The normalization factor si is as follows: 
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1
si
=

3ki
3kj χ expt (kj )

j

N

∑
 

CalcXRD,CD Method. Spectra were calculated with FEFF 9.1 using crystal 

structure coordinates and the CD model.  

CalcDFT,CD Method. Spectra were calculated with FEFF 9.1 using DFT 

geometry optimized structure coordinates and the CD model.  

CalcDFT,DM Method. Spectra were calculated with FEFF 9.1 using DFT 

geometry optimized structure coordinates together with the DM model. Hessians were 

obtained from DFT frequency calculations, using the ORCA program46, as described 

below. In principle spectra can also be calculated using the DM model and the crystal 

structure coordinates. Results for a limited test set are presented in Figures S2-S4, and 

show generally similar trends. However, in some cases imaginary frequencies 

resulted, thus we have chosen to focus only on the DM model used in conjunction 

with the geometry optimized structures, for which no imaginary frequencies resulted.  

CalcDFT,DM-ref Method. Spectra were calculated using the same approach as 

described in the CalcDFT,DM method above, however distances were allowed to refine. 

This allows for a clearer assessment of the Debye-Waller values obtained from the 

DM approach, given the refined metal-ligand bond lengths. 

The differences between the two models used for calculating DW factors (i.e. 

the CD approach used in the CalcXRD,CD and CalcDFT,CD methods and the DM approach, 

used in the CalcDFT,DM, and CalcDFT,DM-ref methods) are largely a result of the differences 

in how the vibrational density of states (VDOS) is calculated.   

On the most sophisticated level (CalcDFT,DM, and CalcDFT,DM-ref methods), the 

VDOS is calculated on the basis of the calculated quantum chemical frequencies. We 

briefly outline the main points of the theory described in ref 23.  To this end, the 
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VDOS can be written in terms of the spectral resolution of the (mass weighted) 

Hessian matrix (usually called the ‘dynamical matrix’ in the physics literature). In 

operator form, the VDOS operator takes the form:  

 ρ̂(ω)=−
2ω
π

k k

ω2 −d
k
− iεk=1

3NAt−6(5)

∑      ( 1) 

Here  NAt  is the number of atoms and hence    3NAt
−6(5)  represents the 

number of vibrational degrees of freedom (5 for linear molecules),  ω  is the 

frequency, 
 
k  an eigenvector of the mass weighted Hessian matrix and  dk  is its k’th 

eigenvalue (related to the harmonic frequency of the associated mode by 

    
ω

k
= 1302.78 d

k
, in cm-1). As usual,  ε  is a broadening parameter. The mass-

weighted Hessian matrix is:  

  
   

D
KL

=
1

M
K
M

L

∂2E

∂X
K
∂X

L

     ( 2) 

Here  XK  and  XL  denote nuclear displacements and  MK  and  ML  are the 

masses of the atoms that belong to the given pair of displacements. Each scattering 

pathway  R  in a multiple scattering calculation consists of a number of atoms that 

build up the pathway. Let us denote the atoms and their associated displacements 

involved in a scattering pathway with 
  
Q

R
 (this is a vector of length    3NAt

−6(5) that 

contains zeros for all atoms not involved in the pathway). One can then readily obtain 

a VDOS that is projected onto the given pathway as 
     
ρ

R
(ω) = Im Q

R
| ρ̂(ω) |Q

R
. 

This quantity essentially indicates how strongly a given scattering pathway 

contributes to the VDOS at a given frequency  ω . Using this projected quantity and 

applying the reasoning outlined in the original references, the Debye-Waller factor for 
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a given pathway as a function of temperature is obtained by integrating over 

frequency to obtain: 

 σ R
2 (T ) = 

2µR

1
ω
coth ω

2kBT
!

"
#

$

%
&ρR (ω)dω

0

∞

∫     ( 3) 

where   µR  is the reduced mass associated with the given scattering pathway  R  and  kB  

is Boltzmann’s constant. 

In the CD model (as applied for the CalcXRD,CD and CalcDFT,CD methods) a much 

simpler approach is taken.47 Then the projected VDOS is approximated as: 

  ρR (ω) =
3ω 2

wD
3 1− sin(ωR / c)

ωR / c
"

#$
%

&'         
( 4) 

where R is the absorber-scatterer path distance,wD  is the Debye cut-off frequency 

(the highest frequency that occurs in the system), θD = wD / kB  is the Debye 

temperature, c = wD / kD denotes the Debye approximation to the speed of sound, kD = 

(6π2 N/V)1/3, and N/V is the atomic density number in the crystal.    

As use of the CD model requires the Debye temperature as input, three 

different approaches were examined for estimating the Debye temperature. In the first 

approach, the sum of the first shell Mn-L stretching frequencies was used to 

determine the Debye temperature. The frequencies were determined by extracting 

quasidiatomic force constants from the numerical frequency calculations48 (as 

described below). The second approach utilized the average of the Mn-L 

quasidiatomic force constants. This approach resulted in a dramatic underestimation 

of the FT amplitudes and hence is presented only in the supporting information.  

Finally, a third approach was utilized in which a constant temperature of 1000 K was 

used for all model complexes. In most cases, this approach gave results reasonably 

similar to using the sum of the Mn-L stretching frequencies (see SI), with the 
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advantage that input from DFT calculations are not required. Such an approach also 

more closely approximates the way EXAFS simulations are conventionally carried 

out.  

Inclusion of static disorder. In order to facilitate the comparison of the FEFF 

calculated Debye-Waller values (CalcXRD,CD, CalcDFT,CD, CalcDFT,DM, and CalcDFT,DM-ref 

methods) to the fit Debye-Waller values (Fit method), static disorder contributions 

must also be taken into account. Static disorder, in the present context, refers to 

multiple atoms being at effectively the same distance from the photoabsorber (within 

the resolution of an EXAFS measurement). For the present k=11 Å-1 data, this 

corresponds to a ∆R of approximately 0.14 Å. This means that in the fits, two similar 

paths with Mn-L interactions < 0.14 Å apart are grouped into a single path, which will 

have an average distance and a fit Debye-Waller value, which includes both the 

thermal disorder for each path and the static disorder. Mathematically, the fit Debye-

Waller can thus be described as a sum of the thermal (σ R
2 (T ) ) and static disorder 

contributions σ R
2 (sd) , where: 

σ R
2 =σ R

2 (T )+σ R
2 (sd)    (5) 

σ R
2 (T ) = Ni

N
σ R
2 (T )

i
∑   (6) 

σ R
2 (sd) = Ri − R( )

2

i
∑ Ni

N
   (7) 

Here R is the average distance for a given set of Ri distances. Ni corresponds to the 

numbers of times a given Ri path occurs (i.e. at the same exact distance), while N is 

the total number of occurrences of all Ri paths within the resolution of the data. For 

example, assume one has a Mn atom surrounded by three oxygens at 2.0, 2.1, and 2.1 

Å, then R1=2.0 Å, N1=1, R2=2.1 Å, N2=2,  R =2.067 Å and N=3.     
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We note that without temperature dependent measurements, the fit Debye-

Waller factors cannot be experimentally separated into the corresponding σ R
2 (T )  and 

σ R
2 (sd)  components. Thus to compare our fit Debye-Waller values (σ R

2 ) to the 

theoretically calculated spectra, we have grouped the theoretically calculated paths by 

backscatterer identity and distance, and calculated the theoretical σ R
2 using 

expressions (5)-(7) above.  Thus all tabulated Debye-Waller values correspond to 

both the thermal and static disorder contributions to each backscattering path. We 

note that for all predicted spectra the full atomic coordinates were used and the 

grouping into paths is only to facilitate comparison with the fits. 

Electronic structure calculations. All quantum chemical calculations were 

carried out with the ORCA quantum chemistry package.46 The molecular geometries 

of the Mn monomers were taken from the literature.49 The molecular geometries of 

the Mn dimers were optimized using the BP86 functional.50,51 Scalar relativistic 

effects were accounted for using ZORA52,53 and scalar relativistically recontracted 

versions of the all electron def2-TZVP basis sets were employed.54-56 The conductor-

like screening model57 (COSMO) with ε = 8 and the zero-damping variant of the 

empirical dispersion correction by Grimme58-60 (DFTD3 V1.3) to the DFT energy 

were used.  

Frequencies were calculated at the same level of theory as the geometry 

optimizations. Inclusion of COSMO in the frequency calculations did not 

significantly affect the theoretical EXAFS spectra in the subsequent FEFF 

calculations. The results presented include COSMO. 

Six OEC models were investigated. Their core geometries are shown in 

Scheme 2, for a depiction of the full models see SI. Key distance parameters are 

provided in Table 1. Models A and B are the crystal structure coordinates taken from 
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the 1.95 Å x-ray free electron laser structure and the 1.9 Å resolution crystal structure, 

respectively (PDB files with IDs 4UB8 and 3ARC).24,25 Model C is taken from 

Siegbahn’s optimized S1 state model.26 Model D is a cluster model adaptation by 

Siegbahn of an early QM/MM model by Batista.27,61 Models A, B, C and D were 

taken directly from the literature, i.e. no geometry optimizations were performed. 

Models E and F contain the Mn and O coordinates from the polarized EXAFS cores 

II and III, respectively, in the ligand surrounding from a study of Pantazis and 

coworkers (labeled 2 and 6 in the original study).14,28  

To improve comparability of the models, they were truncated to 

approximately the same size. They include only first-coordination sphere residues of 

the Mn and Ca ions and selected crystallographic water molecules (see SI). Note that 

the geometries of C and D are models of the S1 state, and also the cores of models E 

and F are the cores inferred from EXAFS measurements of the S1 state. The XFEL 

model A represents the first putatively damage free three-dimensional structure of the 

S1 state. On the other hand, the XRD model B is generally agreed to be radiation-

damaged and likely corresponds to a state that is not directly relevant to the catalytic 

cycle.10,11,62,63  
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Scheme 2. Cores of the OEC models used here. Color scheme: Mn purple, Ca yellow, Cl 
green, O red.  
 

Table 1. Relevant distance parameters (in Å) for the OEC model complexes shown in Scheme 2. 

Model A B C D E F 
Mn1-Mn2 2.74 2.84 2.83 2.78 2.8 2.80 
Mn1-Mn3 3.27 3.29 3.43 2.92 3.28 3.25 
Mn1-Mn4 4.97 5.00 5.07 3.23 5.49 5.46 
Mn2-Mn3 2.73 2.89 2.81 2.78 2.7 2.72 
Mn2-Mn4 5.21 5.44 5.14 5.25 4.96 4.97 
Mn3-Mn4 2.88 2.97 2.76 3.67 2.72 2.72 
Mn1-Ca 3.49 3.51 3.73 3.71 3.41 3.40 
Mn2-Ca 3.33 3.36 3.45 3.38 3.41 3.40 
Mn3-Ca 3.41 3.41 3.62 3.8 3.75 3.73 
Mn4-Ca 3.71 3.79 3.78 4.17 4.41 4.38 
Mn1-O 1.81 1.87 1.89 1.89 1.86 1.88 
Mn1-O 1.80 1.81 1.96 1.81 1.89 1.94 
Mn1-O  2.60  1.89   
Mn2-O 1.88 2.06 1.82 1.90 1.86 1.85 
Mn2-O 1.83 2.13 1.78 1.79 1.82 1.82 
Mn2-O 2.01 2.10 1.89 1.79 2.02 1.91 
Mn3-O 2.00 1.87 1.86 1.92 1.78 1.81 
Mn3-O 2.14 2.13 2.10 1.84 1.85 1.87 
Mn3-O 1.89 2.09 1.76 2.43 1.92 1.77 
Mn3-O 2.32 2.38 1.79  1.87 1.80 
Mn4-O 2.05 2.11 1.90 1.86 1.76 1.81 
Mn4-O 2.38 2.50 1.95  1.76 1.74 
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Results and Discussion 

Fits to the Mn Monomers EXAFS Data. Figure 1 shows the experimental 

data and the fits to the data for the Mn monomers.  The fits were obtained by first 

calculating the χ(k) spectra using FEFF 7.0 and then allowing the distances, σ2 values, 

and ΔE0 to refine.  The metrical parameters are summarized in Table 2, column 1.  

These results, not surprisingly, show excellent agreement with the experimental 

EXAFS, with error values (reduced χ2) ranging from 0.31-0.80 over the series of 

monomers.  As may be expected, a further decrease in the χ2 value results when S0
2 is 

allowed to refine. We note however that by increasing the number of free parameters, 

one also risks overfitting the EXAFS data. This in fact is one of the primary 

motivations toward improving the predictive capability of EXAFS calculations. 

Regardless, the distances obtained in the present study (Table 2) are in reasonable 

agreement with the crystallographic distances, with first shell Mn-Cl distances 

deviating by less than 0.02 Å from the crystallographic values. A slightly larger error 

is seen for the Mn-N distances, with deviations of 0.03-0.06 Å, relative to the crystal 

structure. A larger error in light atom interactions (i.e. N) is generally expected in the 

presence of a heavier scatterer (i.e. Cl).  As there are numerous paths, which 

contribute to the Mn-C and Mn-C-N paths because of the larger number of C atoms in 

the terpy ligand (Figure S5), a direct comparison with the crystal structure is more 

difficult to assess for these particular path contributions. On the other hand, it should 

be emphasized that some of the fitted Debye-Waller factors may be unphysical since 

they are correlated with amplitude factors and differ significantly from the calculated 

values. However, the Mn-C-N multiple scattering paths do not have a significant 
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contribution to the total EXAFS (FT magnitudes on the order of ~0.06 compared to 

~2.0 in the first shell of the experimental FT). In any case, visual inspection of the 

data and the fit in both EXAFS and FT shows good agreement. This approach to 

analyzing EXAFS data is, of course, the most common approach used in the 

literature.  It, however, fails to illustrate the difference between the data and first-

principles calculations, which is essential if one wishes to use EXAFS calculations in 

a predictive fashion.  In order to better assess this, we present the FEFF calculated 

spectra below. 

FEFF calculated EXAFS Spectra for the Mn Monomers: CalcXRD,CD, 

CalcDFT,CD, and CalcDFT,DM Methods. Figure 2 presents the direct FEFF calculated 

spectra using the CalcXRD,CD, CalcDFT,CD, and CalcDFT,DM methods without any fitting of 

parameters. These results are summarized in Table 2, columns 2-4 and Figure 2.  In 

addition, to account for amplitude errors resulting from uncertainties in background 

subtraction, a second set of fits was performed for each method in which S0
2 was 

allowed to refine. For all of the monomers, the S0
2 values refined to values between 

0.7 and 0.9 for methods 2-4. These fits are presented in the supporting information 

(Figure S12) and the corresponding χ2 value is given in Table 2. While all of the 

theoretical spectra reproduce the general shape of the experimental spectra reasonably 

well in the first shell (i.e. at distances, R, between 0 and 2.5 Å), there are 

discrepancies in the calculated intensity and in the distributions and intensity of the 

outer shell features (R > 2.5 Å) relative to experiment (Figure 2). We note that these 

discrepancies remain, even when S0
2 is allowed to refine (Figure S12). Not 

surprisingly, without fitting the calculated spectra to the experimental data, one 

observes a substantial increase in the error values, by a factor of up to ~7 (Table 2), 
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which is also observed visually in the calculated spectra (Figure 2).  Here we more 

closely evaluate the origin of these differences in each computational approach. 

 
Figure 1.  Experimental (black) and fits (red) to the χ(k) spectra and the corresponding non phase shift 
corrected FTs of [Mn(II)(terpy)Cl2] (A and B), [Mn(II)(tpa)Cl2] (C and D), and 
[Mn(III)(phenylterpy)Cl3] (E and F). 

CalcXRD,CD Method. It is perhaps most instructive to first compare the 

CalcXRD,CD method calculated spectra to the fit data, as this approach uses the 

crystallographic coordinates. Table 2 (columns 1 and 2) highlights the differences 
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between the crystal structure and the fit EXAFS data. For all three monomers, the 

error value has increased significantly, with the largest deviation occurring for the 

complex [Mn(III)(phenylterpy)Cl3]. As noted above, the first shell Mn-Cl distances 

are in very good agreement with the EXAFS fit distances. However, larger 

differences are observed for the more weakly scattering Mn-N distances, as well as 

the outer shell Mn-C distances. The differences between the CalcXRD,CD method and 

the fit data are summarized in Table 3, column 1. The differences between the fit and 

calculated distances and DW factors are reported, together with scaling factors by 

which the calculated values are multiplied to give the fit values (for the fits where 

S0
2=1). We note that by keeping S0

2 fixed, the apparent contribution of the DW to the 

amplitude error is maximized. However, as the S0
2 values were also fixed in the fitting 

procedure, this allows for the most straightforward comparison of these values. As an 

example, the Mn-N distance from the [Mn(II)(terpy)Cl2]  crystal structure, 2.24 Å, is 

0.03 Å longer than the fit distance of 2.21 Å, thus corresponding to a  scaling factor of 

~0.98 between the calculated and fit distances. Over the series of monomers, the 

scaling factor in the calculated and fit distances for the first-shell paths ranges from 

~0.97-1.01.  Similar trends are observed for the longer distance single and multiple 

scattering paths involving atoms that are part of the terpy or tpa ligands (Mn-C and 

Mn-C-N), though the scaling factors between the calculated and fit distances span a 

slightly larger range (ΔR = ~0.94-1.03).  This may be attributed to the larger number 

of paths that comprise the 2.5-5.0 Å region of the FT.  

While the calculated distance values are reasonably similar to the fit distances, 

this is not the case for the DW factors. Using the CalcXRD,CD method, the average 

calculated DW factors (Table 2) differ from the fit DW factors by scaling factors of 
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~0.89-2.63 for the first-shell paths (0 Å < R < 2.5 Å), and by scaling factors ~0.16-

1.13 for the outer shell paths (i.e. contributions at R > 2.5 Å).   

We note that the full range of outer shell paths is not reported in Table 3. 

Table 3 reports only the single scattering contributions. Multiple scattering 

contributions are on average found to have even larger deviations between the 

calculated vs. fit DW values.  

Again, we emphasize that the large apparent deviations in the DW values 

derive in part from the approach we are using to compare the fit to the calculations. 

Since in the fixed S0
2 fits, only the DW values were refined, the comparison 

necessarily accounts for all of the amplitude error in the deviation of the DW. We 

emphasize that these differences more generally reflect overall amplitude errors, 

which will have contributions not only from the DW values, but also from S0
2 and the 

background subtraction. Importantly, this comparison is intended to emphasize that 

significant deviations exist between the predicted and experimental spectra, and the 

deviation arises in part from differences in the amplitudes. 

 

CalcDFT,CD Method. In addition to using the crystallographic coordinates 

(CalcXRD,CD method), we also tested the FEFF 9.1 CD model using DFT geometry 

optimized structures (CalcDFT,CD method). The results of these calculations are 

summarized in Figure 2 and Tables 1 and 2.  As can be clearly seen in Table 2, the 

geometry-optimized distances are quite similar to the crystallographic distances, with 

deviations of 0.01-0.02 Å in the first-shell distances and somewhat larger deviations 

in the outer shell contributions. Overall the root mean square deviations, excluding 

hydrogen atoms, between the crystallographic coordinates and the geometry 

optimized structures range from 0.247 to 0.922, indicating generally reasonable 
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agreement.  As the changes in distances are relatively small, it is perhaps not 

surprising that there is correspondingly essentially no change in the DW values 

between the CalcXRD,CD and CalcDFT,CD methods (Table 2).   

The small changes in FT intensities between the CalcXRD,CD and CalcDFT,CD 

methods (see Figures 2D and F) reflect the slight differences in bond length 

distribution rather than differences in the calculated disorder parameters.  This is more 

clearly illustrated by examining the deconvolution of the calculated spectrum of 

[Mn(II)(tpa)Cl2] as presented in Figure 3. There are noticeable differences in the 

intensities of the individual components using the CalcXRD,CD and CalcDFT,CD methods, 

particularly for the Mn-Cl and Mn-N contributions. This originates from a larger 

distribution in the Mn-Cl and Mn-N distances in the geometry optimized structure, as 

compared to the crystal structure. We note that in the crystal structure the Mn-Cl 

distances are 2.42 Å and 2.45 Å while in the geometry optimized structure the Mn-Cl 

vectors are 2.39 Å and 2.47 Å. Similarly for the Mn-N distances the experimental 

vectors of 2.29, 2.29, 2.35 and 2.40 Å show a somewhat larger distribution in the 

geometry optimized structure, with values of 2.26, 2.27, 2.38, and 2.41 Å, 

respectively. This results in a higher calculated total first-shell FT intensity for the 

CalcXRD,CD method than for the CalcDFT,CD method (a total FT magnitude of 2.2 vs. 1.8, 

Figure 2D). This further highlights the importance of having both accurate distances 

and DW values in order to make spectral predictions. 

CalcDFT,DM Method. As the Correlated Debye model did not produce 

satisfactory results at either the crystallographic coordinates or at the geometry 

optimized structures, in part due to errors in the DW values, we explored an alternate 

method for obtaining these values. DFT frequencies were used within the FEFF 
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DMDW code in order to obtain the values for mean bond displacements. These 

results are summarized in Figure 2 and Tables 1 and 2 (last column).  

By inspection of Figure 2 and Table 2, one can see that in certain cases, the 

CalcDFT,DM method gives slightly better predicted spectra ([Mn(III)(phenylterpy)Cl3]), 

while in other cases, it is slightly worse. Specifically, for the geometry optimized 

structure of [Mn(II)(tpa)Cl2], the DW value for the Mn-Cl path calculated using the 

DM method is almost 50% larger than the DW value calculated using the CD method 

(CalcDFT,CD) at the same structure (Table 2).  This larger DW value results in a 

decrease in the intensity of the FT for this path (Figure 3).  As the Mn-Cl path 

dominates the first shell FT spectral intensity, this results in a total calculated first 

shell FT intensity that is too low.  In general, the DW factors calculated using the 

CalcDFT,DM method differ from the fit values by scaling factors of 0.49-1.76 for the 

first-shell paths, and by scaling factors of 0.18-1.22 for outer shell paths (as with the 

CalcXRD,CD and CalcDFT,CD methods, the scaling factors for the multiple scattering paths 

are not reported in Table 3). These differences are generally lower than those for the 

CalcXRD,CD and CalcDFT,CD methods (first-shell 0.89-2.63, outer shell 0.16-1.13), 

indicating that the CalcDFT,DM method results in slightly better calculated DW values 

than either the CalcXRD,CD method or the CalcDFT,CD method, particularly in the first 

shell. However, given that the direct calculation of the DW factors through quantum 

chemically calculated frequencies represents much more rigorous physics than the 

simple CD model (which amounts to a spherical approximation), the result is still 

somewhat disappointing. In particular because quantum chemical frequencies from 

DFT calculations are well known to be quite precise in the overwhelming majority of 

cases.64,65  
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FEFF calculated EXAFS Spectra with fit distances for the Mn Monomers: 

CalcDFT,DM-ref Method. A final approach was taken in which the CalcDFT,DM DMDW 

calculated DW values were used in combination with fit distances (CalcDFT,DM-ref 

method, Table 2 and SI). In all cases the error value is lower than that obtained for the 

purely theoretical spectra. And in one case, [Mn(II)(terpy)Cl2], the error using the 

CalcDFT,DM-ref method is as low as that of the fit, however, with far fewer free 

parameters. We also note, however, that by fixing the DW values too far from the fit 

minimum, the partial fit compensates by refining the distances to values quite far 

from the crystallographic or geometry optimized structures. This can be most clearly 

seen when comparing the fit and CalcDFT,DM-ref method results for 

[Mn(III)(phenylterpy)Cl3]. In the CalcDFT,DM-ref method, the Mn-N DW is fixed at a 

value that is too large (relative to the fit value), while the Mn-Cl DW is fixed at a 

value that is too small. As a result the Mn-N bond length shifts to a longer distance 

(by 0.23 Å), while the Mn-Cl bond shifts to a shorter distance (by 0.05 Å). These are 

large deviations relative to both the fit and the crystallographically determined 

distances, and indicate that fixing the DW while refining the distances can result in 

unreasonable minima. It also demonstrates that the DMDW derived DW values can 

deviate greatly from the fit values and that this deviation is not uniform (i.e. the 

values may be either under or overestimated).  Nevertheless, the results from this 

partial fit highlight the effect of the structural differences. The marked improvement 

in the χ2 when the structural parameters are allowed to refine shows that differences 

between the theoretical and fit structures also plays an important a role in determining 

the agreement between the theoretical and experimental EXAFS. While in this 

particular test set, the deviations in the refined distances are well outside the error 

limits of small molecule crystallography, such structural differences clearly can play 
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an important role when a crystal structure is not available or when the error in the 

structure may be large (as is often the case in protein crystallography).  Nonetheless, 

the difference in the structural parameters associated with these models should be 

taken as a cautionary tale when assigning structures based solely on the agreement 

between theoretical and measured EXAFS spectra. 

 

The impact of S0
2 values on the predicted Mn monomer spectra. As noted 

above, for the CalcXRD,CD, CalcDFT,CD, CalcDFT,DM, and CalcDFT,DM-ref methods, one can 

also improve agreement with the experimental data by refining the amplitude 

parameter, S0
2
.   Specifically for the CalcXRD,CD method, by allowing S0

2 to decrease to a 

value between 0.7-0.8, better agreement with experimental data can be obtained (see 

Figure S12). As an example, for [Mn(II)(tpa)Cl2] the error value decreases from 2.13 

to 1.31 by using an S0
2 value of 0.73. We note that reasonable estimates for the S0

2 

values are generally in the range of 0.85-1.0, however, further reduction in this value 

may also be attributed to errors in background subtraction. It may also be the case that 

the reduction in the S0
2 values is somewhat artificial and is partially compensating for 

errors in the DW values. We note that for [Mn(II)(terpy)Cl2] the CalcDFT,DM-ref fit 

together with a refined S0
2 value has a  χ2 value which is identical to the fit data. 

While this appears to be a promising approach to reducing the number of free 

parameters, it unfortunately does not hold for the other two monomers. Modifying the 

S0
2 value uniformly decreases the entire spectral intensity, hence, such an approach is 

not appropriate when the relative intensities of the contributions vary, as is the case 

with the dimeric complexes (vide infra).  These results thus suggest that while part of 

the error derives from errors in amplitudes, a uniform scaling of the calculated spectra 

to the experiment is likely not sufficient to compensate for the discrepancies between 
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theory and experiment. Nonetheless, for the monomeric complexes, the FEFF 

predications are able to capture the dominant spectral features.  

 

Figure 2.  Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9.1 and the 
corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), [Mn(II)(tpa)Cl2] (C and 
D), and [Mn(III)(phenylterpy)Cl3] (E and F).  The calculations for the spectra using the CalcDFT,CD 
method included Debye temperatures determined using the sum of the first shell Mn-L stretching 
frequencies. 
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Table 2.  Comparison of path distances and DW factors of the Mn monomer fits to those calculated 
from the crystal structures using the CD method in FEFF 9.1, and from the geometry optimized 
structures using both the CD method in FEFF 9.1, and the DM method in FEFF 9.1 with and without 
distance refinement.  All distances and DW factors shown are the average values for each scattering 
path.  Standard deviations for the fit values are given in parentheses. 

Path Fit CalcXRD,CD  CalcDFT,CD CalcDFT,DM CalcDFT,DM-ref 
[Mn(II)(terpy)Cl2] 

Mn-N R (Å) 2.21 (±0.0098) 2.24 2.24  2.24 2.26 
σ2 (Å2) 0.0044 (±0.0012) 0.0038 0.0046 0.0040  0.0040 

Mn-Cl R (Å) 2.36 (±0.0038) 2.36 2.34  2.34  2.35 
σ2 (Å2) 0.0025 (±0.0005) 0.0017 0.0020 0.0028 0.0028 

Mn-Ca R (Å) 3.13 (±0.0104),  
4.62 (±0.0143) 

3.14,  
4.48 

3.14,  
4.47 

3.14,  
4.47 

3.11, 
4.67 

σ2 (Å2) 0.0061 (±0.0012),  
0.0034 (±0.0015) 

0.0061, 
0.0052 

0.0065, 
0.0060 

0.0054, 
0.0051 

0.0054, 
0.0051 

Mn-C-N R (Å) 3.26 (±0.0256) 3.37 3.36 3.36 3.31 
σ2 (Å2) 0.0052 (±0.0045) 0.0048 0.0056 0.0043 0.0043 

Error (reduced χ2)b 0.803 1.75 2.70  2.59 0.788 
Refined S0

2 1.006 0.791 0.769 0.791 0.987 
Error (S0

2 refined) 0.772 1.23 2.11 2.13 0.772 
[Mn(II)(tpa)Cl2] 

Mn-N R (Å) 2.27 (±0.0082) 2.33  2.33 2.33 2.30 
σ2 (Å2) 0.0067 (±0.0010) 0.0052  0.0087 0.0080 0.0080  

Mn-Cl R (Å) 2.44 (±0.0033) 2.44 2.43 2.43 2.42 
σ2 (Å2) 0.0025 (±0.0004) 0.0019 0.0039 0.0051  0.0051 

Mn-Ca R (Å) 3.15 (±0.0094),  
4.68 (±0.0256) 

3.19,  
4.53 

3.19,  
4.53 

3.19,  
4.53 

3.16, 
4.73 

σ2 (Å2) 0.0026 (±0.0012),  
0.0075 (±0.0030) 

0.0094,  
0.0066 

0.0100,  
0.0080 

0.0089,  
0.0069 

0.0089,  
0.0069 

Mn-C-N R (Å) 3.44 (±0.0147) 3.46  3.46  3.46  3.42 
σ2 (Å2) 0.0015 (±0.0019) 0.0070  0.0100 0.0085 0.0085 

Error (reduced χ2) 0.585 2.13 1.94 2.23  0.917 
Refined S0

2 0.998 0.730 0.874 0.876 1.041 
Error (S0

2 refined) 0.562 1.31 1.83 2.14 0.889 
[Mn(III)(phenylterpy)Cl3] 

Mn-N R (Å) 2.13 (±0.0066) 2.17 2.21  2.21 2.40 
σ2 (Å2) 0.0062 (±0.0010) 0.0070  0.0073 0.0074 0.0074 

Mn-Cl R (Å) 2.29 (±0.0027) 2.27 2.29 2.29 2.24 
σ2 (Å2) 0.0049 (±0.0003) 0.0019  0.0017 0.0028  0.0028 

Mn-C R (Å) 2.90 (±0.0186) 3.07 3.11 3.11 3.49 
σ2 (Å2) 0.0018 (±0.0024) 0.0063  0.0072 0.0071 0.0071 

Mn-C-Na R (Å) 4.51 (±0.0080),  
5.06 (±0.0115) 

4.47,  
4.96 

4.48,  
4.64 

4.48,  
4.64 

4.76, 
4.82 

σ2 (Å2) 0.0015 (±0.0008),  
0.0010 (±0.0015) 

0.0086,  
0.0063 

0.0087,  
0.0046 

0.0083,  
0.0043 

0.0083,  
0.0043 

Error (reduced χ2) 0.313 2.15 2.25 1.56 1.19 
Refined S0

2 0.999 0.716 0.763 0.861 0.924 
Error (S0

2 refined) 0.301 0.610 1.38 1.33 1.10 
aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χ

expt(ki) – χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
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Table 3.  Differences between the final fit parameters and the FEFF 9.1 calculated parameters for the 
Mn monomers, using the CalcXRD,CD, CalcDFT,CD, CalcDFT,DM, and CalcDFT,DM-ref methods. Values have 
been obtained by subtracting the averaged fit values for a given path from the averaged calculated 
values for a given path.  The scaling factor is the value by which the FEFF calculated parameter is 
multiplied in order to obtain the fit parameter (i.e. fit parameter = calculated parameter*scaling factor). 
We note that the deviation in the DW values also reflects other contributions to the amplitude errors 
(including S0

2 and the background subtraction). 
Path CalcXRD,CD  

(absolute 
deviation) 

CalcXRD,CD  
(scaling 
factor) 

CalcDFT,CD 

(absolute 
deviation) 

CalcDFT,CD 

(scaling 
factor) 

CalcDFT,DM 
(absolute 
deviation) 

CalcDFT,DM 

(scaling 
factor) 

CalcDFT,DM-ref 

(absolute 
deviation) 

CalcDFT,DM-ref 
(scaling 
factor) 

Mn-Cl 
2.3-2.4 Å 

∆R 
(Å) 

-0.02 to 0 1.00 to 
1.01 

-0.02 to 0 1.00 to 
1.01 

-0.02 to 0 1.00 to 
1.01 

-0.05 to  
-0.01 

1.00 to 1.02 

∆σ 2 
(Å2) 

-0.0030 to 
-0.0006 

1.30 to 
2.63 

-0.0032 to 
+0.0014 

0.64 to 
2.89 

-0.0021 to 
+0.0026 

0.49 to 
1.76 

-0.0021 to 
+0.0026 

0.49 to 1.76 

Mn-N 
2.1-2.3 Å 

∆R 
(Å) 

+0.03 to 
+0.06 

0.97 to 
0.98 

+0.03 to 
+0.08 

0.96 to 
0.99 

+0.03 to 
+0.08 

0.96 to 
0.99 

+0.03 to +0.3 0.89 to 0.99 

∆σ 2 
(Å2) 

-0.0015 to  
+0.0008 

0.89 to 
1.29 

+0.0002 to  
+0.0020 

0.77 to 
0.95 

-0.0004 to  
+0.0013 

0.84 to 
1.11 

-0.0004 to  
+0.0013 

0.84 to 1.11 

Mn-C 
2.9-3.2 Å 

∆R 
(Å) 

+0.01 to 
+0.17 

0.94 to 
1.00 

+0.01 to 
+0.21 

0.93 to 
1.00 

+0.01 to 
+0.21 

0.93 to 
1.00 

-0.02 to +0.6 0.83 to 1.01 

∆σ 2 
(Å2) 

0 to 
+0.0068 

0.28 to 
1.00 

+0.0004 to 
+0.0074 

0.25 to 
0.94 

-0.0007 to 
+0.0063 

0.25 to 
1.12 

-0.0007 to 
+0.0063 

0.25 to 1.12 
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Figure 3.  Calculated spectra and contributions of significant single scattering paths to the total spectra 
for [Mn(II)(tpa)Cl2].  The deconvolutions for each method are the sums of the individual scattering 
paths of each type. The calculations for the spectra using the CalcDFT,CD method included Debye 
temperatures determined using the sum of the first shell Mn-L stretching frequencies. Spectra have 
been offset on the y-axis, but share a common y-scale. 
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Fits to the Mn Dimers EXAFS Data.  Given the ability of FEFF to capture 

the dominant spectral features in the Mn monomers, it is of interest to extend these 

correlations to more complex Mn dimers. Figure 4 shows the fits to the Mn dimers, 

with the corresponding fit parameters summarized in Table 4, column 1. The fits 

show good agreement with the experimental EXAFS, with error values (reduced χ2) 

ranging from 0.18-0.45 over the dimer series.  Similar to the monomers, the fit 

distances are reasonably close to the crystallographic distances.   
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Figure 4.  Experimental (black) and fits (red) to the χ(k) spectra and the corresponding non phase 
shift corrected FTs of [Mn2(II)(μ-OAc)2(tpa)2]2+ (A and B), [Mn2(II)(μ-SO4)2(tpa)2] (C and D), 
[Mn2(III)(μ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(μ-O)2(tpa)2]3+ (G and H). 
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FEFF calculated EXAFS Spectra for the Mn Dimers: CalcXRD,CD, CalcDFT,CD, 

and CalcDFT,DM Methods. The FEFF spectra calculated using the CalcXRD,CD, CalcDFT,CD, 

and CalcDFT,DM methods (first-principle calculations in the absence of fitting) are 

shown in Figure 5.  In contrast to the monomers, the agreement between theory and 

experiment is in most cases worse. In all cases, the outer shell contributions to the FT 

are poorly predicted (Figure 5, right) and in some cases even the first shell FT 

deviates significantly from experiment (Figure 5F, 5H). We note that the predicted 

outer shell FT intensities are particularly poor for the [Mn2(II)(μ-OAc)2(tpa)2]2+ and 

[Mn2(II)(μ-SO4)2(tpa)2] dimers, which may be attributed to the more complex OAc 

and SO4 bridging motifs (Figures 5B and 5D).  This is also reflected in the error 

values of the calculated dimer spectra, which increase from the fit error values by up 

to a factor of ~30 (Table 4).  In order to discern the origins of these differences, each 

computational approach is examined in detail below. 

CalcXRD,CD Method.  Table 4 shows the differences between the FEFF 

calculations using the crystal structure (column 2) and the fits to the EXAFS data 

(column 1).  Not only have the error values increased significantly compared to those 

of the fits, but the error values have also increased substantially relative to what was 

obtained for the monomers using the same method (Table 2, column 2).  The first-

shell distances (R between ~1 and 2 Å), and in some cases the second shell distances 

(R between ~2 and 3 Å), are very similar to the EXAFS fit distances, but there are 

larger discrepancies in the outer shells, particularly for [Mn2(II)(μ-OAc)2(tpa)2]2+ and 

[Mn2(II)(μ-SO4)2(tpa)2].   

Table 5 shows the differences between the calculations using the CalcXRD,CD 

method and the fits to the data.  Again, we note that the reported scaling for the DW 

value reflects additional amplitude errors. The scaling factor for the calculated and fit 
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distances for the first-shell Mn-O and Mn-N paths ranges from 0.96-1.02, while those 

of the longer distance Mn-C single scattering and the multiple scattering paths range 

from 0.98-1.00 and 1.00-1.14, respectively. The distance differences for the Mn-Mn 

path greatly depend on the bridging structure in the dimer.  For both the [Mn2(III)(μ-

O)2(tpa)2]2+ and [Mn2(III,IV)(μ-O)2(tpa)2]3+ dimers (fit distance = 2.63 Å), there is 

very good agreement between crystal structure and fit values, with scaling factors of 

0.99-1.00.  The agreement for the [Mn2(II)(μ -OAc)2(tpa)2]2+ and [Mn2(II)(μ -

SO4)2(tpa)2] dimers is somewhat worse (scaling factor = 0.98 and 0.96). This is most 

likely due to the longer Mn-Mn distances in these complexes, due to the OAc and SO4 

bridging ligands.   

As observed for the monomers, the agreement between calculated and fit DW 

values also differs for the first-shell paths and the outer shell paths.  As shown in 

Table 5, using the CalcXRD,CD method the average calculated DW factors for the Mn 

dimers differ from the fit DW factors by scaling factors of 0.40-2.76 for the first-shell 

paths, and by scaling factors 1.06-4.50 for the Mn-Mn path.  The scaling factors for 

the outer shell paths range from 0.11-1.95, however only the single scattering 

contributions to the outer shell are shown in Table 5.  These results provide further 

evidence that at a fixed S0
2 value, the largest error in the FEFF calculated spectra are 

associated with the calculation of the mean square deviation in the bond lengths. 

CalcDFT,CD Method.  The results of the calculations using the CalcDFT,CD method 

for the Mn dimers are summarized in Figure 5 and Tables 3 and 4.  As was observed 

for the monomers, the geometry optimized distances are quite similar to the 

crystallographic distances, with notable exceptions being the longer distance Mn-Mn 

paths in [Mn2(II)(μ-OAc)2(tpa)2]2+ and [Mn2(II)(μ-SO4)2(tpa)2], which is attributed to 

the more flexible nature of the bridging ligands (as noted above).  Overall the root 
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mean square deviations, excluding hydrogen atoms, between the crystallographic 

coordinates and the geometry optimized structures range from 0.124 to 0.538 Å, 

indicating generally very good agreement. Also similar to the monomers, there is 

essentially no change in the calculated DW values between the CalcXRD,CD and 

CalcDFT,CD methods, as seen in Table 4. 

There are, however, small changes in the first-shell FT intensities between the 

CalcXRD,CD and CalcDFT,CD methods, despite the calculated DW factors being almost 

identical. These intensity changes arise from differences in the bond length 

distribution, as was also observed for the monomers.  This is more clearly seen in the 

deconvolution of [Mn2(II)(μ-SO4)2(tpa)2] as shown in Figure 6, specifically in the Mn-

N contribution.  The variation in individual Mn-N distances (2.25, 2.26, 2.31, and 

2.36 Å (crystal structure, ∆R = 0.11 Å) vs. 2.19, 2.23, 2.35, and 2.39 Å (geometry 

optimized structure, ∆R = 0.20 Å)) results in a higher calculated total first-shell FT 

intensity for the CalcXRD,CD method than for the CalcDFT,CD method.  In the case of the 

outer shell Mn-Mn path in [Mn2(II)(μ-SO4)2(tpa)2], the 0.36 Å decrease in distance 

compared to the crystal structure results in poorer agreement between the calculated 

and fit spectra compared to the spectrum using the crystallographic distance, despite 

this path having the same calculated DW value for both the crystallographic and 

geometry optimized structures (Table 3 and Figure 6, right).  This again emphasizes 

the importance of calculating both accurate distances and accurate DW factors if one 

wishes to make accurate spectral predictions.   

It should be noted that in the deconvolution of [Mn2(III)(μ-O)2(tpa)2]2+ (Figure 

6, left) the intensities of all the individual path contributions are almost identical, yet 

the total FT intensities are different between the CalcXRD,CD and CalcDFT,CD methods.  
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This discrepancy in the deconvolution is most likely due to differences in the 

interference between the calculated paths.  

CalcDFT,DM Method.  The results of the FEFF calculated spectra using the 

DMDW code are summarized in Figure 5 and Tables 3 and 4.  In general, the DW 

factors calculated using the CalcDFT,DM method differ from the fit values by scaling 

factors of 0.29-1.95 for the first-shell paths, by 0.24-1.96 for outer shell paths, and by 

0.83-1.68 for the Mn-Mn path. These scaling factors are similar to those for methods 

2 and 3 (first-shell 0.40-2.76, outer shell 0.11-1.95, Mn-Mn 1.06-4.50), indicating that 

the CalcDFT,DM method can provide slightly better calculated DW values than either the 

CalcXRD,CD method or the CalcDFT,CD method, though the deviations are still significant. 

Unlike with the monomers, the spectra calculated using the CalcDFT,DM method are 

almost identical to those calculated using the CalcDFT,CD method, particularly for R < 3 

Å. A quantitative assessment shows that while the DW values for the individual paths 

vary between the CalcDFT,CD method and the CalcDFT,DM method, the average values are 

sufficiently similar to result in nearly identical calculated spectra at R < 3 Å.  

There are, however, more noticeable differences in the calculated spectra 

using these two methods at R > 3 Å for the [Mn2(II)(μ-OAc)2(tpa)2]2+ and [Mn2(II)(μ-

SO4)2(tpa)2] dimers.  As can be seen in the deconvolution of [Mn2(II)(μ-SO4)2(tpa)2] 

(Figure 6, right), these differences arise mainly from intensity differences in the Mn-

Mn path, and to a lesser extent from differences in the outer shell Mn-O path (average 

distance = 3.49 Å).  The Mn-Mn DW values calculated using the CalcDFT,DM method 

are ca. two times larger than the DW values calculated using the CalcDFT,CD method 

(Table 4).  In the case of [Mn2(II)(μ-SO4)2(tpa)2], the outer shell Mn-O DW also 

varies by a factor of two between the two methods. However, the total spectra are 

dominated by the changes in the Mn-Mn path.  This highlights the fact that EXAFS is 
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ideally suited for obtaining accurate Mn-Mn vectors, but more limited in defining the 

metrics of bridging light atoms.  

FEFF calculated EXAFS Spectra with fit distances for the Mn Dimers: the 

CalcDFT,DM-ref Method. As was done for the monomers, we also did a final set of fits 

for the dimers, in which the CalcDFT,DM calculated DW values were held fixed and the 

distances for each path were allowed to refine. As expected, the error values generally 

decrease relative to the CalcDFT,DM method.  We also note that in some cases, fixing the 

DW values results in the distances refining to unreasonably short or long values, 

relative to the crystallographically determined distances. This is particularly 

pronounced for the outer shell contributions, and likely results from fixing the DW at 

values that are far from a true minimum.  

 

The impact of S0
2 values on the predicted Mn dimer spectra. As was also 

observed for the monomers, the agreement between the calculated spectra and 

experiment can be improved by refining the amplitude parameter, S0
2

 (Table 4).   

However, for the dimer fits, the refined S0
2 values become in some cases 

unreasonably low (<0.5, Table 4).  The fits with refined S0
2 values can be found in 

Figures S13 (for the CalcXRD,CD, CalcDFT,CD, and CalcDFT,DM methods) and Figure S15 

(for the CalcDFT,DM-ref method). While the error values uniformly decrease upon 

refining S0
2, it is clear that major discrepancies remain in the FT intensity distribution. 

This indicates, as discussed above, that a significant portion of the error must be 

attributed to differential errors in the calculated DW values that may be either over or 

underestimated, depending on the specific scattering pathway and the nature and 

number of the scatterers involved.  
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Figure 5.  Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9.1 and the 
corresponding non phase shift corrected FTs of [Mn2(II)(μ-OAc)2(tpa)2]2+ (A and B), [Mn2(II)(μ-
SO4)2(tpa)2] (C and D), [Mn2(III)(μ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(μ-O)2(tpa)2]3+ (G and H). 
The calculations for the spectra using the CalcDFT,CD method included Debye temperatures determined 
using the sum of the first shell Mn-L stretching frequencies. 
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Table 4.  Comparison of path distances and DW factors of the Mn dimer fits to those calculated from 
the crystal structures using the CD method in FEFF 9.1, and from the geometry optimized structures 
using both the CD method in FEFF 9.1, and the DM method in FEFF 9.1 with and without distance 
refinement. All distances and DW factors shown are the average values for each scattering path.  
Standard deviations for the fit values are given in parentheses. 

Path Fit CalcXRD,CD  CalcDFT,CD CalcDFT,DM CalcDFT,DM-ref 
[Mn2(II)(μ-OAc)2(tpa)2]2+ 

Mn-Oa R (Å) 2.12 (±0.0051),  
3.54 (±0.0113) 

2.12,  
3.59 

2.13,  
3.49  

2.13,  
3.49 

2.05, 
3.32 

σ2 (Å2) 0.0044 (±0.0009), 
0.0046 (±0.0016) 

0.0049, 
0.0043 

0.0088, 
0.0164 

0.0093, 
0.0194 

0.0093, 
0.0194 

Mn-N R (Å) 2.28 (±0.0042) 2.28  2.27  2.27  2.23 
σ2 (Å2) 0.0049 (±0.0007) 0.0083  0.0082  0.0076  0.0076  

Mn-C R (Å) 3.10 (±0.0052) 3.13  3.12  3.12  3.09 
σ2 (Å2) 0.0084 (±0.0006) 0.0071 0.0066 0.0059 0.0059  

Mn-Mn R (Å) 4.11 (±0.0077) 4.20 3.99 3.99 4.09 
σ2 (Å2) 0.0030 (±0.0010) 0.0013 0.0015 0.0036 0.0036 

Mn-C-O R (Å) 4.50 (±0.0152) 4.42 4.42 4.42 4.48 
σ2 (Å2) 0.0037 (±0.0021) 0.0042 0.0048 0.0045  0.0045  

Error (reduced χ2)b 0.227 1.58 1.69 1.63 1.51 
Refined S0

2 0.941 0.789 0.696 0.694 0.660 
Error (S0

2 refined) 0.200 1.43 1.23 1.15 0.668 
[Mn2(II)(μ-SO4)2(tpa)2] 

Mn-Oa R (Å) 2.15 (±0.0034),  
3.58 (±0.0707) 

2.10,  
3.34  

2.09,  
3.49 

2.09,  
3.49  

2.12, 
4.06 

σ2 (Å2) 0.0016 (±0.0005), 
0.0034 (±0.0033) 

0.0040, 
0.0033  

0.0055, 
0.0037 

0.0054, 
0.0074  

0.0054, 
0.0074 

Mn-N R (Å) 2.33 (±0.0033) 2.30  2.29 2.29 2.32 
σ2 (Å2) 0.0029 (±0.0004) 0.0054  0.0109 0.0102  0.0102  

Mn-C R (Å) 3.14 (±0.0089) 3.15  3.13  3.13  3.14 
σ2 (Å2) 0.0068 (±0.0010) 0.0075  0.0075  0.0066  0.0066  

Mn-Mn R (Å) 4.23 (±0.0136) 4.42 4.06 4.06 4.24 
σ2 (Å2) 0.0058 (±0.0015) 0.0013 0.0017 0.0035 0.0035 

Mn-S-O R (Å) 3.42 (±0.0518) 3.42  3.44 3.44  4.05 
σ2 (Å2) 0.0035 (±0.0113) 0.0030 0.0063  0.0062  0.0062 

Mn-O-O R (Å) 3.91 (±0.0317) 3.86  3.88  3.88 4.41 
σ2 (Å2) 0.0037 (±0.0070) 0.0114  0.0194  0.0191  0.0191 

Error (reduced χ2) 0.183 1.65 2.04 2.03 0.490 
Refined S0

2 0.975 0.653 0.626 0.621 0.830 
Error (S0

2 refined) 0.168 0.951 1.27 1.21 0.344 
[Mn2(III)(μ-O)2(tpa)2]2+ 

Mn-O R (Å) 1.83 (±0.0023) 1.83  1.84 1.84  1.73 
σ2 (Å2) 0.0022 (±0.0002) 0.0027  0.0021 0.0024 0.0024 

Mn-N R (Å) 2.23 (±0.0138) 2.24 2.21 2.21  2.08 
σ2 (Å2) 0.0280 (±0.0029) 0.0137  0.0138 0.0143 0.0143 

Mn-C R (Å) 2.98 (±0.0087) 3.03  2.99 2.99  2.82 
σ2 (Å2) 0.0121 (±0.0012) 0.0064  0.0059  0.0062 0.0062 

Mn-Mn R (Å) 2.63 (±0.0022) 2.64 2.66 2.66 2.53 
σ2 (Å2) 0.0014 (±0.0002) 0.0013 0.0011 0.0015 0.0015 

Mn-C-N R (Å) 5.10 (±0.0312) 4.49  4.42  4.42 4.40 
σ2 (Å2) 0.0122 (±0.0056) 0.0112  0.0110  0.0110  0.0110  

Error (reduced χ2) 0.452 4.90 5.12  4.87 1.40 
Refined S0

2 0.954 0.554 0.539 0.567 1.013 
Error (S0

2 refined) 0.419 3.68 3.91 3.92 1.36 
[Mn2(III,IV)(μ-O)2(tpa)2]3+ 

Mn-O R (Å) 1.80 (±0.0035) 1.81  1.83 1.83  1.78 
σ2 (Å2) 0.0049 (±0.0003) 0.0027  0.0036  0.0040  0.0040  

Mn-N R (Å) 2.02 (±0.0061) 2.10  2.10  2.10 2.06 
σ2 (Å2) 0.0128 (±0.0007) 0.0046 0.0141 0.0145  0.0145 

Mn-C R (Å) 2.91 (±0.0054) 2.93  2.92  2.92 2.91 
σ2 (Å2) 0.0095 (±0.0007) 0.0059  0.0064  0.0068  0.0068  

Mn-Mn R (Å) 2.63 (±0.0030) 2.63 2.66 2.66 2.63 
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σ2 (Å2) 0.0021 (±0.0002) 0.0013 0.0009 0.0015 0.0015 
Mn-C-N R (Å) 3.21 (±0.0204) 3.23  3.19  3.19  3.16 

σ2 (Å2) 0.0127 (±0.0046) 0.0065  0.0065  0.0065  0.0065  
Error (reduced χ2) 0.221 3.38 6.74 6.17 0.876 
Refined S0

2 0.943 0.485 0.223 0.234 0.726 
Error (S0

2 refined) 0.200 1.85 2.89 2.91 0.464 
aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χ

expt(ki) – χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
 
 
 
 
 

Table 5.  Differences between the final fit parameters and the FEFF 9.1 calculated parameters for the 
Mn dimers, using the CalcXRD,CD, CalcDFT,CD, CalcDFT,DM, and CalcDFT,DM-ref methods. Values have been 
obtained by subtracting the averaged fit values for a given path from the averaged calculated values for 
a given path.  The scaling factor is the value by which the FEFF calculated parameter is multiplied in 
order to obtain the fit parameter (i.e. fit parameter = calculated parameter*scaling factor).  We note that 
the deviation in the DW values also reflects other contributions to the amplitude errors (including S0

2 

and the background subtraction). 

Path CalcXRD,CD  
(absolute 
deviation) 

CalcXRD,CD  
(scaling 
factor) 

CalcDFT,CD 
(absolute 
deviation) 

CalcDFT,CD 

(scaling 
factor) 

CalcDFT,DM 
(absolute 
deviation) 

CalcDFT,DM 
(scaling 
factor) 

CalcDFT,DM-ref 

(absolute 
deviation) 

CalcDFT,DM-ref 

(scaling 
factor) 

Mn-O 
1.8-2.1 Å 

∆R 
(Å) 

-0.04 to 
+0.01 

1.00 to 1.02 -0.05 to 
+0.03  

0.98 to 
1.03 

-0.05 to 
+0.03 

0.98 to 
1.03 

-0.10 to  
-0.02  

1.01 to 1.06 

∆σ 2 
(Å2) 

-0.0022 to 
+0.0024 

0.40 to 1.83 -0.0013 to 
+0.0044  

0.29 to 
1.37 

-0.0009 to 
+0.0049 

0.30 to 
1.22 

-0.0009 to 
+0.0049 

0.30 to 1.22 

Mn-N 
2.0-2.3 Å 

∆R 
(Å) 

-0.03 to 
+0.08 

0.96 to 1.02 -0.04 to 
+0.08 

0.96 to 
1.02 

-0.04 to 
+0.08 

0.96 to 
1.02 

-0.15 to 
+0.04 

0.98 to 1.07 

∆σ 2 
(Å2) 

-0.0143 to 
+0.0034 

0.54 to 2.76 -0.0142 to 
+0.0080 

0.27 to 
2.02 

-0.0137 to 
+0.0073 

0.29 to 
1.95 

-0.0137 to 
+0.0073 

0.29 to 1.95 

Mn-C 
2.9-3.1 Å 

∆R 
(Å) 

+0.01 to 
+0.05 

0.98 to 1.00 -0.01 to 
+0.02 

0.99 to 
1.00 

-0.01 to 
+0.02 

0.99 to 
1.00 

-0.16 to 0 1.00 to 1.06 

∆σ 2 
(Å2) 

-0.0057 to 
+0.0007 

0.90 to 1.89 -0.0062 to 
+0.0007 

0.90 to 
2.04 

-0.0059 to  
-0.0002 

1.03 to 
1.95 

-0.0059 to  
-0.0002 

1.03 to 1.95 

Mn-Mn 
(short) 
2.63 Å 

∆R 
(Å) 

0 to +0.01 0.995 to 
1.00 

+0.03 0.99 +0.03 0.99 -0.08 to 0  1.00 to 1.04 

∆σ 2 
(Å2) 

-0.0008 to  
-0.0001 

1.06 to 1.59 -0.0012 to 
-0.0004 

1.33 to 
2.23 

-0.0006 to 
+0.0001 

0.95 to 
1.43 

-0.0006 to 
+0.0001 

0.95 to 1.43 

Mn-Mn 
(long) 
4.1-4.2 Å 

∆R 
(Å) 

+0.09 to 
+0.19 

0.96 to 0.98 -0.17 to  
-0.12 

1.03 to 
1.04 

-0.17 to  
-0.12 

1.03 to 
1.04 

-0.02 to 
+0.01 

1.00 to 1.01 

∆σ 2 
(Å2) 

-0.0045 to  
-0.0017 

2.31 to 4.50 -0.0041 to 
-0.0015 

1.95 to 
3.49 

-0.0023 to 
+0.0006 

0.83 to 
1.68 

-0.0023 to 
+0.0006 

0.83 to 1.68 
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Figure 6.  Calculated spectra and significant single and multiple scattering contributions for [Mn2(III)(
μ-O)2(tpa)2]2+ (left) and [Mn2(II)(μ-SO4)2(tpa)2] (right).  The path deconvolutions for each method are 
the sums of the individual scattering paths of each type. The calculations for the spectra using the 
CalcDFT,CD method included Debye temperatures determined using the sum of the first shell Mn-L 
stretching frequencies. Spectra have been offset on the y-axis, but share a common y-scale. 
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Extension to Systems of Unknown Structure. The above analysis highlights 

the complexity of a priori calculations of EXAFS spectra for complexes of known 

structure. The challenges, of course, are even greater when one wants to apply this 

approach to understand unknown structures. However, the above analysis provides 

useful lessons, which can be used to constructively evaluate possible models. First, 

the analysis of the monomeric and dimeric complexes highlights the well-known 

strength of EXAFS in distance determination, particularly for first shell distances and 

heavy backscatterers at short distances (such as the ~2.6 Å Mn-Mn distances in the 

dimers). We note, however, that as the Mn-Mn distances become longer, the 1/R2 

distance dependence of EXAFS together with the increase in multiple scattering 

contributions from the ligand framework at longer distances, increase the error in 

distance determination. This has also been a challenge in the reliable determination of 

the long ~3.3 Å Mn-Mn distances in the OEC, where the overlap with the Mn-Ca 

vectors increases the uncertainty in the distance determinations. The ability to use the 

EXAFS to reliably predict the presence of long Mn-Mn distances has also been noted 

by Li et al.17 While the ability to obtain range-extended EXAFS can certainly improve 

the ability to determine long Mn-Mn vectors, such experiments are still far from 

routine.13 Further, we note that for FT peaks of low amplitude, Fourier truncation 

effects can further contribute to the errors. 

The present study also demonstrates that significant errors in the prediction of 

EXAFS spectra are associated with the reliable determination of amplitudes. The 

errors in amplitudes may have contributions from errors in the Debye-Waller values, 

the S0
2 parameters and the background subtraction. We note, however, that in the case 

of the dimeric complexes the relative amplitudes were shown to be incorrect, 

indicating that a simple linear scaling of the amplitude is not sufficient. One must 
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account for possible differential error in the Debye-Waller values, which thus result in 

relative modulation of the FT peaks. On a more positive note, the present results 

demonstrate that one can in general reliably determine FT peak positions. By using 

the lessons determined for the crystallographically characterized monomers and 

dimers, a range of calculated amplitudes that could be consistent with the 

experimentally observed amplitudes may be established. We note, as discussed above, 

that the exact origin of the amplitude error is complicated by correlation of S0
2 with 

the DW values, and the added uncertainty resulting from experimental extraction of 

the EXAFS signal. Hence in the section which follows, we restrict the discussion to 

calculated spectra with fixed S0
2 values and use the error analysis detailed above 

(Tables 3 and 5) to establish reasonable ranges for DW values, thus limiting the 

possible phase space. Further, we compare only to published background subtracted 

data, recognizing that this may result in additional amplitude errors. 

 

Application to the OEC.  Herein, the above-described analysis is extended to 

the S1 state EXAFS data of the OEC in PSII. The goal is to evaluate the range of 

possible models that could be consistent with the known data, given our 

understanding of errors in the amplitudes. As discussed above, additional errors may 

arise from the chosen structural model. Here, we limit the investigation to the six 

literature models shown in Scheme 2. Models A24, B25 and C26 share the same spatial 

arrangement of Mn, Ca and O atoms of the core, but differ in the exact connectivity 

and the interatomic distances (see Table 1). Model D27,61 features a Mn3O4Ca cubane 

with a Cl– ion bound to Ca and the fourth Mn ion connected to one μ3-oxo-bridge. 

Models E and F14,28 have approximately the same Mn-oxo core connectivity: Mn1, 

Mn2 and Mn3 share μ2- and μ3-oxo bridges, and Mn4 is attached to Mn3 with two μ2-
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oxo bridges. Models E and F28 differ in the position of the Ca ion, which is linked to 

the μ3-oxo bridge in model E, but connected to the μ2-oxo bridges in model F.  

Figure 7 (top) compares the predicted FT spectra for the OEC of a PSII 

monomer in the recently reported XFEL structure from Suga et al. (model A)24 and 

the previously reported synchrotron radiation (SR) XRD structure from Umena et al. 

(model B)25. Model B clearly shows poor R-space agreement with the experimental 

FT (with a χ2 value of 8.5 relative to experiment), consistent with the fact that the SR 

XRD structure is generally agreed to have undergone beam induced reduction, 

resulting in longer Mn-O and Mn-Mn bond lengths (Table 1).11,18,63,66,67 Model A in 

contrast shows far better agreement with experiment in the outer shell Mn-Mn peak, 

with the χ2 value decreasing to 5.0. This is consistent with the fact that the EXAFS 

and XFEL XRD derived Mn-Mn distances are nearly identical. Interestingly, 

however, the Mn-O peak (though at a shorter distance than model A) is still too long 

(by ~0.1 Å) relative to the experimental S1 EXAFS data. We note that while the 

present model study has indicated that significant errors exist in the prediction of 

EXAFS amplitude, the distances should be accurate within a few tenths of angstroms. 

There are several possible factors that could contribute to the discrepancy between the 

EXAFS predicted data based on the XFEL structure and the experimental EXAFS 

data. The differences may reflect errors in the ability to accurately determine the Mn-

O distance at 1.95 Å resolution20,68,69 and/or the presence of photoreduced Mn.68,69 We 

note that the long 2.38 Å Mn4-O5 vector in the XFEL structure has been suggested to 

indicate protonation of O5.70 However, in the context of the present study, O5 is 

found to make no significant contribution to the calculated FT spectrum (see SI, 

Figure S16), indicating that origin of the discrepancies between the experimental 

EXAFS spectrum and theory lie elsewhere. Further, we note that a recent study by 
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Pushkar et al., has demonstrated smaller discrepancies between the XFEL structure 

and the RT EXAFS.20 However, in their study global Debye-Wallers were utilized and 

any additional parameters that were refined in their EXAFS simulations are 

unfortunately not specified, making a one-to-one comparison with the present study 

prohibitive. We do note, however, that Pushkar et al. do see small differences in the 

distances, which they largely attribute to errors in crystallographic bond distance 

determinations, as noted above. They also argue that the interconversion between 

closed and open cubane conformations (which is relevant for the S2 state)67 would be 

observable in the FT amplitudes. However, in light of the present study and the errors 

we have demonstrated in accurately determining amplitudes, we do not concur with 

this assessment.      

Finally, in the present context, we note that the possibility of XFEL induced 

damage to crystal structures remains a controversial, albeit very important topic. A 

recent study by Hau-Reige and Bennion showed that even on the femtosecond time 

scales used for XFEL XRD damage can be observed.71 In their study of the iron sulfur 

protein ferredoxin, it was shown that atomic displacements occur in the vicinity of the 

metal active site, with the largest atomic displacements occurring for lighter atoms. 

This would be consistent with accurate Mn-Mn vectors but expanded Mn-O vectors in 

the XFEL XRD.  We note that Suga et al. did use a lower dose than Hau-Reige and 

Bennion, however, recent studies caution against the generalizability of simple dose 

damage correlations.72 Hence, the origin of the differences between the S1 state 

EXAFS data and the XFEL XRD remains an open question. We note, however, in the 

context of the present study, observable differences in the predicted EXAFS for the 

XFEL structure and the experimental EXAFS spectrum are observed. In our view, 
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these results highlight the continued important role that EXAFS will play in the 

validation of distances. 

 The ability to relate the EXAFS data to a unique topological conformation in 

the OEC also must be addressed. For this reason, we have calculated the EXAFS for 

four different computationally based models shown in Scheme 2. Model C 

corresponds to the S1-state model proposed by Siegbahn, while model D is Siegbahn’s 

cluster model adaptation of an older QM/MM model by Batista. Models E and F 

represent topologically different cores, which were inferred from polarized EXAFS 

studies. Detailed metrics of each core can be found in the experimental section and in 

the SI. Inspection of Figure 7 clearly shows that all four of these models have average 

Mn-O and Mn-Mn vectors that are in agreement with experiment. However, due to 

the inability to accurately predict the amplitudes, as highlighted for the monomer and 

dimer cases in the first section of this paper, any of these four topologically varied 

models could correspond to the experimental EXAFS data. Similarly we note that 

Dau and coworkers have argued for different S1 state metrics based on their EXAFS 

analyses.12 However, in light of the present results it appears that much of the 

differences between the Yano et al.10,14,15 and Dau et al.11,12 results may derive from 

limitations in amplitude predictions/ modeling, which will also affect coordination 

numbers. While numerous independent studies24,69 now indicate that model C 

represents the correct topology for the S1 state, the present study highlights the fact 

that the ability to distinguish different topologies by EXAFS is intrinsically limited. In 

fact of models C-F, C has the highest χ2 value of 4.4, while the values decrease to 4.2, 

2.9 and 2.1 for models D, E and F, respectively. We emphasize, however, that any of 

these four models could be consistent with the EXAFS data in the absence of other 

experimental constraints. Our results are also consistent with the observations of Li et 



	
   48	
  

al., who showed that the ability to use EXAFS data to uniquely determine the 

presence or absence of longer Mn-Mn vectors in the OEC active site is limited.17 
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Figure 7.  FT of the experimental EXAFS spectrum of the OEC S1 state (black),18 and the calculated 
FTs of the EXAFS of the OEC active site using the recent Suga et al XFEL crystal structure (A) and 
the previous Umena crystal structure (B) (top), the Siegbahn (C) and Batista (D) models (center) and 
the Pantazis et al. models based on polarized EXAFS cores (E, F) (bottom). All spectra of the models 
were calculated using FEFF 9.1 and the Correlated Debye Model using a Debye Temperature of 1000 
K. 

To illustrate the uncertainty in calculated amplitudes, Figure 8 shows the FT 

of the experimental S1 state data along with the spectra of model C calculated using 

the upper and lower limits of the DW values based on the scale factor ranges obtained 

from the Mn dimer model complexes (Table 5). The spectra calculated using the 

upper limit DW values in Table 5 generally have FT intensities that are still too high 

relative to experiment. As such, Figure 8 also shows the FTs of the spectra calculated 

with DW values “damped” to the degree that theory and experiment reasonably agree. 

For model C, the DW values must be “damped” by factors of 1.8 and 5.3 for the Mn-

O and Mn-Mn contributions, respectively. The asymmetry in the scaling factors 

highlights that the amplitude errors cannot be simply attributed to the S0
2 values. 

These are both larger than the corresponding scale factors of 1.37 (Mn-O) and 2.23 

(Mn-Mn) in Table 5. The “damped” DW scale factor for the Mn-C contribution does 

not change from that in Table 5. The necessity to further damp the DW values relative 

to the estimates derived from our model studies suggests that in the protein data even 

greater disorder is present. This may manifest itself not only as static disorder, as 

discussed above, but also conformational disorder.15  
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Figure 8. FT of the experimental EXAFS spectrum of the PS II S1 state (solid black),18 and the 
calculated FTs of the EXAFS of model C using the lower (dashed light blue) and upper (dashed dark 
blue) limits of the DW values based on those from the Mn dimer model complexes. The calculated FT 
using “damped” upper limit DW values needed to match the experimental FT is also shown (solid light 
blue). 

 

  

We note that the “damped” spectra in Figure 8 also better highlight the differences 

between the experimental and calculated spectra. While the short Mn-O and Mn-Mn 

vectors are clearly well predicted, there are differences in the ~2 Å range of the FT 

(corresponding to ~2.3 Å upon phase shift correction). It appears that all of the 

calculated models have too much intensity in this range. This likely corresponds to 

the long Mn-O(H2O) vectors for which the calculated DW is likely too low. Disorder 
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in the Mn-O(H2O) vectors in the experimental data may explain the absence of this 

feature. 

In summary, the analysis of the predicted FTs for various OEC models 

emphasizes the robustness of EXAFS for distance determination, but highlights the 

limitations of EXAFS in terms of amplitudes and hence also three-dimensional 

topological information. This has important implications for future comparisons of 

experimental and calculated EXAFS data of other S states of PSII, as well as other 

active sites in biological systems. 

 

Conclusions and Discussion  

A systematic study of the fit and predicted EXAFS spectrum of a series of Mn 

monomers and dimers has been presented in order to assess the accuracy of spectra 

calculated from known crystallographic models, and by extension the accuracy of the 

calculated EXAFS when applied to more complex systems, such as the OEC of PSII.  

As expected, the values obtained from least squares fitting of the FEFF calculated 

parameters to the experimental EXAFS spectra produced good fits, which were 

generally in good agreement with the small molecule crystallographic data. However, 

limitations do exist, particularly with regard to the prediction of longer distances. This 

is consistent with the 1/R2 dependence of the EXAFS signal and has been amply 

noted in the literature.  

The more intriguing question that has motivated this study – how accurately 

can one predict EXAFS spectra from first principles without any fitting or recourse to 

experimental data – has, however, a different answer. The present study demonstrates 

that while distances are generally accurately predicted from EXAFS calculations 

(particularly for first shell distances or strong backscatterers), significant errors exist 
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in the calculated amplitudes that thus greatly limit the predictive ability of this 

approach. A considerable component of the uncertainty is the difficulty of predicting 

accurate amplitudes in EXAFS, including DW factors, S0
2 and scattering amplitudes. 

Thus, while one can generally validate the position of a peak in the FT through 

theory, neither the absolute nor relative amplitude of FT peaks can be accurately 

predicted. For all complexes, the DW factors calculated using the Correlated Debye 

model at either optimized or experimental structures were nearly identical. Using the 

much more sophisticated DM method (CalcDFT,DM) can in most cases slightly improve 

the agreement between calculated and fit values but, unfortunately, not to the extent 

that accurate predictions of EXAFS spectra are obtained. Structural uncertainties 

introduce further complications in the ability to accurately predict EXAFS spectra. 

The shortcomings of the theoretically predicted EXAFS spectra were particularly 

pronounced for the dimers included in this work: how well the calculated distances 

and amplitudes were predicted depended on the bridging structure in the dimer. Both 

distances and DW factors were closer to those in the experiment for the shorter Mn-

Mn distances resulting from the (μ-O)2 bridging motif. Nevertheless, the amplitude 

errors are not strongly correlated with phase errors, which are important for distance 

determinations. 

We emphasize this point so strongly because there have been multiple 

attempts in the literature to back up experimentally obtained EXAFS spectra by 

recourse to theoretically calculated ones, in particular with respect to the oxygen-

evolving complex in photosystem II.14,19,20 We show here the use of such predicted 

spectra must be approached with extreme caution – particularly with regard to the 

amplitudes and the outer shell contributions. Hence, while both crystallographic 

models A and B show deviations with regard to the experimental data, any of the 
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computational models C-F agrees reasonably with experiment despite the large 

topological variations. Hence, based on EXAFS data, no sound conclusions that favor 

one structure over the other can be drawn. Previous attempts that claimed the contrary 

were all based on EXAFS modeling that was at most as sophisticated as our CalcDFT,CD 

method, but mostly invoked the even less accurate approach of using global Debye-

Waller factors.14,18-20 The results herein show that the predictability of EXAFS spectra 

using current state of the art methods may not be suffiently discriminative to 

distinguish the debated structural motifs. To achieve this goal, it is therefore 

necessary to combine this approach with state-specific information on other properties 

of the system, such as those obtained from EPR/ENDOR and Mn K-pre-edge XAS 

spectroscopies.69,73 

We believe that the conclusions of this work have far reaching implications 

for the use of theoretical EXAFS modeling, not only in biochemistry but in all major 

branches of chemistry where EXAFS analysis plays an important role. We take this 

work as motivation and inspiration to direct future efforts towards improving the 

theoretical prediction of EXAFS spectra to make it an even more powerful partner of 

experimental investigations. 

 

Supporting Information  

CIF file for [Mn2(II)(μ-SO4)2(tpa)2]·3H2O·2CH3OH. Additional details for EXAFS 

fitting procedures and computational protocols. This material is available free of  

charge via the Internet at http://pubs.acs.org. 
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Crystal Structure Determination of [Mn2(II)(µ-SO4)2(tpa)2]·3H2O·2CH3OH. 
 
A crystal of the complex  [Mn2(II)(µ-SO4)2(tpa)2]·3H2O·2CH3OH of 

dimensions 0.4 x 0.5 x 0.5 mm was selected. Diffraction data were collected on a 
Bruker SMART diffractometer with Mo Kα radiation. The crystallographic data are 
summarized in Table S1. All calculations were effected using the SHELTL computer 
program.1  
 
Description of the crystal structure of [Mn2(II)(µ-SO4)2(tpa)2].  

 
Figure S1 displays its ORTEP structure. Crystallographic data and selected 

bond distances and angles are reported in Tables S1 and S2. The two manganese 
centers in the dimer are related by a crystallographic inversion center. They are 
bridged by two sulfato groups in a syn-anti conformation mode resulting in a Mn-Mn 
distance of 4.417(3) Å. A similar Mn···Mn distance can be found in the syn-anti di(µ-
sulfato) [Mn2(II)(µ-SO4)2(H2O)8]2 (4.5464 Å). The environment around each 
manganese center in [Mn2(II)(µ-SO4)2(tpa)2] is best described as distorted octahedral 
where four coordination sites are occupied by N atoms from a single tpa ligand and 
the two others by two O atoms from the bridging sulfate ions. 

The average Mn-O bond distance (2.10(5) Å) in [Mn2(II)(µ-SO4)2(tpa)2] 
·3H2O·2CH3OH is comparable to those found in [Mn2(II)(µ-SO4)2(H2O)8]2 (2.17 Å) 
and [Mn2(II)(µ-SO4)2(bpman)]3 (bpman = 2,7-bis[bis(2-pyridylmethyl)-
aminomethyl]-1,8-naphthyridine) (2.07 Å). The distortions from octahedral observed 
around the manganese ions are mostly due to the spatially constrained nature of the 
tetradentate tpa ligand as revealed by the values of the Namine-Mn-Npyridine angles 
(average, 74.0°). The Mn-N distances (average, 2.29(5) Å), which are longer than the 
Mn-O distances also contribute to the deformations of the octahedron.  
 

 
Figure S1. ORTEP diagram showing the molecular structure of [Mn2(II)(µ-SO4)2(tpa)2]. Hydrogen 
atoms and solvent molecules have been omitted for clarity. 
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Table S1. Principal Crystallographic Data and Parameters of [Mn2(II)(µ-SO4)2(tpa)2]·3H2O·2CH3OH. 

Empirical formula C38H50Mn2N8O13S2 
Formula weight 1000.86 
Color Colorless 
Crystal size, mm 0.4x0.5x0.5 
Crystal system Triclinic 
Space group (no.) P-1 
a (Å) 9.868(4) 
b (Å) 10.525(4) 
c (Å) 11.993(5) 
α (deg) 80.076(7) 
β (deg) 74.657(7) 
γ (deg) 76.182(7) 
V (Å3) 1158.5(8) 
T (K) 298(2) 
λ (Å) 0.71073 
ρ(calc) (Mg m-3) 1.435 
µ (mm-1) 0.704 
Z 1 
F(000) 520 
θ  range (deg) 2.47 to 28.90 
No.of rflcn/obsv 7218 / 5259 
GooF 0.949 
R1 0.0727 
wR2 0.1850 
 
Table S2. Selected Bond Distances (Å) and Angles (deg) for [Mn2(II)(µ-SO4)2(tpa)2]·3H2O·2CH3OH. 

Mn-O(1) 2.068(3)  Mn-N(2) 2.253(3) 
Mn-O(2) 2.140(3)  Mn-N(3) 2.250(3) 
Mn-N(1) 2.363(3)  Mn-N(4) 2.310(3) 
Mn···Mn 4.417(1)    
O(1)-Mn-O(2) 102.06(13)  O(2) #1-Mn-N(4) 159.91(12) 
O(1)-Mn-N(1) 165.16(13)  N(1)-Mn-N(2) 73.20(12) 
O(1)-Mn-N(2) 116.10(12)  N(1)-Mn-N(3) 74.55(11) 
O(1)-Mn-N(3) 97.67(11)  N(1)-Mn-N(4) 74.10(13) 
O(1)-Mn-N(4) 92.57(13)  N(2)-Mn-N(3) 146.06(12) 
O(2)#1-Mn-N(1) 89.49(13)  N(2)-Mn-N(4) 98.36(12) 
O(2) #1-Mn-N(2) 87.59(13)  N(3)-Mn-N(4) 82.65(12) 
O(2) #1-Mn-N(3) 81.81(12)    
 

Symmetry transformations used to generate equivalent atoms #1 : -x+2,-y+2,-z+2 
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Fits to the EXAFS data. 

All fits to the EXAFS data were performed using EXAFSPAK, starting from spectra 
calculated using the crystal structures using FEFF version 7.0.  

 
Tables S3-S9 give the best fit parameters for each of the seven Mn complexes.  Table 
S10 shows the reduced χ2 values for each compound before and after fitting.   

Table S3.  Best fit parameters for [Mn(II)(terpy)Cl2].  Standard deviations for the fit values are given 
in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-Cl 2.36 (0.0038) 0.0025 (0.0005) -7.605 (0.6130) 0.803 
3 Mn-N 2.21 (0.0098) 0.0044 (0.0012) -7.605 
6 Mn-C 3.13 (0.0104) 0.0061 (0.0012) -7.605 
7 Mn-C 4.62 (0.0143) 0.0034 (0.0015) -7.605 
12 Mn-C-N 3.26 (0.0265) 0.0052 (0.0045) -7.605 
 
Table S4.  Best fit parameters for [Mn(II)(tpa)Cl2].  Standard deviations for the fit values are given in 
parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-Cl 2.44 (0.0033) 0.0025 (0.0004) -8.427 (0.4406) 0.585 
4 Mn-N 2.27 (0.0082) 0.0067 (0.0010) -8.427 
4 Mn-C 3.15 (0.0094) 0.0026 (0.0012) -8.427 
6 Mn-C 4.68 (0.0256) 0.0075 (0.0030) -8.427 
18 Mn-C-N 3.44 (0.0147) 0.0015 (0.0019) -8.427 
 
 
Table S5.  Best fit parameters for [Mn(III)(phenylterpy)Cl3].  Standard deviations for the fit values are 
given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
3 Mn-Cl 2.29 (0.0027) 0.0049 (0.0003) -3.496 (0.3879) 0.313 
3 Mn-N 2.13 (0.0066) 0.0062 (0.0010) -3.496 
6 Mn-C 2.90 (0.0186) 0.0018 (0.0024) -3.496  
14 Mn-C-N 4.51 (0.0080) 0.0015 (0.0008) -3.496  
10 Mn-C-N 5.06 (0.0115) 0.0010 (0.0015) -3.496 
 

Table S6.  Best fit parameters for [Mn2(II)(µ-OAc)2(tpa)2]2+.  Standard deviations for the fit values are 
given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 2.12 (0.0051) 0.0044 (0.0009) -3.184 (0.1874) 0.227 
2 Mn-O 3.54 (0.0113) 0.0046 (0.0016) -3.184 
4 Mn-N 2.28 (0.0042) 0.0049 (0.0007) -3.184 
8 Mn-C 3.10 (0.0052) 0.0084 (0.0006) -3.184 
1 Mn-Mn 4.11 (0.0077) 0.0030 (0.0010) -3.184 
6 Mn-C-O 4.50 (0.0152) 0.0037 (0.0021) -3.184 
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Table S7.  Best fit parameters for [Mn2(II)(µ-SO4)2(tpa)2].  Standard deviations for the fit values are 
given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 2.15 (0.0034) 0.0016 (0.0005) -3.056 (0.2331) 0.183 
2 Mn-O 3.58 (0.0707) 0.0034 (0.0033) -3.056 
4 Mn-N 2.33 (0.0033) 0.0029 (0.0004) -3.056 
9 Mn-C 3.14 (0.0089) 0.0068 (0.0010) -3.056 
1 Mn-Mn 4.23 (0.0136) 0.0058 (0.0015) -3.056 
4 Mn-S-O 3.42 (0.0518) 0.0035 (0.0113) -3.056 
8 Mn-O-O 3.91 (0.0317) 0.0037 (0.0070) -3.056 
 

Table S8.  Best fit parameters for [Mn2(III)(µ-O)2(tpa)2]2+.  Standard deviations for the fit values are 
given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 1.83 (0.0023) 0.0022 (0.0002) -0.068 (0.3495) 0.452 
4 Mn-N 2.23 (0.0138) 0.0280 (0.0029) -0.068 
9 Mn-C 2.98 (0.0087) 0.0121 (0.0012) -0.068 
1 Mn-Mn 2.63 (0.0022) 0.0014 (0.0002) -0.068 
14 Mn-C-N 5.10 (0.0312) 0.0122 (0.0056) -0.068 
 
 
 
 
Table S9.  Best fit parameters for [Mn2(III,IV)(µ-O)2(tpa)2]3+.  Standard deviations for the fit values 
are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 1.80 (0.0035) 0.0049 (0.0003) -2.867 (0.3504) 0.221 
4 Mn-N 2.02 (0.0061) 0.0128 (0.0007) -2.867 
9 Mn-C 2.91 (0.0054) 0.0095 (0.0007) -2.867 
1 Mn-Mn 2.63 (0.0030) 0.0021 (0.0002) -2.867 
18 Mn-C-N 3.21 (0.0204) 0.0127 (0.0046) -2.867 
 
 
Table S10.  Reduced χ2 values after fitting, and prior to fitting using DW factors calculated using the Correlated 
Debye (CD) model, as well as using a global DW value of 0.0025 Å2 in the FEFF 7 calculated spectra.  The values 
for the best fit are given in bold.  The reduced χ2 values prior to fitting for the dimers result from using only the 
first 60 FEFF calculated paths in EXAFSPAK. 

Compound CD CD  
Refined 
∆E0 

Global 
DW 

Global DW  
Refined 
∆E0 

Best Fit Best Fit 
Fix ∆E0 

Monomers 
[Mn(II)(terpy)Cl2] 2.05823 1.13745 2.08328 1.10518 0.803 0.808962 
[Mn(II)(tpa)Cl2] 2.62517 1.15038 2.69773 1.08863 0.585 0.580555 
[Mn(III)(phenylterpy)Cl3] 2.81974 1.28129 2.43139 0.741981 0.313 0.347112 

Dimers 
[Mn2(II)(µ-OAc)2(tpa)2]2+ 3.76333 0.985559 3.79276 0.978528 0.227 0.528595 
[Mn2(II)(µ-SO4)2(tpa)2] 2.30781 1.16135 2.26389 1.10982 0.183 0.223298 
[Mn2(III)(µ-O)2(tpa)2]2+ 5.52279 0.919352 5.47243 0.975716 0.452 0.734622 
[Mn2(III,IV)(µ-O)2(tpa)2]3+ 4.10749 1.99299 4.40131 2.46841 0.221 0.568810 
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Comparison of theoretical EXAFS calculated using the DM method at the 
geometry optimized and at the crystal structure coordinates. 
 

	
  
Figure S2. Non phase shift corrected FTs of the experimental (black) and theoretical EXAFS using the 
DM method at the geometry optimized (blue) and at the crystal (red) structure coordinates of 
[Mn(II)(terpy)Cl2]. 

	
  
Figure S3. Non phase shift corrected FTs of the experimental (black) and theoretical EXAFS using the 
DM method at the geometry optimized (blue) and at the crystal (red) structure coordinates of 
[Mn(II)(tpa)Cl2]. 
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Figure S4. Non phase shift corrected FTs of the experimental (black) and theoretical EXAFS using the 
DM method at the geometry optimized (blue) and at the crystal (red) structure coordinates of 
[Mn2(III)(µ-O)2(tpa)2]2+. 

 

	
  

	
  

Figure S5. χ(k) spectra of the individual multiple scattering Mn-C-N paths of [Mn(II)(terpy)Cl2]. 
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Table S11.  Comparison of path distances and DW factors of the Mn monomer fits to those calculated 
from the crystal structures using the CD method in FEFF 9, and from the geometry optimized 
structures using both the CD method in FEFF 9, and the DM method in FEFF 9 with and without 
distance refinement.  All distances and DW factors shown are the average values for each scattering 
path.  The numbers in parentheses correspond to the absolute deviation associated with each average 
value. 

Path Fit CalcXRD,CD CalcDFT,CD CalcDFT,DM CalcDFT,DM-ref 

[Mn(II)(terpy)Cl2] 
Mn-N R (Å) 2.21 2.24 (±0.02) 2.24 (±0.03) 2.24 (±0.03) 2.26 

σ2 (Å2) 0.0044 0.0038 (±1e-5) 0.0046 (±2e-5) 0.0040 (±1e-4) 0.0040 (±1e-4) 
Mn-Cl R (Å) 2.36 2.36 (±0.01) 2.34 (±5e-3) 2.34 (±5e-3) 2.35 

σ2 (Å2) 0.0025 0.0017 (±5e-6) 0.0020 (±0) 0.0028 (±2e-5) 0.0028 (±2e-5) 
Mn-Ca R (Å) 3.13,  

4.62 
3.14 (±0.05), 
4.48 (±0.04) 

3.14 (±0.04), 
4.47 (±0.03) 

3.14 (±0.04),  
4.47 (±0.03) 

3.11, 
4.67 

σ2 (Å2) 0.0061,  
0.0034 

0.0061 (±8e-6), 
0.0052 (±4e-6) 

0.0065 (±9e-6), 
0.0060 (±7e-6) 

0.0054 (±4e-4), 
0.0051 (±2e-4) 

0.0054 (±4e-4), 
0.0051 (±2e-4) 

Mn-C-N R (Å) 3.26 3.37 (±0.03) 3.36 (±0.03) 3.36 (±0.03) 3.31 
σ2 (Å2) 0.0052 0.0048 (±1e-5) 0.0056 (±1e-5) 0.0043 (±2e-4) 0.0043 (±2e-4) 

Error (reduced χ2)b 0.803 1.75 2.70  2.59 0.788 
Refined S0

2 1.006 0.791 0.769 0.791 0.987 
Error (S0

2 refined) 0.772 1.23 2.11 2.13 0.772 
[Mn(II)(tpa)Cl2] 

Mn-N R (Å) 2.27 2.33 (±0.04) 2.33 (±0.07) 2.33 (±0.07) 2.30 
σ2 (Å2) 0.0067 0.0052 (±2e-5) 0.0087 (±4e-5) 0.0080 (±3e-4) 0.0080 (±3e-4) 

Mn-Cl R (Å) 2.44 2.44 (±0.02) 2.43 (±0.04) 2.43 (±0.04) 2.42 
σ2 (Å2) 0.0025 0.0019 (±0) 0.0039 (±1e-5) 0.0051 (±4e-4) 0.0051 (±4e-4) 

Mn-Ca R (Å) 3.15,  
4.68 

3.19 (±0.07), 
4.53 (±0.05) 

3.19 (±0.07), 
4.53 (±0.05) 

3.19 (±0.07),  
4.53 (±0.05) 

3.16, 
4.73 

σ2 (Å2) 0.0026,  
0.0075 

0.0094 (±1e-5),  
0.0066 (±7e-6) 

0.0100 (±2e-5),  
0.0080 (±7e-6) 

0.0089 (±3e-4),  
0.0069 (±2e-4) 

0.0089 (±3e-4),  
0.0069 (±2e-4) 

Mn-C-N R (Å) 3.44 3.46 (±0.05) 3.46 (±0.06) 3.46 (±0.06) 3.42 
σ2 (Å2) 0.0015 0.0070 (±4e-5) 0.0100 (±5e-5) 0.0085 (±2e-4) 0.0085 (±2e-4) 

Error (reduced χ2) 0.585 2.13 1.94 2.23  0.917 
Refined S0

2 0.998 0.730 0.874 0.876 1.041 
Error (S0

2 refined) 0.562 1.31 1.83 2.14 0.889 
[Mn(III)(phenylterpy)Cl3] 

Mn-N R (Å) 2.13 2.17 (±0.06) 2.21 (±0.08) 2.21 (±0.08) 2.40 
σ2 (Å2) 0.0062 0.0070 (±3e-5) 0.0073 (±4e-5) 0.0074 (±2e-4) 0.0074 (±2e-4) 

Mn-Cl R (Å) 2.29 2.27 (±0.01) 2.29 (±0.02) 2.29 (±0.02) 2.24 
σ2 (Å2) 0.0049 0.0019 (±4e-6) 0.0017 (±4e-6) 0.0028 (±1e-4) 0.0028 (±1e-4) 

Mn-C R (Å) 2.90 3.07 (±0.07) 3.11 (±0.09) 3.11 (±0.09) 3.49 
σ2 (Å2) 0.0018 0.0063 (±1e-5) 0.0072 (±2e-5) 0.0071 (±5e-4) 0.0071 (±5e-4) 

Mn-C-Na R (Å) 4.51,  
5.06 

4.47 (±0.06), 
4.96 (±0.03) 

4.48 (±0.07), 
4.64 (±0.03) 

4.48 (±0.07), 
4.64 (±0.03) 

4.76, 
4.82 

σ2 (Å2) 0.0015,  
0.0010 

0.0086 (±2e-5),  
0.0063 (±5e-4) 

0.0087 (±3e-5),  
0.0046 (±6e-4) 

0.0083 (±2e-4),  
0.0043 (±6e-5) 

0.0083 (±2e-4),  
0.0043 (±6e-5) 

Error (reduced χ2) 0.313 2.15 2.25 1.56 1.19 
Refined S0

2 0.999 0.716 0.763 0.861 0.924 
Error (S0

2 refined) 0.301 0.610 1.38 1.33 1.10 
aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χexpt(ki) 

– χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
 
 
Table S12. Comparison of path distances and DW factors of the Mn dimer fits to those calculated from 
the crystal structures using the CD method in FEFF 9, and from the geometry optimized structures 
using both the CD method in FEFF 9, and the DM method in FEFF 9 with and without distance 
refinement. All distances and DW factors shown are the average values for each scattering path.  The 
numbers in parentheses correspond to the absolute deviation associated with each average value. 

Path Fit CalcXRD,CD CalcDFT,CD CalcDFT,DM CalcDFT,DM-ref 
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[Mn2(II)(μ-OAc)2(tpa)2]2+ 
Mn-Oa R (Å) 2.12,  

3.54 
2.12 (±0.04), 
3.59 (±0.20) 

2.13 (±0.07), 
3.49 (±0.11) 

2.13 (±0.07),  
3.49 (±0.11) 

2.05, 
3.32 

σ2 (Å2) 0.0044, 
0.0046 

0.0049 (±2e-5), 
0.0043 (±5e-6) 

0.0088 (±3e-5), 
0.0164 (±5e-6) 

0.0093 (±8e-4), 
0.0194 (±6e-5) 

0.0093 (±8e-4), 
0.0194 (±6e-5) 

Mn-N R (Å) 2.28 2.28 (±0.07) 2.27 (±0.06) 2.27 (±0.06) 2.23 
σ2 (Å2) 0.0049 0.0083 (±2e-5) 0.0082 (±1e-5) 0.0076 (±3e-4) 0.0076 (±3e-4) 

Mn-C R (Å) 3.10 3.13 (±0.05) 3.12 (±0.03) 3.12 (±0.03) 3.09 
σ2 (Å2) 0.0084 0.0071 (±9e-6) 0.0066 (±8e-6) 0.0059 (±3e-4) 0.0059 (±3e-4) 

Mn-Mn R (Å) 4.11 4.20 3.99 3.99 4.09 
σ2 (Å2) 0.0030 0.0013 0.0015 0.0036 0.0036 

Mn-C-O R (Å) 4.50 4.42 (±0.02) 4.42 (±0.02) 4.42 (±0.02) 4.48 
σ2 (Å2) 0.0037 0.0042 (±4e-5) 0.0048 (±9e-5) 0.0045 (±3e-4) 0.0045 (±3e-4) 

Error (reduced χ2)b 0.227 1.58 1.69 1.63 1.51 
Refined S0

2 0.941 0.789 0.696 0.694 0.660 
Error (S0

2 refined) 0.200 1.43 1.23 1.15 0.668 
[Mn2(II)(μ-SO4)2(tpa)2] 

Mn-Oa R (Å) 2.14,  
3.58 

2.10 (±0.03), 
3.34 (±0.02)  

2.09 (±0.04), 
3.49 (±1e-3) 

2.09 (±0.04),  
3.49 (±1e-3) 

2.12, 
4.06 

σ2 (Å2) 0.0016, 
0.0034 

0.0040 (±2e-5), 
0.0033 (±5e-6) 

0.0055 (±3e-5), 
0.0037 (±0) 

0.0054 (±3e-4), 
0.0074 (6e-5) 

0.0054 (±3e-4), 
0.0074 (6e-5) 

Mn-N R (Å) 2.33 2.30 (±0.04) 2.29 (0.08) 2.29 (±0.08) 2.32 
σ2 (Å2) 0.0029 0.0054 (±2e-5) 0.0109 (±3e-5) 0.0102 (±5e-4) 0.0102 (±5e-4) 

Mn-C R (Å) 3.14 3.15 (±0.05) 3.13 (±0.04) 3.13 (±0.04) 3.14 
σ2 (Å2) 0.0068 0.0075 (±9e-6) 0.0075 (±1e-5) 0.0066 (±3e-4) 0.0066 (±3e-4) 

Mn-Mn R (Å) 4.23 4.42 4.06 4.06 4.24 
σ2 (Å2) 0.0058 0.0013 0.0017 0.0035 0.0035 

Mn-S-O R (Å) 3.42 3.42 (±0.03) 3.44 (±0.06) 3.44 (±0.06) 4.05 
σ2 (Å2) 0.0035 0.0030 (±1e-5) 0.0063 (±5e-5) 0.0062 (±2e-4) 0.0062 (±2e-4) 

Mn-O-O R (Å) 3.91 3.86 (±0.08) 3.88 (±0.12) 3.88 (±0.12) 4.41 
σ2 (Å2) 0.0037 0.0114 (±3e-4) 0.0194 (±5e-4) 0.0191 (±5e-4) 0.0191 (±5e-4) 

Error (reduced χ2) 0.183 1.65 2.04 2.03 0.490 
Refined S0

2 0.975 0.653 0.626 0.621 0.830 
Error (S0

2 refined) 0.168 0.951 1.27 1.21 0.344 
[Mn2(III)(μ-O)2(tpa)2]2+ 

Mn-O R (Å) 1.83 1.83 (±2e-3) 1.84 (±1e-3) 1.84 (±1e-3) 1.73 
σ2 (Å2) 0.0022 0.0027 (±5e-6) 0.0021 (±0) 0.0024 (±1e-5) 0.0024 (±1e-5) 

Mn-N R (Å) 2.23 2.24 (±0.09) 2.21 (±0.10) 2.21 (±0.10) 2.08 
σ2 (Å2) 0.0280 0.0137 (±3e-5) 0.0138 (±3e-5) 0.0143 (±3e-4) 0.0143 (±3e-4) 

Mn-C R (Å) 2.98 3.03 (±0.05) 2.99 (±0.05) 2.99 (±0.05) 2.82 
σ2 (Å2) 0.0121 0.0064 (±7e-6) 0.0059 (±9e-6) 0.0062 (±2e-4) 0.0062 (±2e-4) 

Mn-Mn R (Å) 2.63 2.64 2.66 2.66 2.53 
σ2 (Å2) 0.0014 0.0013 0.0011 0.0015 0.0015 

Mn-C-N R (Å) 5.10 4.49 (±0.09) 4.42 (±0.08) 4.42 (±0.08) 4.40 
σ2 (Å2) 0.0122 0.0112 (±4e-5) 0.0110 (±4e-5) 0.0110 (±2e-4) 0.0110 (±2e-4) 

Error (reduced χ2) 0.452 4.90 5.12  4.87 1.40 
Refined S0

2 0.954 0.554 0.539 0.567 1.013 
Error (S0

2 refined) 0.419 3.68 3.91 3.92 1.36 
[Mn2(III,IV)(μ-O)2(tpa)2]3+ 

Mn-O R (Å) 1.80 1.81 (±8e-3) 1.83 (±0.04) 1.83 (±0.04) 1.78 
σ2 (Å2) 0.0049 0.0027 (±1e-5) 0.0036 (±5e-5) 0.0040 (±2e-4) 0.0040 (±2e-4) 

Mn-N R (Å) 2.02 2.10 (±0.03) 2.10 (±0.09) 2.10 (±0.09) 2.06 
σ2 (Å2) 0.0128 0.0046 (±2e-5) 0.0141 (±4e-5) 0.0145 (±3e-4) 0.0145 (±3e-4) 

Mn-C R (Å) 2.91 2.93 (±0.04) 2.92 (±0.06) 2.92 (±0.06) 2.91 
σ2 (Å2) 0.0095 0.0059 (±6e-6) 0.0064 (±1e-5) 0.0068 (±2e-4) 0.0068 (±2e-4) 

Mn-Mn R (Å) 2.63 2.63 2.66 2.66 2.63 
σ2 (Å2) 0.0021 0.0013 0.0009 0.0015 0.0015 

Mn-C-N R (Å) 3.21 3.23 (±0.04) 3.19 (±0.05) 3.19 (±0.05) 3.16 
σ2 (Å2) 0.0127 0.0065 (±6e-5) 0.0065 (±4e-5) 0.0065 (±2e-4) 0.0065 (±2e-4) 

Error (reduced χ2) 0.221 3.38 6.74 6.17 0.876 
Refined S0

2 0.943 0.485 0.223 0.234 0.726 
Error (S0

2 refined) 0.200 1.85 2.89 2.91 0.464 
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aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χexpt(ki) 

– χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
 
 
Fit parameters for the CalcDFT,DM-ref method. 
 
Tables S13-S19 give the CalcDFT,DM-ref fit parameters for each of the seven Mn 
complexes.  For the CalcDFT,DM-ref method the DW factors were fixed to be those 
calculated using the DM method and the distances were allowed to refine. 
 
Table S13.  CalcDFT,DM-ref fit parameters for [Mn(II)(terpy)Cl2].  Standard deviations for the fit values 
are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-Cl 2.35 (0.0028) 0.0028 -2.180 (0.4829) 0.788 
3 Mn-N 2.26 (0.0051) 0.0040 -2.180 
6 Mn-C 3.11 (0.0080) 0.0054 -2.180 
7 Mn-C 4.67 (0.0199) 0.0051 -2.180 
12 Mn-C-N 3.31 (0.0173) 0.0043 -2.180 
 
Table S14.  CalcDFT,DM-ref fit parameters for [Mn(II)(tpa)Cl2].  Standard deviations for the fit values are 
given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-Cl 2.42 (0.0038) 0.0051 -4.545 (0.4212) 0.917 
4 Mn-N 2.30 (0.0080) 0.0080 -4.545 
9  Mn-C 3.16 (0.0075) 0.0089 -4.545 
6 Mn-C 4.73 (0.0210) 0.0069 -4.545 
18 Mn-C-N 3.42 (0.0197) 0.0085 -4.545 
 
Table S15.  CalcDFT,DM-ref fit parameters for [Mn(III)(phenylterpy)Cl3].  Standard deviations for the fit 
values are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
3 Mn-Cl 2.24 (0.0020) 0.0028 -11.478 (0.414) 1.19 
3 Mn-N 2.40 (0.0088) 0.0074 -11.478 
6 Mn-C 3.49 (0.0157) 0.0071 -11.478  
8  Mn-C-N 4.76 (0.0606) 0.0083 -11.478  
10 Mn-C-N 4.82 (0.0368) 0.0043 -11.478 
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Table S16.  CalcDFT,DM-ref fit parameters for [Mn2(II)(µ-OAc)2(tpa)2]2+.  Standard deviations for the fit 
values are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 2.05 (0.0116) 0.0093 -0.015 (0.5485) 1.51 
2 Mn-O 3.32 (0.5653) 0.0194 -0.015 
4 Mn-N 2.23 (0.0084) 0.0076 -0.015 
12  Mn-C 3.09 (0.0061) 0.0059 -0.015 
1 Mn-Mn 4.09 (0.0149) 0.0036 -0.015 
8  Mn-C-O 4.48 (0.0208) 0.0045 -0.015 
 
Table S17.  CalcDFT,DM-ref fit parameters for [Mn2(II)(µ-SO4)2(tpa)2].  Standard deviations for the fit 
values are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 2.12 (0.0050) 0.0054 0.670 (0.2384) 0.490 
2 Mn-O 4.06 (0.0404) 0.0074 0.670 
4 Mn-N 2.32 (0.0065) 0.0102 0.670 
9 Mn-C 3.14 (0.0049) 0.0066 0.670 
1 Mn-Mn 4.24 (0.0144) 0.0035 0.670 
4 Mn-S-O 4.05 (0.0568) 0.0062 0.670 
8 Mn-O-O 4.41 (0.2528) 0.0191 0.670 
	
  
Table S18.  CalcDFT,DM-ref fit parameters for [Mn2(III)(µ-O)2(tpa)2]2+.  Standard deviations for the fit 
values are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 1.73 (0.0069) 0.0024 -20.900 (2.08) 1.40 

 4 Mn-N 2.08 (0.0150) 0.0143 -20.900 
9 Mn-C 2.82 (0.0119) 0.0062 -20.900 
1 Mn-Mn 2.53 (0.0077) 0.0015 -20.900 
16  Mn-C-N 4.40 (0.0436) 0.0110 -20.900 
 
Table S19.  CalcDFT,DM-ref fit parameters for [Mn2(III,IV)(µ-O)2(tpa)2]3+.  Standard deviations for the fit 
values are given in parentheses. 

N Path R (Å) σ2 (Å2) ∆E0 (eV) Reduced χ2 
2 Mn-O 1.78 (0.0051) 0.0040 4.528 (0.3908) 0.876 
4 Mn-N 2.06 (0.0106) 0.0145 4.528 
9 Mn-C 2.91 (0.0063) 0.0068 4.528 
1 Mn-Mn 2.63 (0.0042) 0.0015 4.528 
18 Mn-C-N 3.16 (0.0156) 0.0065 4.528 
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Comparison of the Fit method and the CalcDFT,CD method using Debye 
Temperatures corresponding to a sum of calculated values, 1000 K, and an 
average of calculated values. 

 

Table S20.  Comparison of path distances and DW factors of the Mn monomer fits to those calculated 
from the geometry optimized structures using the CD method in FEFF 9 using Debye Temperatures 
(DT) corresponding to a sum of calculated values, 1000 K, and an average of calculated values, 
respectively.  All distances and DW factors shown are the average values for each scattering path.  The 
numbers in parentheses correspond to the absolute deviation associated with each average value. 

Path Fit CalcDFT,CD 
Sum DT 

CalcDFT,CD 
DT = 1000 K 

CalcDFT,CD 
Average DT 

[Mn(II)(terpy)Cl2] 
Mn-N R (Å) 2.21 2.24 (±0.03) 2.24 (±0.03) 2.24 (±0.03) 

σ2 (Å2) 0.0044 0.0046 (±2e-5) 0.0039 (±1e-5) 0.0201 (±9e-5) 
Mn-Cl R (Å) 2.36 2.34 (±5e-3) 2.34 (±5e-3) 2.34 (±5e-3) 

σ2 (Å2) 0.0025 0.0020 (±0) 0.0017 (±0) 0.0101 (±5e-6) 
Mn-Ca R (Å) 3.13,  

4.62 
3.14 (±0.04), 
4.47 (±0.03) 

3.14 (±0.04), 
4.47 (±0.03) 

3.14 (±0.04), 4.47 
(±0.03) 

σ2 (Å2) 0.0061,  
0.0034 

0.0065 (±9e-6), 
0.0060 (±7e-6) 

0.0056 (±9e-6), 
0.0051 (±7e-6) 

0.0246 (±4e-5), 
0.0238 (±3e-5) 

Mn-C-N R (Å) 3.26 3.36 (±0.03) 3.36 (±0.03) 3.36 (±0.03) 
σ2 (Å2) 0.0052 0.0056 (±1e-5) 0.0047 (±1e-5) 0.0241 (±6e-5) 

Error (reduced χ2)b 0.803 2.70 2.98 4.54 
[Mn(II)(tpa)Cl2] 

Mn-N R (Å) 2.27 2.33 (±0.07) 2.33 (±0.07) 2.33 (±0.07) 
σ2 (Å2) 0.0067 0.0087 (±4e-5) 0.0075 (±3e-5) 0.0308 (±2e-4) 

Mn-Cl R (Å) 2.44 2.43 (±0.04) 2.43 (±0.04) 2.43 (±0.04) 
σ2 (Å2) 0.0025 0.0039 (±1e-5) 0.0033 (±1e-5) 0.0153 (±7e-5) 

Mn-Ca R (Å) 3.15,  
4.68 

3.19 (±0.07), 
4.53 (±0.05) 

3.19 (±0.07), 
4.53 (±0.05) 

3.19 (±0.07), 4.53 
(±0.05) 

σ2 (Å2) 0.0026,  
0.0075 

0.0100 (±2e-5),  
0.0080 (±7e-6) 

0.0087 (±1e-5),  
0.0066 (±1e-5) 

0.0356 (±9e-5),  
0.0333 (±5e-5) 

Mn-C-N R (Å) 3.44 3.46 (±0.06) 3.46 (±0.06) 3.46 (±0.06) 
σ2 (Å2) 0.0015 0.0100 (±5e-5) 0.0085 (±4e-5) 0.0362 (±3e-4) 

Error (reduced χ2) 0.585 1.94 1.97 4.87 
[Mn(III)(phenylterpy)Cl3] 

Mn-N R (Å) 2.13 2.21 (±0.08) 2.21 (±0.08) 2.21 (±0.08) 
σ2 (Å2) 0.0062 0.0073 (±4e-5) 0.0075 (±4e-5) 0.0218 (±2e-4) 

Mn-Cl R (Å) 2.29 2.29 (±0.02) 2.29 (±0.02) 2.29 (±0.02) 
σ2 (Å2) 0.0049 0.0017 (±4e-6) 0.0018 (±4e-6) 0.0092 (±2e-5) 

Mn-C R (Å) 2.90 3.11 (±0.09) 3.11 (±0.09) 3.11 (±0.09) 
σ2 (Å2) 0.0018 0.0072 (±2e-5) 0.0075 (±2e-5) 0.0242 (±8e-5) 

Mn-C-Na R (Å) 4.51,  
5.06 

4.48 (±0.07), 
4.64 (±0.03) 

4.48 (±0.07), 
4.64 (±0.03) 

4.48 (±0.07), 4.64 
(±0.03) 

σ2 (Å2) 0.0015,  
0.0010 

0.0087 (±3e-5),  
0.0046 (±6e-4) 

0.0090 (±3e-5),  
0.0050 (±6e-4) 

0.0260 (±2e-4),  
0.0247 (±3e-3) 

Error (reduced χ2) 0.313 2.25 2.14 2.99 
aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χexpt(ki) 

– χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
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Table S21.  Comparison of path distances and DW factors of the Mn dimer fits to those calculated 
from the geometry optimized structures using the CD method in FEFF 9 using Debye Temperatures 
(DT) corresponding to a sum of calculated values, 1000 K, and an average of calculated values, 
respectively.  All distances and DW factors shown are the average values for each scattering path.  The 
numbers in parentheses correspond to the absolute deviation associated with each average value. 

Path Fit CalcDFT,CD 
Sum DT 

CalcDFT,CD 
DT = 1000 K 

CalcDFT,CD 
Average DT 

[Mn2(II)(μ -OAc)2(tpa)2]2+ 

Mn-Oa R (Å) 2.12,  
3.54 

2.13 (±0.07), 
3.49 (±0.11) 

2.13 (±0.07), 
3.49 (±0.11) 

2.13 (±0.07), 3.49 
(±0.11) 

σ2 (Å2) 0.0044, 
0.0046 

0.0088 (±3e-5), 
0.0164 (±5e-6) 

0.0082 (±3e-5), 
0.0158 (±0) 

0.0263 (±2e-4), 
0.0336 (±5e-6) 

Mn-N R (Å) 2.28 2.27 (±0.06) 2.27 (±0.06) 2.27 (±0.06) 
σ2 (Å2) 0.0049 0.0082 (±1e-5) 0.0075 (±1e-5) 0.0279 (±9e-5) 

Mn-C R (Å) 3.10 3.12 (±0.03) 3.12 (±0.03) 3.12 (±0.03) 
σ2 (Å2) 0.0084 0.0066 (±8e-6) 0.0059 (±7e-6) 0.0286 (±5e-5) 

Mn-Mn R (Å) 4.11 3.99 3.99 3.99 
σ2 (Å2) 0.0030 0.0015 0.0013 0.0093 

Mn-C-O R (Å) 4.50 4.42 (±0.02) 4.42 (±0.02) 4.42 (±0.02) 
σ2 (Å2) 0.0037 0.0048 (±9e-5) 0.0040 (±8e-4) 0.0279 (±5e-4) 

Error (reduced χ2)b 0.227 1.69 1.83 1.70 
[Mn2(II)(μ -SO4)2(tpa)2] 

Mn-Oa R (Å) 2.14,  
3.58 

2.09 (±0.04), 
3.49 (±1e-3) 

2.09 (±0.04), 
3.49 (±1e-3) 

2.09 (±0.04), 3.49 
(±1e-3) 

σ2 (Å2) 0.0016, 
0.0034 

0.0055 (±3e-5), 
0.0037 (±0) 

0.0046 (±3e-5), 
0.0028 (±0) 

0.0241 (±2e-4), 
0.0223 (±0) 

Mn-N R (Å) 2.33 2.29 (0.08) 2.29 (0.08) 2.29 (0.08) 
σ2 (Å2) 0.0029 0.0109 (±3e-5) 0.0099 (±2e-5) 0.0321 (±2e-4) 

Mn-C R (Å) 3.14 3.13 (±0.04) 3.13 (±0.04) 3.13 (±0.04) 
σ2 (Å2) 0.0068 0.0075 (±1e-5) 0.0065 (±8e-6) 0.0314 (±6e-5) 

Mn-Mn R (Å) 4.23 4.06 4.06 4.06 
σ2 (Å2) 0.0058 0.0017 0.0013 0.0100 

Mn-S-O R (Å) 3.42 3.44 (±0.06) 3.44 (±0.06) 3.44 (±0.06) 
σ2 (Å2) 0.0035 0.0063 (±5e-5) 0.0057 (±4e-5) 0.0193 (±3e-4) 

Mn-O-O R (Å) 3.91 3.88 (±0.12) 3.88 (±0.12) 3.88 (±0.12) 
σ2 (Å2) 0.0037 0.0194 (±5e-4) 0.0183 (±4e-4) 0.0445 (±3e-3) 

Error (reduced χ2) 0.183 2.04 2.33 1.25 
[Mn2(III)(μ -O)2(tpa)2]2+ 

Mn-O R (Å) 1.83 1.84 (±1e-3) 1.84 (±1e-3) 1.84 (±1e-3) 
σ2 (Å2) 0.0022 0.0021 (±0) 0.0027 (±0) 0.0128 (±5e-6) 

Mn-N R (Å) 2.23 2.21 (±0.10) 2.21 (±0.10) 2.21 (±0.10) 
σ2 (Å2) 0.0280 0.0138 (±3e-5) 0.0145 (±4e-5) 0.0266 (±2e-4) 

Mn-C R (Å) 2.98 2.99 (±0.05) 2.99 (±0.05) 2.99 (±0.05) 
σ2 (Å2) 0.0121 0.0059 (±9e-6) 0.0067 (±9e-6) 0.0204 (±4e-5) 

Mn-Mn R (Å) 2.63 2.66 2.66 2.66 
σ2 (Å2) 0.0014 0.0011 0.0013 0.0063 

Mn-C-N R (Å) 5.10 4.42 (±0.08) 4.42 (±0.08) 4.42 (±0.08) 
σ2 (Å2) 0.0122 0.0110 (±4e-5) 0.0118 (±4e-5) 0.0261 (±2e-4) 

Error (reduced χ2) 0.452 5.12 4.98 4.90 
[Mn2(III,IV)(μ -O)2(tpa)2]3+ 

Mn-O R (Å) 1.80 1.83 (±0.04) 1.83 (±0.04) 1.83 (±0.04) 
σ2 (Å2) 0.0049 0.0036 (±5e-5) 0.0043 (±7e-5) 0.0130 (±3e-4) 

Mn-N R (Å) 2.02 2.10 (±0.09) 2.10 (±0.09) 2.10 (±0.09) 
σ2 (Å2) 0.0128 0.0141 (±4e-5) 0.0150 (±6e-5) 0.0253 (±3e-4) 
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Mn-C R (Å) 2.91 2.92 (±0.06) 2.92 (±0.06) 2.92 (±0.06) 
σ2 (Å2) 0.0095 0.0064 (±1e-5) 0.0075 (±1e-5) 0.0195 (±6e-5) 

Mn-Mn R (Å) 2.63 2.66 2.66 2.66 
σ2 (Å2) 0.0021 0.0009 0.0013 0.0057 

Mn-C-N R (Å) 3.21 3.19 (±0.05) 3.19 (±0.05) 3.19 (±0.05) 
σ2 (Å2) 0.0127 0.0065 (±4e-5) 0.0076 (±6e-5) 0.0201 (±2e-4) 

Error (reduced χ2) 0.221 6.74 6.18 3.91 
aTwo paths of this type were included in the fit to the data.  The corresponding distances and DW 
factors are separated by commas. 
bA measure of the error value between the experimental data and the EXAFS calculated via each 
method, where reduced χ2  = F/(# of points – # of variables) and F = Σi [ki

3/(Σj kj
3 |χexpt(kj)|)]2[χexpt(ki) 

– χcalc(ki)]2.  In the case of the fit the error is between the data and the final fit to the data. 
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Experimental and theoretical EXAFS calculated including Debye temperatures 
determined using the average of the first shell Mn-L stretching frequencies for 
the CalcDFT,CD method. 
 

 

Figure S6. Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9 and the 
corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), [Mn(II)(tpa)Cl2] (C and 
D), and [Mn(III)(phenylterpy)Cl3] (E and F).  The calculations for the spectra using the CalcDFT,CD 
method included Debye temperatures determined using the average of the first shell Mn-L stretching 
frequencies. 
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Figure S7. Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9 and the 
corresponding non phase shift corrected FTs of [Mn2(II)(µ-OAc)2(tpa)2]2+ (A and B), [Mn2(II)(µ-
SO4)2(tpa)2] (C and D), [Mn2(III)(µ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(µ-O)2(tpa)2]3+ (G and H).  
The calculations for the spectra using the CalcDFT,CD method included Debye temperatures determined 
using the average of the first shell Mn-L stretching frequencies. 
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Fits to the EXAFS data using the CalcDFT,DM-ref method.	
  
	
  

	
  
Figure S8. Experimental (black) and CalcDFT,DM-ref fits (purple) to the χ(k) spectra and the 
corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), [Mn(II)(tpa)Cl2] (C and 
D), and [Mn(III)(phenylterpy)Cl3] (E and F). 
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Figure S9. Experimental (black) and CalcDFT,DM-ref fits (purple) to the χ(k) spectra and the 
corresponding non phase shift corrected FTs of [Mn2(II)(µ-OAc)2(tpa)2]2+ (A and B), [Mn2(II)(µ-
SO4)2(tpa)2] (C and D), [Mn2(III)(µ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(µ-O)2(tpa)2]3+ (G and H). 
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Fits to the EXAFS data allowing S0
2 to refine. 

 

	
  
Figure S10. Experimental (black) and fits (red) to the χ(k) spectra allowing S0

2 to refine and the 
corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), [Mn(II)(tpa)Cl2] (C and 
D), and [Mn(III)(phenylterpy)Cl3] (E and F). 
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Figure S11. Experimental (black) and fits (red) to the χ(k) spectra allowing S0

2 to refine and the 
corresponding non phase shift corrected FTs of [Mn2(II)(µ-OAc)2(tpa)2]2+ (A and B), [Mn2(II)(µ-
SO4)2(tpa)2] (C and D), [Mn2(III)(µ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(µ-O)2(tpa)2]3+ (G and H). 
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Experimental and theoretical EXAFS calculated allowing S0
2 to refine. 

	
  

	
  
Figure S12. Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9 allowing S0

2 to 
refine and the corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), 
[Mn(II)(tpa)Cl2] (C and D), and [Mn(III)(phenylterpy)Cl3] (E and F).  The calculations for the spectra 
using the CalcDFT,CD method included Debye temperatures determined using the sum of the first shell 
Mn-L stretching frequencies. 
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Figure S13. Experimental (black) and theoretical χ(k) spectra calculated using FEFF 9 allowing S0

2 to 
refine and the corresponding non phase shift corrected FTs of [Mn2(II)(µ-OAc)2(tpa)2]2+ (A and B), 
[Mn2(II)(µ-SO4)2(tpa)2] (C and D), [Mn2(III)(µ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(µ-O)2(tpa)2]3+ 
(G and H).  The calculations for the spectra using the CalcDFT,CD method included Debye temperatures 
determined using the sum of the first shell Mn-L stretching frequencies. 
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Fits to the EXAFS using the CalcDFT,DM-ref method and allowing S0
2 to refine. 

	
  

	
  
Figure S14. Experimental (black) and CalcDFT,DM-ref fits (purple) to the χ(k) spectra allowing S0

2 to 
refine and the corresponding non phase shift corrected FTs of [Mn(II)(terpy)Cl2] (A and B), 
[Mn(II)(tpa)Cl2] (C and D), and [Mn(III)(phenylterpy)Cl3] (E and F). 
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Figure S15. Experimental (black) and CalcDFT,DM-ref fits (purple) to the χ(k) spectra allowing S0

2 to 
refine and the corresponding non phase shift corrected FTs of [Mn2(II)(µ-OAc)2(tpa)2]2+ (A and B), 
[Mn2(II)(µ-SO4)2(tpa)2] (C and D), [Mn2(III)(µ-O)2(tpa)2]2+ (E and F), and [Mn2(III,IV)(µ-O)2(tpa)2]3+ 
(G and H). 
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Computational OEC models used for EXAFS Calculations. 
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Mn-Mn and Mn-ligand distances of the four XFEL data sets (4UB8 monomer A, 
4UB8 monomer a, 4UB6 monomer A, 4UB6 monomer a) 
 

	
  
4UB8 
mon. A 

4UB8 
mon. a 

4UB6 
mon. A 

4UB6 
mon. a 

Mn1-Mn2 2.736 2.680 2.669 2.613 
Mn1-Mn3 3.268 3.105 3.238 3.183 
Mn1-Mn4 4.969 4.893 4.953 4.972 
Mn2-Mn3 2.726 2.708 2.701 2.670 
Mn2-Mn4 5.210 5.274 5.168 5.176 
Mn3-Mn4 2.883 2.914 2.862 2.830 
Mn1-O1 1.815 1.732 1.853 1.796 
Mn1-O3 1.798 1.800 1.943 1.935 
Mn1-O5 2.697 2.693 2.698 2.723 
Mn1-Asp342 2.257 2.249 2.156 2.193 
Mn1-Glu189 1.811 1.808 1.779 1.765 
Mn1-His332 2.127 2.164 2.081 2.110 
average Mn1-ligand 2.084 2.074 2.085 2.087 
Mn2-O1 1.879 1.825 1.834 1.717 
Mn2-O2 1.834 1.830 1.902 1.739 
Mn2-O3 2.008 2.071 1.949 2.064 
Mn2-CP43-Glu354 2.098 2.091 2.115 2.074 
Mn2-Ala344 1.971 1.856 1.921 1.848 
Mn2-Asp342 2.159 2.154 2.135 2.194 
average Mn2-ligand 1.991 1.971 1.976 1.939 
Mn3-O2 2.000 2.002 1.779 1.805 
Mn3-O3 2.143 2.015 2.081 1.990 
Mn3-O4 1.891 1.876 1.915 1.918 
Mn3-O5 2.316 2.296 2.173 2.015 
Mn3-Glu333 2.038 2.076 2.032 2.079 
Mn3-CP43-Glu354 2.156 2.117 2.120 2.118 
average Mn3-ligand 2.091 2.064 2.017 1.987 
Mn4-O4 2.049 2.033 1.944 2.042 
Mn4-O5 2.384 2.327 2.319 2.295 
Mn4-Asp170 2.002 1.999 2.054 2.081 
Mn4-Glu333 2.060 2.095 2.068 2.103 
Mn4-W1 2.258 2.245 2.338 2.154 
Mn4-W2 2.137 2.135 2.136 1.973 
average Mn4-ligand 2.148 2.139 2.143 2.108 
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Figure S16. Comparison of the experimental S1-state FT to the predicted EXAFS 
using the XFEL structure and using the XFEL structure with exclusion of O5 
contributions.  
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EXAMPLE FEFF7 INPUT FILE USING THE CD MODEL 
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EXAMPLE FEFF9 INPUT FILE USING THE CD MODEL 
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EXAMPLE FEFF9 INPUT FILE USING THE DMDW MODEL 
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Explanation of the FEFF input file using the DM model: 

The calculation using the DM model requires a .dym file (here called feff.dym) 

that contains the numerical frequencies from the ORCA frequency calculation.  The 

DEBYE card is structured as follows (for more information see FEFF 9 manual): 

DEBYE Temp Debye_Temp [DW_Opt [dymFile DMDW_Order DMDW_Type DMDW_Route]] 

Thus the input file for the calculation in the above figure uses a temperature of 10 K, 

and a Debye temperature of 1000 K.  The value of 5 for Dym_Opt indicates that the 

DM model should be used to calculate DW factors (using the DMDW code and the 

dymfile file feff.dym). DMDW_Order value of 6 indicates that a Lanczos recursion 

order of 6 should be used (well converged results are usually obtained for 

DMDW_Order values between 6 and 10, default value is 2). DMDW_Type value of 0 

indicates that the type of the DW calculation should be Parallel s2 (default). 

DMDW_Route selects which paths should be calculated independently in the DMDW 

module.  DMDW_Route values are as follows: 

1 = all SS paths from the photoabsorber. 

2 = all SS + all DS paths from the photoabsorber. 

3 = all SS + all DS + all TS paths from the photoabsorber 

11 = all SS paths 

12 = all SS + all DS paths 

13 = all SS + all DS + all TS paths 

Creating the .dym file and running the FEFF calculation using the DM model: 

The ORCA frequency calculation is run by including “! NumFreq” in the header 

of the ORCA input file.  The relevant files from the completed frequency calculation 

are the .out and .hess files (the .hess file contains the ORCA hessian that has all of the 

numerical frequencies from the calculation).   
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The numerical frequencies in the ORCA hessian are converted into a format 

similar to that of the FEFF 9 .dym file using a bash script written in house. 
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