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1 Introduction

Let X = {X(t),t € R} } be a stochastic process with values in R%, d > 1, and let k& > 2 be an integer.
A point 2 € R? is called a k-multiple point of X if there exist k distinct times ¢1,..., t, € R, such
that

X(t)=...=X(ty) = =.

Denote by M}, the set of k-multiple points of X. If k = 2, then x is also called a double point of X.
The existence of multiple points (or intersections) has been intensely studied for Brownian motion and
more general Lévy processes in the literature (see [213L4L5L[7L8I5LI719] and the references therein).

In the present paper we focus on the Hausdorff dimension of the set of double points for a symmetric
operator stable Lévy process in R?, where d > 2. A Lévy process X = {X(t),t € R, } with values in
R is called operator stable if the distribution v of X (1) is full (i.e., not supported on any (d — 1)-
dimensional hyperplane) and there exists a linear operator B on R? such that v* = tBy for all t > 0,
where v denotes the ¢-fold convolution power of the infinitely divisible law v and tBv(dz) = v(t~Bdx)
is the image measure of v under the linear operator ¢2®. The operator B is called a stability exponent
of X. We refer to [16] for more information on operator stable laws.

Our first result gives a general formula for the Hausdorff dimension of the set of k-multiple points
for a symmetric Lévy process X = {X(¢),t € Ry} in terms of its characteristic exponent ¥. See
Section 2 for the terminology.
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Theorem 1 Let X = {X(t),t € Ry} be a symmetric, absolutely continuous Lévy process with values
in R (d>1) and Lévy exponent W. Then for any k > 2 we have

k
H dg<oo

dimyg My = d — inf ﬂG(O,d):/
RAd 1+||Zz L &ll?;

almost surely, where & == (£1,...,&) € RF and & € R? for i = 1, ..., k. If the integral above is infinite
for all 8 € (0,d), then dimyg My =0 a.s.

Next we apply Theorem [Il to a symmetric operator stable Lévy process with stability exponent B. To
this end, we factor the minimal polynomial of B into g;(z) - - - ¢p(x), where all the roots of ¢;(z) have
real parts a; and a; < a; for i < j. Define V; = Ker(¢;(B)) and d; = dim(V;). Then dy +---+d, =d
and Vi @ --- @V, is a direct sum decomposition of R? into B-invariant subspaces. We may write
B =B, @ ---® Bp, where B;: V; — V; and every eigenvalue of B; has real part equal to a;. For
j=1,...,dand [l =1,...,p denote a; = al_l whenever Zi;(l) d;<j< Zé:o d;, where dgy := 0. We then
have aq > ... > ag, and note that 0 < a; < 2 in view of [I6, Theorem 7.2.1]. Our second theorem,
which is the main result of the paper, provides an explicit formula for the Hausdorff dimension of My
in terms of the exponents o;.

Theorem 2 Let X = {X(t),t € Ry} be a symmetric operator stable Lévy process in RY with stability
exponent B and let Ma be the set of double points of X.

(a) If d =2 then
1 1 2
dimyg M5 = min{al (2 - — = —) , 200 — 2} a.s.

aq Q2

(b) If d =3 then

where a negative dimension means that My = (). Furthermore, My = 0 for all d > 4.

Theorem [ is more general than Theorem 1 in [19], where B is assumed to be a diagonal matrix
with entries on the diagonal a; € (1,2) (1 < j < d). Also, the methods used in [19] are probabilistic in
nature and they provide formulas for all £ > 2. Our approach is analytical and it extends the results of
[19] to the whole family of symmetric operator stable Lévy processes in the case k = 2. In addition, we
provide a necessary and sufficient condition for the existence of double points of symmetric operator
stable Lévy processes in terms of the exponents «;, see Theorem [5l and Theorem [7] below. The latter
also reveals some subtle behavior when B is not a diagonal matrix. Adapting our techniques to the
case k > 3 is more involved and will be dealt with separately.

The paper is organized as follows. In Section 2 we give definitions and some facts concerning
operator stable Lévy processes and we prove Theorem [Il In Sections 3 and 4 we focus on the double
points problems for d = 2 and d = 3, respectively.

Throughout the rest of the paper, C' will denote a positive constant, whose value may change in
each appearance.

2 Preliminaries
A stochastic process X = {X (t),t € R, } with values in R? is called a Lévy process if X has stationary

and independent increments, X (0) = 0 a.s. and ¢ — X (¢) is continuous in probability. We refer to the
books [1I[18] for systematic accounts on Lévy processes.
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It is known that the finite-dimensional distributions of X are determined by the characteristic

function
E[e!& X)) = ¢~ (@) v >,

where ¥: R? — C is given by the Lévy-Khintchine formula and is called the characteristic or Lévy
exponent of X.

A Lévy process X is said to be symmetric if —X and X have the same finite-dimensional distri-
butions. In such a case, ¥(£) > 0 for all £ € R?. Using the terminology in [I0,11], we say that X is
absolutely continuous, if for all t > 0, the function & — e~ (&) is in L'(RY).

The following theorem gives a necessary and sufficient condition for the existence of k-multiple
points for a symmetric, absolutely continuous Lévy process in terms of its characteristic exponent.
See [BLI5L6L14] for appropriate conditions in terms of the potential density.

Theorem 3 Let X = {X(t),t € Ry} be a symmetric, absolutely continuous Lévy process with values
in RY (d > 1) and characteristic exponent W. Then X has k-multiple points if and only if

k
1 _
/Rd“f“ ]1;[1 1+0(& — €j)d§ =

where € := (&1,...,&_1) €ERIFD &, c R fori=1,....k—1, and & = &, := 0.

Proof. The existence of k-multiple points of X is equivalent with the existence of intersections of &
independent copies of X, see [15, Proof of Theorem 1]|. Furthermore, since X is symmetric, by [11}
Theorem 2.1] X is also weakly unimodal. Hence, by [1I0, Remark 6.6], k¥ independent copies of X

intersect if and only if
k—1

1
dv < 0.
/Rdwm L+ 0 (X5 v)) El 1+ W (v;)

Applying the change of variables v; = & — &1, j = 1,...,k — 1, where &, := 0, we obtain the desired
result. 0

According to Theorem [ a symmetric, absolutely continuous Lévy process X in R? with Lévy
exponent ¥ has double points if and only if

() e

Since ¥ (&) < [|€]|? for all ||£]| large enough, the above condition does not hold when d > 4, which
immediately implies the last statement of Theorem

Proof of Theorem [1. Let X be a symmetric, absolutely continuous Lévy process in R? and let
X1, ..., Xi be k independent copies of X. For any z1,z2, ..., 7, € RY let X;(t) = z; + X;(t)
forall t >0 and 1 < j <k. Thus, X; = {X;(¢),t > 0} is a Lévy process starting from z;,.

Denote by Mk the set of intersections of X1, ..., )N(k, ie.,
—_— k ~
My = ()X ([0,0)).
i=1

Each X; has a one-potential density u: R? — R satisfying u(0) > 0. Indeed, by the symmetry, the
transition density of X; satisfies

pt(o) = /]Rd (pt/g(I))QdI > 0.
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By [I4, Theorem 1.5], we can derive that, for x1,..., 2, in a small neighborhood of the origin, the
formula of Theorem [I] holds for dimgyg Mk Therefore, it is enough to show that dimy M) = dimg Mk
almost surely. This last property is part of the folklore for Lévy processes and has already been applied
by e.g., [7, p. 85] or [19, Section 3|. However, as pointed out in [I5, p. 510], the equality needs some
rigorous justification in our general context.

Since the idea is similar to the argument in the proof of [I5, Theorem 1], we only provide the
main steps of our proof. For a positive integer N and « € (0,2) let Y, n be an N-parameter additive
a-stable process with values in R? (cf. [I0,14]), independent of X, X1,...,X%. By [12, Corollary 3.4,
see also Section 4], for any Borel set F' C R? we have

dimyg F = d — inf {Na > 0: P(F N Y, n(RY)) > 0}. (1)

For 0 < s < t, let X([s,t]) denotes the path of X on the time interval [s,t]. The following conditions

are equivalent.

(i) P(Mg N Yo n(RY)) > 0.

(ii) There exist a constant s > 0 and a neighborhood U of 0 in R? such that for any (initial states of
X;) x1,...,x; € U and r > 0 we have

k
P(YQ,N(M) N () Xi((0, s]) # 0, Xi(s) € BO,7), i = 1,..., k) > 0.
=1

(iii) There exist a constant s > 0 and positive real numbers a1, ..., a_1 satisfying a; > a;—1+2, ag = 0,
such that

k-1
IP’(YOHN(Rf) N ﬂ X (ais, (a; +1)s]) # (Z)) > 0.
i=0

The equivalence between (i) and (ii) follows from the fact that p,(0) > 0 for all ¢ > 0. Indeed, by the
lower semicontinuity of p¢, for any ¢ > 0 there exists a neighborhood U of 0 such that for all x,y € U
we have p;(z —y) > 0, see also [I5], Proof of Theorem 3]. The equivalence between (ii) and (iii) can be
proved using similar techniques as in [I5, Proof of Theorem 1]. Finally, Condition (iii) is equivalent
with P(MzNY,, n(RY)) > 0. This, () and the Borel-Cantelli argument in [I5], p. 511] yield Theorem![Il

O

Let X be an operator stable Lévy process in R? with stability exponent B, where d > 2. It is
well-known that there exists a real invertible d X d matrix P such that

B =PDP™!,
where D is a real d x d matrix of the form
J0...0
0Jy...0
D= N (2)
00...Jp

and each block J;, i =1, ..., p, is of the form

a0 0...0 Co0o0...0
1a 0...0 I C O0...0
01 a...0 or 01 C...0 (3)
0...0 1 a 0...0 I C
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where a is a real eigenvalue of B in the first case, and in the second case

C = <‘Z _ab) and I = ((1)(1)) (4)

where a£1b is a complex conjugate pair of eigenvalues of B. Using the notation from the Introduction,
the size of J; is equal to d; and a; is the real part of the corresponding eigenvalue of J;. Recall also
that a; = a; ' whenever Zi;é d;<j< Zi:o d;, where dg :=0,j=1,...,dand | =1, ..., p.

If X is symmetric, then the Lévy exponent ¥ of X is nonnegative, and by [IT7, Theorem 4.2] the
following condition holds: for every € > 0, there exists a constant 7 > 1 such that

K1 K[l
d = = ~d .
I3(§ Zj:l €51 L+¥() Zj:l €51

for all ¢ € R? with [|¢]| > 7, where K > 1 is a constant which depends on € and 7 only.

()

3 Double points problem for d = 2

Throughout this section, X is a symmetric operator stable Lévy process in R? with Lévy exponent ¥
and stability exponent B whose eigenvalues have real parts 041_1 , Oy ! as explained in Section [
To prove Part (a) of Theorem 2] we apply Theorem [I] to X using the estimate (&l). Let

A={(z,y) eR*xR?: |z| > 1,|y| > 1},

and let
1. // dxdy
g A (L4 oy +31]P + 22 + y2]P) (|10 + |o2]@2)(Jyr[*r + [ya|*2)

By Theorem[I] (B) and by Lemma 2] below, we have

dimyg Mo =2 —inf {8 € (0,2) : Ig < o0} a.s. (6)
Therefore, Part (a) of Theorem [2is an immediate consequence of (6l) and Theorem [ below.

Theorem 4 If2—1/aq —1/ag > 0 then
2
inf{ﬁ>O:I,3<oo}=max{3+ﬂ—2a1,2+2—2a2}. (7)
a2 aq

If2—1/a; —1/as <0, then Iz = oo for any B > 0. Thus dimg M2 =0 a.s.
Proof. We divide the proof into two parts. Part (i) considers the case when both a3 and as are not
integers. Part (ii) deals with the remaining cases [i.e., 1 = a2 = 2 and a1 = 2,a3 = 1], where an
extra factor of Ink or Inn may appear in upper bounds for the integrals in (II)—(I4]) below. Since

only slight modifications will be needed to prove (), we will not provide all the details.
Part (i): For k,n € N denote by Ay, the set

{(z,y)€R2xR2: |x|>1,|y|>1,k—1§|x1+y1|<k,n—1§|x2+y2|<n}.

We have Ig < oo if and only if

ii 1 // dxdy . ®)
kP +nf ) Ja,, (o + [w2]@2)(jy|*r + [y2]*2) '

k=1n=1

Furthermore, we can assume that |z1],|z2| > 1 and y1,y2 > 1. We then have

lyr — k[ Alyr — b+ 1] < 21| < y1 + K,
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ly2 = n[ Alyz —n+ 1] < |z2| S g2 +n.
The first estimate follows from the inequalities
—p1—k<o < -y —k+1,

or
—y1+k—-1<z < -y +k,

for the second one the argument is similar. Furthermore, we may assume that |z1]| > |y1 — k|, |z2| >
ly2 — n| and |y1 — k| + |y2 —n| > C > 0. Therefore, the double series in (§) is bounded from below by

Z Z / / dyrdys
k5+n5 (y1 + k)2 + (y2 +n)o2) (Y7 +y52)’

k=1n=1

and from above by

dy
;; ke +”‘3 / L (yr = ko + |y2 — nfe2) (1™ +y5?)

Bin = {y € R* :min{y1,y2, [y — k[, [y —n|} > 1}
To estimate ([0, we may assume that k,n > 3 and note that

where

J 8
Bron (91 = K[* + [y2 — n]o2) (47" +457)

7/77, I/k 1 dyldyQ
N 1 ((F—y) + (n—y2)*) (¥ +y5°)
/OO /k_l dy1dys
nt1J1 k—y1)o + (y2 —n)*2)(yi™" +y3°)

«
nebopeo dy1dys
- / / it (1= B+ 02— ) )T +7)

+/OO dyldyg
nt1 Jer1 (1 — k)™ + (y2 — n)*2) (Y1 + y5*)

We start with the integral (I4). After a change of variables, (4] is equal to

_|_

/ / dtds
1S (e se)((E+ k) A (s +m)e2)]
Observe that the same double integral appears in the lower estimate ([@). We have

1 1 o1 11

= = A\ .
(t + k) + (s +n)e2 tor + ko1 4 g2  na2 kor 4+ noz g gz

Here < means that there are two sided estimates with a constant depending only on «; and 2. Hence,

() is comparable with
el 1 1 1 1
/ / — N — —— AN— A — | dtds
tor so2 kew 4 noz o g2
s¥2/a1
1 1
L ()
ko 4 no2 g2
+ /

1 1
— | AN — | dtds =: I + I>.
saa/an tao (kal + noe toa > S 1 + 2
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We write

1
I dtd
2T / /5042/041 to (kal + no2 tal > s
(k¥ 4n2)t/ o2 1 1 1
- / / L AL aas
) an/ar £ \ ko1 4 poa T pon

+/ / z—dtd iV + 1.
(k1 4no2)l/a2 Jsaz/aq [

It can be seen that if 2 —1/a; — 1/as > 0, then

12(2) _ C/OO Sa2/a1—2o¢2ds — C(kal + nag)l/a1+l/a272 .
(

kot +na2)1/o¢2

On the other hand, if 2 —1/a; — 1/as < 0, then the integral (I4) is infinite and so is the series ().
So Ig = oo for any 8 > 0, which proves the second part of the theorem.
Next we consider the case when 2 — 1/a;3 — 1/ag > 0. This implies that a; > 1. We have

1 (k¥ 4n2)t/ a2 (k¥ 4n>2)t/e1
Y= / / =1 dtds
kal + no2 sz /oy

(k®14no2)t/ o2 )
+ / ds/ t—2onqt
1 (]gﬂ1+na2)1/ﬂ1

C
R —
I
S O(kal +n0¢2)1/0¢1+1/0¢272.

(k¥ 4n2)t/ @2
/ SaZ/al_azdS—l—C(kal +no¢2)1/o¢1+1/o¢2—2

In the last inequality we have used the assumption as < 2. Similarly, we verify that

L S/ goz/ar—az (# A i) ds
1 ko 4+ no2 g2

(ko1 +na2)1/a2 Sa2/a1_a2 0o )
-/ —— R—
1 koa —+ no2 (ka1+na2)l/a2

< O (kal + na2)1/011+1/04272 .
Hence we have

1 271/0(171/042
) . (15)

(M) = (kal +na2

Now we consider the integral (II]). After the change of variables t = k — y1, s = n — ya, we get

[ —
S [k —y)o + (n—y2)o2 | (u + y5?)

B /;1 /1“ (tor + 522) [(k itf)sm +(n—s)ee]’

Hence, the integral () is equal to

/% /’“ dtds / /k ! dtds
2 <
tor + s592)[(k — )™ + (n — s) } no2 (t + so2/a1)or
2

kds¥2/1_1

u” “tduds < —/ saz/ear—az g

14s@2/a1
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where the last inequality follows from the fact that a; > 1. Since ay < 2, we get

C /5 50‘2/a1a2d5§c<
nez Jq n

a2

271/04171/0(2
) . (17)

Interchanging the roles of n and k, the same argument as in ([I6) and (I7)) shows that the integral

(I is at most

2—1/(11—1/0(2
o) e
ker  noz

For the integral (I2)), a change of variables k — y1 = t, ¥

1 )2—1/0(1—1/(12

k> + no2

— n = s implies that it is equal to

/°° /’f—l dtds
1 N (tor 4 s22)[(k — t)*1 + (s 4 n)o2]
k—
S

IN

IN

o /Oo ds
1 (S + n)ag Sag—ag/oq

d 1
°)
e A T

1 271/04171/042
o)
ne2

In deriving the last inequality we have used the assumption that as < 2.
To bound the integral (I2)) in terms of k, we note that

/°° /— dtds
v Ji (e se2) [(k— ) + (s + n)e2]

and

/°° /’f—l dtds
1 Je o (e + s%2)[(k — t)*1 + (s +n)*2]

Thus,

/°° /’“ dtds
v Ji @ 4 se2) [(k — )21 4 (s 4 n)o2]

Cdtds
(t  s92) (ko + s02)

s

s
<[

Cduds
(ko 4 s2)(uer + s@2)’

Cdsdt
tal + 5042 kal + 5042)'

Assume first that ag > 1. We can verify that the mtegral ([@2) is less than

dsdt
koq / / tal/a2+s [e D) SC

1 271/0(171/042
)

Combining the above yields that (I2)) is bounded from above by

C (k™ +

nag)l/a1+l/a2—2 '

By symmetry we also get that (I3) is less than C (k® 4 no2)"/*1 /272 (ipdeed, this case is even

easier since o1 > 1). Therefore, we have proved that

m,m,mm(

1
ko + ne

>21/0¢11/0¢2

This and (3] imply that, except the cases a1 = ag =2 or ay = 2 and ag = 1, the series (@) and ([I0)
(and hence Ig) are finite if and only if 2 — 1/a; — 1/c2 > 0 and

k=1n=

>2—1/O¢1—1/0¢2

1
ZZk5+n5 (kal 4 noe

< 00.
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Hence the theorem follows from Lemma [I] below.
Part (i1): If ag = oy = 2 then the methods used in Part (i) still apply. In this case, the left hand
side of ([7) is less than Cn~2Inn, and by symmetry, the integral (II]) can be estimated by

Ink Inn 1 2-2/(2-¢)
e N s (7144—71) !

for any small € > 0 and k,n > N, > 0, provided N, is sufficiently large. Therefore, Lemma [Il can be
applied with a; = ag = 2 — ¢ for the upper estimate and with a; = as = 2 for the lower bound. Since
€ > 0 is arbitrary, we obtain the desired result. In the case @3 = 2 and as = 1, the reasoning is similar
and is omitted. O

Lemma 1 We have

1 1 271/04171/0(2
inf < 3 € (0,2) ZZk6+n6 <k0‘1+n0‘2) < oo

k=1n=1

2
—max{3+—1—2o¢1,2+ﬂ—2a2}.
(%) aq

Proof. The convergence of the series is equivalent with the convergence of the integral

o0 o0 5 271/0{171/042
1 1 1 1
S Gr) Grgs)
1 J1 \Z Ty
B oo py®2/™1 1
- yP

1 271/0{171/042
/az/a _ﬂ (E) dl’dy
1
+ ol e

>2 1/0{171/042

271/04171/042
) dxdy

dedy =: I + I + Is.

a1

It can be seen that I; < oo if and only if
o0
/ y—6—2a2+2a2/a1+1dy < 0,
1

and the last condition is equivalent with 8 > 2 + 2as/a; — 2as.
Next we consider I. If a1 = g, then Ir = 0, so assume that «; # ag. If =201 + a1/ag = —2,
then

L=01- ag/al)/ y P Inydy.
1
So Ir < oo if and only if 8 > 1 =3+ a;/as — 2a;. Suppose now —2a; + a3 /as # —2. Then we have

I2 _ /oo yfﬁ y72a1+a1/a2+2 _ (yag/a1)72a1+a1/a2+2
1 —2a1 +ay/og +2

) dxdy.

We consider two cases:

(a) If =207 + a1 /g +2 > 0, then

oo y—B—2o¢1+o¢1/o¢g+2
I < dzdy,
2_/1 —20&1—|—O[1/O[2—|—2 y

and the last integral is finite if 8 > 3 4+ a1 /ag — 2a;.
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(b) If —2a1 + an /a2 + 2 < 0, then

0 (yag/al)—2a1+a1/ag+2 0 y—,@+20t2/011—2042+1
I S/ y ™’ ( )dwdy :/ dy,
1 —2a1 + g /e + 2 1 —2a1+a1/a2+2

which is finite if 8 > 2 4+ 2as/a1 — 2.

Therefore, the condition 8 > max {3 4+ a1/as — 2a1,2 + as /a1 — 2as} implies I < 0.
Finally, we consider I3. A necessary condition for I3 < 0o is —f —2a1 + a3 /as+1 < —1. Assuming
this we get
o0 y—,@—2a1+a1/a2+2
dy.
1 ﬂ+20&1—0&1/0&2—2

Thus I3 < oo if and only if 8 > 3+ a1 /e — 204.
Therefore, we have proved that

Iy =

ﬂ > max{3+a1/a2 —20&1,2—|—Q2/0&1 —20[2} = 11,12,13 < 00,

and
L,[3 <0 = f>max{3+ a1/as — 201,24+ as/a; — 2as} .

This yields the conclusion of the lemma. O

Lemma 2 We have
inf {8 € (0,2) : I5 < oo}
. . dxdy 50
= f{ﬁ €(0,2): /R2 /R2 1+ lz+y]?)A+ ()1 +¥(y)) < }

Proof. Denote the first and the second term in ({I8) by v and ', respectively. For any fixed 8 > ~, we
show that if € > 0 is small enough, then

(18)

/] ERG Loy < o 1)
A T o+ 9Pl + o) (gl + Joal>?) |

where A = {(z,y) € R? x R? : [z| > 1, |y| > 1}. By the upper bound in (G), this implies 7' < .
To prove (I3, it is enough to show that

(e 31 EQg 1o %1 g2
// (|17 + Jo2]**2) (Jya " + |y2/°*2) drdy < 00
A (T4 |z 4+ 9118 4 |z2 4 y2 ) (Jza ]| + [za]@2) ([ys]@r + [y2]@2)

for sufficiently small € > 0. Furthermore, the above integral is comparable to

// dxdy .
a (L+ [z + 3P + |22 + 9ol P) (21 |7 + [22]°2) (lpa [0 + [ya]o2) 7

where o := (1 — €)a;. By Theorem @]

2
”y—max{3+%—2a1,2+ﬂ—2a2},
a2 aq

and since 8 > «, we may choose € > 0 such that

/ 2 /
max{?)—i—a—,l — 20,2+ & —2a’2} < B.
Q3 @
Theorem [ implies I; < oo and thus (IJ) holds. In order to show that 7" >« we use similar arguments
and the lower estimate of (B). O
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According to Part (a) of Theorem[2] the set of double points of X has positive Hausdorff dimension
if and only if 2 —1/a; — 1/ > 0. The next theorem shows that this is also a necessary condition for
the existence of double points of X.

Theorem 5 M is nonempty if and only if 2 —1/aq — 1/ag > 0.

Proof. By Theorem Bl we have My # () if and only if

/RQ <%M)2d§ < 0. (20)

According to the decomposition described in Section 2] the stability exponent of X satisfies B =
PDP~!. Since we consider the case d = 2, the matrix D can have the following forms

a1 0
@) (g oy

a0 a —b
o (30) o (572)
By [17, (4.9),(4.14),(4.15),(4.16)], we have the following estimates of the Lévy exponent ¥(¢) when
I€]l = oo, depending on the cases (a) and (b):

)

(a) a1 =1/a1, az = 1/asg, and
w() = [&]™ + €2

(b) a1 = ag =1/a, and

P(&) = |&]™ + 1€ (In 1)
In the case (a), it follows from the proof of Theorem @ and the estimates of the integral (I4)) that
@0) holds if and only if 2 — 1/a; — 1/ae > 0. In the case (b) we have oy = g and the inequality
2—1/a; — 1/ag > 0 is equivalent with ay > 1. Hence, it is enough to show that (20) does not hold
for ac; = 1. Under this assumption we have

() e [ i

2
a:—l—yln x2+y)
>C/ / dyd:v
:v—i—ylnx
_/ S
A x—i—lnx r+zlnz ) Inx’

Since the last integral diverges, the theorem is proved. O

4 Double points problem for d = 3

We will now focus on the proof of Part (b) of Theorem 2l Denote
D={(z,y) e R*xR®: |2| > 1,[y[ > 1},

and for 8 > 0 let

1
=
g p (1 + |z +y1]8 + |22 + y2|P + |23 + y3|?)
dxdy

* Qere + Taale + sl (e + [l + ysl™)
As in Section 3] we use () and Theorem [Ilto conclude that

dimpg My =3 —inf {8 € (0,3) : Jg < o0} (21)
Hence, Part (b) of Theorem [ follows from (21]) and Theorem [6] below.
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Theorem 6 When 2 — 522 L >0, we have

gla

inf{B>O:J5<oo}=4+ﬂ+ﬂ—2a1.
(%) Qs

If2—Z?:10%§O, then Jg = oo for all 5 > 0.

Proof. In the proof we assume that az < as < 2. When a3 < as = a3 = 2, the reasoning is similar to
Part (ii) of the proof of Theorem 4. For k,n,m € N, denote

Dinom = {(z,y) e R*xR®: [z] > L, |y| > Lk — 1 < |21 + y1| <k,

n—1<|za+y2| <n,m—1<|z3+ys| <m}.
We have Jg < oo if and only if

o0 o0 o0 1
(22)
I;nzlzzl B+"6+mﬂ //ka 1] + |z2]2 + |as|*2)
dxdy
e’ e’ « < 0o.
ol + el + Jsl*)
Our goal is to prove that if 2 — 1/a; — 1/as — 1/ag > 0 then
dzd
Dy ([T1|0 + |22]*2 4 [23]%9) (Jyr]*t + y2]*2 + [ys]*2)

kal 4 no +ma3)l/a1+l/a2+l/ag 2

for sufficiently large k, n, m, whereas the integral in (23) is infinite if 2—1/a3 — 1/as —1/a3 < 0. The
theorem will then follow from Lemma [ below.
For this purpose, we may and will assume that |z1|, |x2|, |x3] > 1 and y1, y2, y35 > 1. We then have

lyr — k[ Alyr — k+ 1] < 21| <y1 + K,
ly2 = n| Aly2a —n+ 1] < x| < y2 +n,
lys = m| A lys —m + 1] < |az| < yz +m.

Furthermore, we may also assume that |z1| > |y1 — k|, |z2| > |y2 — n|, |z3| > |ys — m| and |y1 — k| +
ly2 —n| + |ys — m| > C > 0. Therefore, the integral in ([23)) can be estimated from below by

/OO / /OO dydyadys (24)
oL @ e st ((yn + R)e 4 (Y2 +n)e2 4 (y3 +m)es)

and from above by

dy

/Ek,n,m (Y +yo® +ys®)(Jyr — k[ + |y2 — n|*2 + |yz —m|*3)

where
Bppm = {y € R® :min{y1,y2,ys, ly1 — k[, ly2 — nl, lys —m[} > 1}.
The integral (28] can be written as

U LU LU L) sr

y dy1dyadys
ly1 — k[* + [y2 — n|o2 + Jyz — m[os’

which is equal to the sum of the following integrals
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m—1 n—1 k—1

1 1 1

m—1 0o 0o 00 n—1 00 0o 00 —1

1 n+1Jk+1 m+ 1 1 k-l— n+1 1

m—1 pn—1 9] 9] -1 n—1 k—1
100 (1>o Oéﬂ-l—l 1 +1J1 m+1J1 1
m+1Jn+1 JEk+1

Since the integral in 4) is the same as the one in the lower bound (24)), we start by establishing

desired upper and lower bounds as in (23] for the integral in 4). To simplify the notation, denote
1=k +n* +m. One can verify that

/ / / dy1dyadys
mt1 Int1 Jeer (W17 *+ys®)(lyr — k™ + ya — n|*2 + |ys — m]s)
v/ / / dxldxgdxg
a 1 1 1 (@7 +29? + w5?) (2) + 25 + a5t + )
S Y 1 1 1 1 1 1 1
= N — A AN —— AN — A — | dridxad
00 Iga/ﬁm Igz/ﬁn 1 1 1
= — | — A —| dz1dx2d
1wl
2/aq

+/ / / Ty |: s —:| dwld,fgd/,fg
1043/&2 Tq Tq n
1 1

/ / / |:_a1 A —:| dIngldIQ
ag/aq :vl ui
1

063 — dxgdxldxg =: Il +IQ+13+I4

O<2/<>¢1 O<1/<>¢3 £L'3 7’]

For I, by breaking the integral according to x5 < n'/® and x5 > 1"/, we can verify that I, is
convergent if and only if 2 — 1/a; — 1/as — 1/ag > 0 and in the later case,

Il - ,'71/0414*1/0424*1/04372'

This also proves the second part of the theorem.
Next we assume 2 — 1/a; — 1/as — 1/az > 0. Then it is elementary to verify that

127 —[37 I4 S Cnl/a1+1/a2+1/a3—2'

Hence the integral in 4) satisfies the same bounds.
Next, consider the integral in 1). Noticing that

L L

/’” ' / B /’“ ' dy1dyzdys
2+ 5 )(Jyr — k| + ly2 —nl*2 + |y — m|*9)

<C/k/2 dy /" 1/m ! dysdys '
v (k=g Jy 1 (P e oy

we have
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Integrating out dys and dys we see that the last integral is at most
k/2
Ck:fal/ (n+y?1/a2)1+a2/a37a2 dyl < C/{,‘ial(k‘al +na2)1/a1+1/a2+1/a371'
1

By symmetry, the integral in 1) is also less than
COn~%2 (koq + nag)l/oq-i—l/ozg-i—l/ag—l'
Combining two terms we see that the integral in 1) is at most

C(kfoa /\nfaz)(koq +na2)1/a1+1/a2+1/a371
< C(kou +na2)1/a1+1/a2+1/a3—2'

Since similar estimates work with pairs k%', m®® and n®?, m®3, we obtain the following majorant for
the integral in 1):

Cmin{ko‘l +na2 (ka1+ma3) ( a2+ma3)}1/0¢1+1/0¢2+1/a3*2
<C(ka1 +na2 +m )1/0(1+1/O¢2+1/0¢'; 2

Next, by the symmetry, it is enough to consider only one integral of type 2) and one of type 3).
Consider first an integral of type 3) as follows.

/m_l /n_l /OO dy1dy2dys (26)
1 1 k1 (W 9 +Fus? ) (Jyr — k[ + |y2 — n|92 4 [yz — m|*s)

AL T

y dy1dyadys
(it +ya® +y3°) (Y1 + k) + (n —y2)* + (m — y3)*2)
We obtain

=J1+Jo+ J3+ Js4.

J B /771/2 /n/2 /OO dylddeyg
' W+ y52 +y5) (g1 + k)1 + (n — y2)o2 + (m — y3)22)
m/2 pn/2 du duod
yl y2 y3
<C
/) / ST T

<o / /’”/2 / dy>dys
(y1 + ma%/oél ax 1 (y2 + yae/a2)

S O(m )1/a1+1/a2+1/a3 2'

For Js, a simple change of variable yields

J /m/Q /n/2 /OO dylddeT
t T ys o+ (m =)o) (g + k)™ + (0= y2) 2 )

<C/m/2 /n/Q/ dyldyﬂ(lf
(Y37 +mo3)(yy" +roe)

)1/0{14’1/0424’1/043 2

m
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In a similar manner we obtain

J /m/2/n/2/oo dy1d8dy3
T 1S W+ (= s)e2 +ys®) ((yr + K)ot + 592 + (m— y3)@s)

<O/m/2/n/2/oo dyldsdyg
N 1 1 (0 Fys?) (502 +mes)’

so the estimate is the same as for J,. Finally,

y /m/Q/n/2/oo dyldeT
R Y R R e (P S )

m/2 pn/2 poo
< C/ / / _ dyydsdr ,
1 1 1 (Wt mes)(s%2 4 ros)

which is the same integral appeared in the estimation of J;. Hence we have proved that the integral
(@6) is less than C (mos)l/etl/eetl/ea=2 By gvmmetry, it is also less than C (po2)t/ @1 /@2 F1/ea=2,
In order to obtain a similar upper bound in terms of k*! instead of m®* we observe that

/m_l /n_l /OO dy1dy2dys
1 1 k1 (W1 52+ us? ) (Jyr — ko + |y2 — n|92 4 [yz — m|*s)

. /m—l Ia dysdys
UL L G R ()

The last double integral is of the same type as the integral (I3)) in the proof of Theorem M, and
therefore, it is less than

no2

o

1/«
Cn (ka1>l/a1+1/a3—2 =C ( ) 2 (kal)l/a1+1/ag+1/a3—2.

If k% > n“2 then we get the desired estimate. On the other hand, when k%t < n®2, then

(naz)l/a1+1/a2+l/a372 < (kal)l/alJrl/aQJrl/ang
since 1/a; + 1/as + 1/az — 2 < 0 by our assumption, and the upper bound follows from the pre-
vious part of the proof. Therefore, the minimum of obtained upper bounds gives C'(k** + n®2 4+
mes)l/eatl/axt1/as=2 44 4 majorant for the integrals of type 3).

Finally, we consider an integral of type 2). After a change of variables we have

/OO /oo /kl dylddeyB
metJnrrJr W Y U5 (lyn — k|0 4 |y2 — 0|2 + Jys —m|*s)

B /°° /°° /’“ dtdsdr
L st e (k=) (ns)2 4 (mr)e)
Furthermore, by breaking the integration interval [1, k —1] in dt into [1, k/2] and [k/2, k — 1], we derive

/°° /°° /’“ dtdsdr
1SS (e s o) (k=) + (n+s)22 4 (m+7)s)

/°° /°° /’“/2 dtdsdr
< (C .
T S S (e s o) (ke 4 502 4193

One can show that the last term is less than C/(k®1)1/@1+1/e2t1/as=2 "which implies the same estimate
for the initial integral of type 2). Since the method is similar to the case of the integral of type 4), we
omit the details. Therefore, given Lemma [ the proof of Theorem [Gl is finished. O
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In order to prove Lemma Ml we will make use of the following inequality, whose proof is elementary
and is omitted.

Lemma 3 For 2> a1 > as > ag > 1 we have

2 2 2
max{2+£+ﬁ—2a3,3+ﬂ+%—2ag}§4+ﬂ+ﬂ—2a1.
aq (65] aq a3 (o) a3

Lemma 4 Letv:=2—1/a; —1/as — 1/a3. We have

] O (kM 4 n®2 om@3)Y a a
1nf{ﬂe(0,3):zzz( ) <oo}_4—|—_1_|_a_1_2a1_

kP +nbf + mhb Qo 3

Proof. The convergence of the series is equivalent to the convergence of the integral

/ / / [2Vy V2] [z vy v 2] dedydz
1 SN

ag/aq

00 (e} Yy
= / / / (yV 2) " P(y*2 Vv 22) Vdadydz
1 J1o N
0o poo Py
+ / / / (yV 2) Pz V 2%) " Vdedydz
1 1 y>2/a1

—|—/ / / (zV2) P (x™ v 22) Vdadydz =: I, + I + Is.
1 1 Yy
We have I; < oo if and only if

00 > / / yo‘z/o‘l (y v z)_B(yo‘2 V 2¥) Vdydz
1 J1

0o pz3/02 00 z
:/ / yO‘Z/alz_ﬂ_o‘”dydz—f—/ / ye2/oa=e2y =By
1 1 1 za3/a2

+ /Oo /OO yor/oa=ear = Baydy — 1D 4 1 4 1)
1 z

First, it can be verified that Il(l) < o0 if and only if ag/as(az/a; + 1) — 8 — azy < —1. This gives

the inequality 8 > 2 + 2as/a1 + 2a3/as — 2as. Furthermore, a necessary condition for 11(3) < oo is

ag /oy — ayy — B < —1. Assuming this we get

1 1 axy+ B —az/ag —1

Hence, 11(3) < o0 if and only if aa /a1 — asy — B+ 1 < —1, which gives 5 > 34 2as/a1 + s /as — 2as.
In order to estimate 152), we observe that as/a; — agy > —1. Hence
I(z) _ /00 21+a2/0¢1*0t2’7*5 s
1 1 ag/ap—agy+1

and the last integral is finite if and only if 8 > 3 4+ 2 /@1 + a2 /a3 — 2as. Therefore, we have proved
that I; < oo if and only if

2 2 2
B>max{2+ﬂ+£—2043,34—&—1—%—26@}.
a1 [6%) (5] Qa3
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Next we rewrite I as

ag/aq y 2as/az L3/

I, = / / / 2P dadydz + / / 2P dedydz
1 ag/aq 1 ag/ag yo2/a1

L3/ a2

/ / / By VO”da:dydz—l—/ / / 2 P dadydz
ag/aq zas/al 1 ag/ag ag/aq

—|—/ / / y Pr 7 dedydz =: 12(1) + 12(2) + 12(3) + 12(4) + 12(5).
1 ag/aj

We get

ag/aq

oo z o0
12(1) < / / yziﬁ”mgdydz < / z7ﬁ77a3+2°‘3/°‘1dz,
1 1 1

and the last integral is finite if and only if 8 > 24+3a3/ a1 +as/as+2as. However, since as /a1 < as/ag,
the condition 8 > 2 + 2as/a1 + 2a3/as + 23 implies 12(1) < 00. Secondly,

Lo3/az

12(2 / / ) —-B— ’Y<13+043/0t1dydz < /00 Z—,@—Vas-i-as/al-i'as/azdz'
ag/oq 1

Hence the condition 8 > 2 + 2as/a1 + 2a3/as + 2a3 implies 12(2) < 00. Next we have

3) VI, (4) </ / / Br=r dzdydz.

When as < 2, then —ya; > —1 and the last term is less than

C/ / 2 Byl dydy < C/ 22 Py,
1 J1 1

The last integral is finite if and only if 2 — 8 — ya3 < —1, which is equivalent to 8 > 4 + a3 /as +
ay/az —2a;. If az =2, then

/ / / B 'Ya‘ldxdydz—/ / B n(y)dydz </ 21 7P 1n(z)dz,
1
(

which again gives the condition 8 > 2 = 4 + ay/as + a1/as — 2a;. This then implies 12(3), 124) < 00.

Finally,
12(5) < C'/ / Yyl AT dydz.
1 z

For 1 — 8 — vy < —1 the last therm is less than

oo
C/ 2B g,
1

Therefore, the inequality 8 > 4 + oy /as + a1 /as — 2y implies 12(5) < 0o. Hence, we have proved
Iy < oo provided
2(13 2(13 }

ﬁ>max{2+—+——2 3,4+—+——2a1
(&%) as
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Consider I5. We have

Lo3/a1 23/a1 L3/

I3 :/ / / z_6_7a3dxdydz+/ / /
1 Ji
Z3/a1 00
/ / / A= dudydz +/ / / "M drdydz
1 zos/o1 Jy

—|—/ / / xiﬁ*'yo‘ldxdydz—k/ / / PN dedydz
1 zoaz/a1 J, 1 z y

=1V + P+ 1P+ 1Y + 1Y+ 1.

“Ber dedydz

as/al

We obtain

ag/aq

o0 z o0
1 1 1

The last integral is finite if and only if —8 —yas+2a3/a; < —1 which gives § > 2+ 3as/a1 +as/as —
2ai3. Since
2+ 30[3/0&1 + 043/042 —2a3 <2+ 20[3/0[1 + 20&3/0&2 — 2as,

the condition 8 > 2 + 2a3/a1 + 2a3/as — 2ag implies I?El) < oo. Next, when a3 < 2 then we get
—vap > —1 and

zas/al

I§2) < C/ / Zlfﬁ*’yaldydz < C/ Jltas/ar—B—vyau g,
1 1 1

The last integral is finite if and only if 1 4+ ag/a; — 8 — ya1 < —1, which gives 8 > 3 + as/a; +
011/012 + 011/013 — 20&1.

Proceeding in a similar manner we can show that 8 > 44+a; /as+a1 /az—2a; implies 13(3), I§4), 13(,5) <
0.

Finally,

(6) 1 —B—ya1 s »2—B—yon
I / / dz :/ dz
54—7041—1 1 (B+yar=1)(B 4y —2)

Hence, I?EG) < oo if and only if 2 — 8 — yay < —1, which gives 8 > 4+ a1 /as + a1 /az — 2a;.
In summary, we have proved the following

2 2 2
Il<oo<:>ﬂ>max{2+ﬂ+ﬁ—2a3,3+ﬂ+%—2o¢2}
aq (&%) aq a3
2(13 2043
£ > max 2+—+——2a3,4+——|———2a1 = Ir, I3 < o0,
o2 o3

and I3 < co = I?EG) <00 = f>4+a1/as+a1/as—2a;. The final conclusion follows from Lemma Bl

Our last result gives a necessary and sufficient condition for the existence of double points of X
in R3. It differs slightly from the case d = 2, i.e., X may possess double points even if the Hausdorff
dimension of Ms is 0.

According to the decomposition described in Section [2 the stability exponent of X satisfies B =
PDP~! In the present case, the matrix D can have the following forms

aq 00
(a) [ 0 az O |;
00 as
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ar 00 a1 —b1 0

(b) 1 aq 0 or bl aq 0 N
0 0 as 0 0 ao
aq 00 aq 0 O

(¢) | 0az 0 |or| 0az—bs|;
01 as 0 b2 ag
a00

(d |1a0
Ola

Theorem 7 The existence of double points of X depends on the cases (a)-(d) as follows:

— In Cases (a), (b) and (c), Mo # 0 if and only if 2 —1/ay — 1/as — 1/az > 0.
— In Case (d), My # 0 if and only if aq > 3/2.

Proof. By Theorem Bl we have Ms # () if and only if

/R3 (ﬁ)zdg < 0. (27)

By [17), (4.9), (4.14), (4.15), (4.16)], we have the following estimates of the Lévy exponent ¥(¢) when
I€]l = oo, depending on Cases (a)-(d):

(a) a1 =1/a1, aa = 1/as, as = 1/as, and

P(&) = [&a]™ + [€2]™* + [€5]7%;

(b) an = aa =1/a1, az =1/as, and

W (&) = €™ + 1€/ (I flE])™* + [€3]*;

(¢) a1 =1/a1, ag = a3 = 1/az, and

W(&) = |&af™ + 1€ + [€3]™* (In [[€]))**;

(d) a; =az =az =1/a, and
W () =< €)% + |€|* (n [|€])™ + [€5]* (In [|€])2 .

In Case (a), it follows from the proof of Theorem [f] and the estimates of the integral (24) that (27)
holds if and only if 2 — 1/ay3 — 1/ag — 1/ag > 0. This proves the theorem for Case (a).

For Case (d), ([Z0) holds if and only if

IO R e dxdydz
N %0y < 0,
v (ar+y1n\/x2+y2+z2+zln \/x2+y2+z2)

which, in turn, is equivalent to

/oo / / dedydz . /OO / / dzdrdy
1 Ji 1 (a:—l—ylnx—l—zanx)Qal 1 Ji o Ji ($+ylny+21n2y)2al

R Y dxdydz
+ %oy < 00
1 J1 1 (z+ylnz+2In®z)
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For the first integral in (28], we have

/°° /”” /CE dzdydzx / / / dzdydzx
1 J1 o J1 (3:+y1n:1:—|—z1n2x x—i-yln:z:—l—zln a:) 2o
Y dzd
:Z/ d:v/ / =y o
1 J1 (x+y1na:+zln2:17)
>Z/ / C2"dzdy

(2" + ny + n2z2)*

When a7 < 3/2, one can verify that the last series, thus (28], is infinite. This proves that a; > 3/2 is
a necessary condition for (27)) in the case (d).

To prove sufficiency, it is enough to show that the three integrals in (28)) are finite for c; = 3/2.
Since the method is similar, we only consider the first integral.

2n+1

/°° /x /z dzdydx / dx/ / dzdy
1 J1 J1 (x+y1nx+zln2:v n x+ylnx+zln2x)3
2n+1 2n+1

<CZ/

2" dzdy
(2" + ny + n2z)*

This proves the second part of the theorem.
Next we consider Case (b). Since ag < aq, for [€5] > 1 and ||£]| > e we have

€170 + (€2 (I [IE)™ + [&3]7 < f€a] + [€2] (In [IE])™ + [&3]* (I [J&[)>.

Hence, if (27)) does not hold in the case (d), then it does not hold in (b) either. Therefore, in what follows
we may assume that ay > 3/2. Since oy = ay = 2, the initial condition 2 — 1/a; — 1/as — 1/a3 >0
translates into 2 —2/a; —1/as > 0. By [2I) and Theorem [6] the Hausdorff dimension of My is strictly
positive (and hence My # 0) if 2 —2/a; — 1/as > 0, so it is enough to show that ([27)) does not hold
if 2—2/a; —1/ag < 0. Under this assumption, we need to prove that

/OO/OO/OO drdydz
5 = 00.
1 J1 e 2

(xo‘l +yorIn®t /22 + Y2+ 22+ zO‘S)

The integral above can be estimated from below by (up to a constant factor),
/°° /z /Z dxdydz / /Z /z dxdydz
o JiJ1 (x4 yer In® 2 4 zos)? T 4y In™ z 4 z03)?

C2"™dxdy
> .
_g/ / I+ny+2na3/al) 201

Since ay > 3/2, the last term above is equal to

o0 2’7l
g [ [
n=1

It is not hard to verify that the last series diverges if 2 — 2/a; — 1/a3 < 0. This proves the theorem
in Case (b).

2n+1

172041

1-2a
_ (2n +ny + 2na3/a1) 1:| dy. (29)
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Finally, we consider Case (c). As in the previous part, we may assume that «; > 3/2. Also, the
initial condition 2—1/a; —1/as—1/a3 > 0 becomes 2—1/a; —2/ay > 0, and by (1)) and Theorem [
it is enough to show that 7)) does not hold if 2 — 1/a; — 2/as < 0. Furthermore, since as < aj,
we may assume that 2 — 1/aq — 1/ag > 0. Indeed, if 2 — 1/a; — 1/ag < 0, then the integral in (27
is infinite in Case (b), which implies the same for Case (c¢). Furthermore it is enough to consider the
case ag < o, since for ag = ay the theorem in Case (c) follows from that for Case (b), too. We have

2 0 ry ry
/ < 1 > de > / / / Cdzdzdy _—
rs \1+¥(&) o J1 J1 (x* +yoz + 20210 y)
> e C2"dxdz
Z Z/ / 201 7
n=1"1 1 ( )

T 4 Qnaz/a1 | pas/on yas/an

We can verify that the last series is infinite whenever 2 — 1/a;q — 2/ag < 0. This completes the proof
of the theorem. O
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