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Abstract 
Speech accommodation happens when two people engage in 
verbal conversation. In this paper two types of accommodation 
are investigated – one dependent on  cognitive, physiological, 
functional and social constraints (Convergence), the other 
dependent on linguistic and paralinguistic factors (Synchrony). 
Convergence refers to the situation when two speakers’ speech 
characteristics move towards a common point. Synchrony 
happens if speakers’ prosodic features become correlated over 
time. Here we analyze relations between the two phenomena 
at the single word level. Although calculation of Synchrony is 
fairly straightforward, measuring Convergence is even more 
problematic as proved by a long history of debates on how to 
define it. In this paper we consider Convergence as an 
emergent behavior and investigate it by developing a robust 
and automatic method based on Gaussian Mixture Model 
(GMM). Our results show that high Synchrony of F0 between 
two speakers leads to greater amount of Convergence.  This 
provides robust support for the idea that Synchrony and 
Convergence are interrelated processes, particularly in female 
participants. 
Index Terms: Speech Convergence, Speech Synchrony, 
human-human interaction.  

1. Introduction 
When people engage in social interaction, they adjust their 
speech in order to accommodate to each other. This 
phenomenon is often labelled accommodation, imitation, 
convergence or alignment and synchronization. In this paper, 
we considered two types of accommodation – one due to 
cognitive, physiological, functional and social constraints [1], 
which we refer to as Convergence, and another due to 
linguistic and paralinguistic factors which we refer to as  
Synchrony [2][21][22]. Specifically, we consider that 
Convergence occurs when adjustments in both speakers’ 
speech characteristics result in a shift towards a common 
point. Synchrony, on the other hand, refers to the situation 
where two speakers temporally display similar features, e.g., 
when one raises her/his voice intensity and the other speaker 
also raises her/his voice intensity.   

 We also define two other terms which are NoChange and 
Divergence. NoChange refers to the situation in which both 
speakers do not affect each other’s behavior and their speech 
characteristics remain the same over the course of interaction. 

Divergence refers to the situation in which speakers move 
away from the speech of each other. 

While the measurement of synchrony is straightforward, 
the quantification of speech Convergence is an open area of 
research. Previous research has dealt with objective acoustic 
measures [4] [5], while others have focused on subjective 
evaluations [6] [7]. Nevertheless, a great deal of inconsistency 
and variability exists among objective acoustic measurements 
[8]. Further complexity is driven by the temporal evolution of 
Convergence during interaction. Most of the research in this 
area has modeled Convergence as a linear process, i.e., it 
grows as the conversation proceeds [9] [10]. However, 
subjects do not remain involved at the same degree over the 
whole course of a conversation, suggesting that Convergence 
can be a time-varying phenomenon [2] [5] [11] [12]. 

In summary, Convergence is more likely to be both a 
linear and a dynamic phenomenon [5], can be achieved in 
multiple features (i.e. F0, intensity, etc.) and at multiple levels 
(phoneme, word, sentence, discourse). The aim of the present 
study is to find out the relation between Convergence and 
Synchrony. 

2. Our Approach 
To circumvent some of the problems that hamper an effective 
and robust measurement of Convergence, we did not use 
spontaneous conversations. Rather we used a constrained 
interaction task that allows better experimental control. 
Convergence is computed by using an automatic speaker 
identification technique to quantify subject’s effort in moving 
towards the other speaker. Finally, we implemented a robust 
method to combine both participants’ shift towards each other 
and explain their behavior over time.  

To this purpose, i.e. to limit the complexity of the task 
while retaining the dynamic nature of true dyadic interaction, 
we developed a modified version of the Domino task [3], a 
controlled yet engaging speech interaction game. The Domino 
task consists in two speakers taking turn in chaining bi-
syllabic words according to a rhyming rule: The first syllable 
of a word has to rhyme with the last syllable of the previous 
word. Differently from previous studies [3], we had native 
Italian speaker dyads do the Domino task in English as their 
second language (L2). Our hypothesis is that we will observe 
greater speech Convergence between interlocutors in an L2 – 
L2 interaction compared with an L1 – L1 interactions because 
there is more room for adjustment in the former case [13] [14] 
than in the latter case. 
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We did not force any hypothesis on what features to use, 
as we aimed to exploit the full richness of the acoustic 
spectrum by using Mel-frequency cepstral coefficients 
(MFCCs) [15]. Finally, a powerful, data driven, text 
independent, automatic speaker identification technique, based 
on GMM-UBM (Gaussian Mixture Model-Universal 
Background Model) was applied [3] to extract un-biased 
measures of Convergence. The Gaussian components model 
the underlying broad phonetic features that characterize a 
speaker’s voice. In previous work [3] a similar method was 
applied except that the model was trained and tested on 
phonemes, whereas here we applied it on the whole word’s 
acoustic form. This choice was motivated by the need to 
assess the relationship between Convergence and Synchrony. 
In fact, computing meaningful indexes of Synchrony requires 
that the features of interest (e.g., F0) be extracted from longer 
intervals than phoneme-sized ones. 

 

3. Materials and method 

3.1. Participants 

For this experiment we recruited 16 native Italian speakers (8 
males and 8 females, age: mean ± std; 26 years ± 2.3 years). 
Before the experiment, subjects were asked to self-rate their 
English knowledge on a 1-10 scale, including speaking 
fluency (7.19±1.17), reading (7.87±1.08), writing (7.31±0.95) 
and understanding (7.56±1.03). We grouped the subjects in 8 
dyads (dyad 1 to 8), 4 female-female and 4 male-male. Before 
the start of the experiment subjects did not know each other 
and they did not interact with each other.   

 

 
Figure 1. Example of word domino 

 

3.2. Domino list 

A verbal domino chain [3] was constructed with English 
words. To do this, we used the WebCelex 
(http://celex.mpi.nl/) English lexical database. Disyllabic 
words were first extracted from the database and then 
rearranged depending on spoken frequency (Collins 
Birmingham University International Language Database - 
COBUILD). A custom algorithm using R 
(https://github.com/sankar-mukherjee/SPIC-dommino) was 
then used to build the dominos. The algorithm starts from the 
highest lexical frequency word and then looks for the next 
highest frequency word, fulfilling the rhyming criteria and no 
repetitions. From the list generated, 200 unique bi-syllabic 
words were selected for the Verbal Domino task.  

3.3. Procedure 

The whole experiment was divided into three parts: Pre, Duet 
and Post. The verbal domino task was played on the Duet 
portion. 40 words were randomly selected from the 200-word 
chain. In Pre and Post, subjects had to read these 40 selected 

words individually. The Pre and Post parts were before and 
after the Duet respectively, and were used as baselines. 

During the Pre and Post parts, subjects had to read aloud 
the 40 words presented on a screen one at a time. Between-
word switching was controlled by a voice trigger. While one 
subject was performing this task, the other subject waited 
nearby. Each subject read 40 words in Pre and 40 in Post 
sections, for an overall 16x80 = 1280 words. 

During the Duet part, the verbal domino task started with 
one word presented on the screen of one of the two subjects 
(say subject A) while the other partner (say subject B) was 
presented with a black screen. Then, when subject A read 
aloud that word, her/his screen immediately went black and 
subject B was presented with two words on her/his screen. 
When subject B read the word fulfilling the rhyming criteria, 
her/his screen went black and two words appeared on the 
screen of subject A, until the list ended (Figure 1). The voice 
onset triggered these changes. The whole experiment was 
monitored by one experimenter. In case of mistakes, subjects 
were told to stop and start again from the correct word. 

We divided the Duet part in 4 sessions. The 200 selected 
words were divided into two 100-word chains. For the first 
two duet sessions, subject A initialized the chains, while for 
the other two duet sessions, subject B initialized the chains. 
Each subject read 50x4 = 200 words in the whole duet 
sessions. This resulted in a total of 3200 words. Only 98 errors 
out of 3200 words were recorded. The Duet task lasted about 
25 minutes. 

Between Pre, Duet and Post parts as well as between the 4 
duet sessions, short breaks were introduced to allow the 
participants to rest.  

The subjects’ speech was recorded with a 44100 Hz 
sampling frequency – using two high-quality microphones 
(AKG C1000S) connected to an external dedicated audio 
mixer (M-Audio Fast Track USB II Audio Interface). An 
adaptive energy-based speech detector [16] was used for voice 
onset detection. All operations were implemented through a 
Psychotoolbox 3 script running in the Matlab environment. 

4. Acoustic analysis 

4.1. Pre-Processing 

All words in which the voice trigger was incorrect (e.g. 
breathing, stuttering, etc., resulting in premature triggering or 
no triggering), or the word response was not correct, were 
removed for the analysis. This resulted in the removal of 98 
out of 3200 words for the Duet and 33 out of 1280 for the Pre 
and Post parts. For each dyad, an average of 387.75±16.36 
words were collected. 

Periods of silence before and after each word were 
removed using an energy-based Voice Activity Detector. Then 
39 dimension (13 static, 13 delta and 13 delta-delta) MFCCs 
(Mel Frequency Cepstral Coefficients) were extracted every 
5ms from 10ms Hanning windows. Finally, MFCCs were z-
score normalized to have 0 mean and 1 standard deviation to 
mitigate the effects of mismatch between microphones and 
recording environments. 

4.2. GMM-UBM 

The MSR Identity Toolbox [18] was used for GMM-UBM 
modelling. First the UBM was trained with the Pre data of all 
the subjects (consisting of a total of 124068 speech frames). 
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Then, individual speaker-dependent models were created 
using the Pre data of each speaker via maximum a posteriori 
(MAP) adaptation of the UBM (Figure 3A). The GMM-UBM 
has multiple hyper-parameters that can affect the speaker-
dependent model performance. To check the quality of the 
speaker-dependent models, Post data (which had the same 
words as Pre) were used as a validation set. Each speaker-
dependent model performance was verified against the UBM 
model. The confusion matrix for the cross validation set shows 
that modelling performance is fairly good (Equal error rate 
(EER) for the training: 2.26%, validation: 10.55%) as shown 
in Figure 2. After the test, we chose 32-component GMMs. 

 
Figure 2. Speaker verification confusion matrix of all the 
speaker-dependent models against background UBM in the 
Post data. Here the diagonal positive score line indicates a 
good MAP adaptation. The diagonal line (top left to bottom 
right) represents speaker dependent models performance on 
its their own speaker’s speech (which is high compared to the 
others, suggesting a good speaker dependent model 
adaptation). 
 

Critical for our analysis is a speaker recognition decision. 
It mainly consists in a basic statistical test between two 
hypotheses: 

���:      Speech y has been produced by the hypothesized speaker A ��:      Speech y has been produced by the hypothesized speaker B  

 
In our case, H� and H� are the models of the two speakers 

of the dyad. We then computed the log-likelihood ratio score 
(LLR) of samples y (here at single word level) using the 
following equation – 

LLR(y)  =  log �p(y|H�)p(y|H�)	                   (1) 

Where H� and H� are the speaker models of speaker A 
and speaker B respectively. According to Eq.1, a positive LLR 
score means that the test speech is closer to speaker A than to 
speaker B, a negative value indicates an opposite pattern. A 
score close to zero means that the tested speech y has the same 
amount of probability of belonging to both classes. This 
means that the tested speech moved towards an average of 
both speakers’ acoustic spaces, which is our definition of 
Convergence for one speaker.  

4.3. Convergence calculation 

In our experiment, Convergence was computed over time, 
i.e., if two consecutive LLR scores, one for each Duet 
participant, were close to each other, then they were regarded 
as acoustically more similar and phonetically convergent 
(Figure 3B). To verify whether LLR scores were signaling 
true Convergence/Divergence we created two criteria. 

First, Pre data LLR scores of each subject were compared 
with their Duet data. Here, Pre data were used as a baseline. 
We computed how far the Duet LLR scores were from the Pre 
LLR score distribution. Each speaker Pre LLR score 
distribution was z-score transformed. Duet LLR scores which 
lay 1.5 std. away from the mean Pre LLR score distribution 
were considered as Convergence or Divergence points (see 
Figure 3B).  

 
Figure 3. (A) Schematic diagram of GMM-UBM modeling 
and how LLR score of test speech is predicted. (B) 
Graphical depiction of the strategy used to select word 
pair points. The strategy is – based on how the 2 points 
are far from the Pre distribution and how close they are to 
each other in the Duet condition. 

Second, we measured the absolute consecutive word dyad 
difference. To test whether these differences were meaningful 
and were not capturing accidental or coincidental phenomena 
[19] [20], true Duet data were compared to all possible 
pairings of participants who never actually interacted. This 
resulted in 48 surrogate Duets datasets (we did not combine 
male-female speakers). Absolute LLR score differences in two 
consecutive word pairs for both real and surrogate Duets were 
calculated. This surrogate distribution was z-score 
transformed. We considered it as background ‘noise’ and we 

(A) 

(B) 
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then controlled if absolute word-pair differences in true Duets 
lay 1.5 SD away from the mean. 

Summing up, to be a Convergent one, a word pair had to 
meet two requirements: a) LLR score in the duet had to move 
towards the other speaker if compared to the distribution of 
speaker-specific LLR scores distribution in the Pre part; b) 
LLR score difference in the duet had to be a rare event if 
compared to the distribution of the same scores computed on 
random pairings of participants. In this paper we only 
considered Convergence and NoChange cases (See Figure 3B 
for a graphical depiction of the frequency of Convergence 
word pairs). 

4.4. Synchrony measurement 

To measure Synchrony four features were extracted: mean 
fundamental frequency (F0), mean duration, reaction time and 
mean intensity from each word. Praat software has been used 
to extract those features. Standard Pearson correlation 
coefficient ρ��  ∈ [−1,1] on two observation sets x and y 
(belonging to two separate subjects), was computed for each 
Duet session. This resulted in four correlation coefficients 
corresponding to each feature for each Duet session. 

5. Results 

5.1. Convergence results 

After fulfilling the two Convergence criteria (see section on 
“Convergence calculation”), the number of Convergence 
points in each dyad was on average 12.62 % (std 9.02%). The 
total Convergence points of the whole experiment are shown 
in Figure 4 which indicates that Convergence is sparse. Some 
dyads had a large amount of convergence while others had a 
very limited one. Female dyads (FF) converged more than 
male dyads (MM) (FF 114 and MM 88) which is consistent 
with previous results [6] [3]. 

 
Figure 4. No. of times when dyads converged in the whole 
experiment. White lines indicate the Convergence 
moments. 

5.2. Behavioral results 

Differences in mean fundamental frequency (F0), mean 
duration, reaction time and mean intensity for each word 
during the Duet sessions between NoChange and Convergence 
trials are shown in Table 1. A two-sided Wilcoxon rank sum 
tests showed a significant difference in F0 and Intensity 
between Convergence and NoChange condition. 
 

Table1: Results of two-sided Wilcoxon rank sum test between 
Convergence and NoChange condition (mean±SD) 
 Convergence NoChange Significance 

F0 (Hz) 136.71±46.58 127.85±43.98 P<0.01 
Intensity 

(dB) 71.05±4.29 70.47±5.07 P<0.05 

Duration 
(ms) 893±302 838±232 P=0.11 

Reaction 
Time (ms) 426±298 427±262 P=0.69 

 

5.3. Relation between Convergence and Synchronization 

In order to establish the relationship between Synchrony and 
Convergence, we used Pearson correlation between the 
number of Convergence points and Synchrony correlation 
coefficient of each session. This resulted in a highly 
significant correlation for F0 (Table 2). This shows that 
Synchrony in F0 is associated to Convergence and this result  
was largely significant, for female-female dyads (Table 2). 
 

Table2: Correlation results between Synchrony and 
Convergence for males (MM) and females (FF) dyads 

Features All dyads FF dyads MM dyads 
 CC sig (P) CC sig (P) CC sig (P) 

F0 0.517 0.002 0.578 0.02 0.199 0.459 
Intensity 0.326 0.07 0.466 0.06 0.064 0.812 
Duration 0.087 0.63 0.336 0.20 -0.293 0.269 
Reaction 

Time -0.002 0.99 -0.279 0.29 0.441 0.086 

 

6.  Conclusion  
In this paper we show that speech Convergence can be 
measured using a speaker identification technique during a 
well constrained task such as the Domino [1] [3]. Importantly, 
we introduced several analysis features to make the estimation 
of Convergence more robust. For instance, we tested 
modelling performance and verified its validity. We also 
evaluated if Convergence scores were attributable to random 
fluctuations in the data or were the true effect of dyadic 
interaction by testing them against surrogate dyads. Results 
show that the nature of speech Convergence is sparse, i.e., it is 
not evenly distributed on all the dyads. Some dyads show 
higher degree of Convergence while others rarely converge at 
all. A possible factor in this sparseness may be due to 
subjects’ attention, familiarity with the content and their 
likability towards each other. However small and sparse, 
Convergence was associated to Synchrony in F0. This is an 
interesting new addition to the current discussion about the 
nature of these two complementary aspects of speech 
accommodation. Our work provides support for the idea that 
Synchrony and Convergence are interrelated processes, 
particularly in female dyads. 
Future work includes testing this speaker identification 
technique on free flow dialog and in L1-L1 settings.  
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