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Abstract

Purpose The aim of this work is to quantify the relative importance of the turbulence

modelling for cavitating flows in thermal regime. A comparison of various transport-

equation turbulence models and a study of the influence of the turbulent Prandtl number

appearing in the formulation of the turbulent heat flux are proposed. Numerical simu-

lations are performed on a cavitating Venturi flow for which the running fluid is freon

R-114 and results are compared with experimental data.

Design/methodology/approach A compressible, two-phase, one-fluid Navier-Stokes

solver has been developed to investigate the behaviour of cavitation models including

thermodynamic effects. The code is composed of three conservation laws for mixture

variables (mass, momentum and total energy) and a supplementary transport equation

for the volume fraction of gas. The mass transfer between phases is closed assuming its

proportionality to the mixture velocity divergence.

Findings The influence of turbulence model as regard to the cooling effect due to the

vaporization is weak. Only the k− ε Jones-Launder model under-estimates the tempera-

ture drop. The amplitude of the wall temperature drop near the Venturi throat increases

with the augmentation of the turbulent Prandtl number.

Originality The interaction between RANS turbulence closure and non isothermal phase

transition is rarely studied. It is the first time such a study on the turbulent Prandtl num-

ber effect is reported in cavitating flows.

Keywords cavitation; thermodynamic effects; homogeneous model; RANS simulation;

turbulence models; turbulent Prandtl number



1 Introduction

The turbopump design stages of liquid rocket engines requires an accurate prediction of

the performance of cavitating cryogenic inducers involving thermodynamic effects. For

cryogenic fluids, the liquid-vapour density ratio is lower than that of typical fluids (cold

water) and consequently more liquid mass has to vaporize to sustain a cavity. Therefore

evaporative cooling effects are more pronounced and the temperature of the liquid in

the immediate vicinity of the liquid-vapour interface is depressed below the free-stream

temperature. The temperature depression, negligible in cold water, is quite substantial.

The local cooling effect delays the cavitation phenomenon and reduces the local vapour

pressure of the fluid, which leads to a lower observed cavity pressure. Typically, this

results in an improved mean performance of cryogenic pumps. Early studies about thermal

effects were generally focused on obtaining correlations for temperature depression as a

function of flow conditions and liquid properties. Classical methods include the B-factor

theory (Stahl et al., 1956) to characterize the sensitivity of fluids to thermodynamic

effects. Another approach is based on the bubble dynamics model through the use of

the Rayleigh-Plesset equation. This model is capable of handling either single bubbles or

clouds of bubbles that grow and decrease through a pressure field (Fujikawa et al., 2080).

Yet, when thermal effects are involved, the liquid inertia becomes rapidly negligible and

the evolution is controlled by the heat flux provided by the liquid at the bubble surface

(Florschuetz and Chao, 1965, Prosperetti and Plesset, 1978).

A considerable literature exists on the simulations of two-phase fluid flow problems. See

for example (Voller, 2016, Wang et al., 2015, Liang et al., 2014, Paniagua et al., 2013,

Daude and Galon, 2016, Zeidan, 2016, Zeidan et al., 2014) and references therein. These

simulations are mainly based on the widely used two-fluid model which is derived on the

basis of averaging values for all the flow parameters and state variables ranging from seven

to three equations. For instance, a seven-equation two-phase model has been proposed

in, e.g. see (Saurel and Metayer, 2001) with velocity and pressure non-equilibrium where

interfacial forces appear between phases developing momentum and energy exchange.
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Another reduced five-equation model has been derived from a two-fluid model with the

assumptions of velocity and pressure equilibrium (Kapila et al., 2001). It is composed of

four conservation laws: two for masses, one for the mixture momentum and one for the

mixture energy. It is completed by an equation for a non-conservative quantity describing

the flow topology, usually the void ratio. Such a model has been used for inviscid high

speed cavitating applications (Saurel et al., 2008, Rodio and Abgrall, 2015). By assuming

the thermal equilibrium between phases, a four-equation model can be obtained. A very

popular formulation, originally developed to simulate turbulent cavitating flows in cold

water, has been adapted to cryogenic applications (Utturkar et al., 2005, Tseng and Shyy,

2010, Huang et al., 2014). It is composed by three conservation laws for mixture quantities

(mass, momentum, energy) plus a mass equation for the vapour or liquid density including

a cavitation source (different sets of models are presented in (Utturkar et al., 2005)).

Yet, this family of models are not thermodynamically well-posed and does not respect

thermodynamic constraints such as mixture speed of sound conditions (Goncalves and

Patella, 2011). With the assumption of complete thermodynamic equilibrium between

phases (local temperature, pressure and free Gibbs enthalpy equality between phases), we

obtain the 3-equation models or Homogeneous Equilibrium Models (HEM). An equation

of state (EOS) is necessary to close the system. Different closure relations (tabulated

EOS or combination of pure phase EOSs) that link the pressure to the thermodynamic

variables have been proposed (Cooper, 1967, Clerc, 2000, Goncalves and Patella, 2010).

The objective of this paper is to evaluate the sensitivity related to the choice of turbulence

models on the cavitation prediction for liquid rocket engines. A canonical cavitating flow

on a Venturi geometry is chosen for which the running fluid is freon R-114 (C2Cl2F4).

The cavitation model is based on a transport-equation for the void fraction in which

the mass transfer between phases appear explicitly. This term is closed by assuming its

proportionality with the velocity divergence (Goncalves, 2013, Goncalves and Charriere,

2014, Goncalves and Zeidan, 2016a,b). We investigate the thermal effects as regard to

the temperature drop inside the cavitation pocket by testing the influence of (i) different

transport-equation turbulence models associated with the Boussinesq assumption, (ii)
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the turbulent heat flux through a turbulent Fourier law. The numerical simulations

are compared with experimental data based on void ratio profiles and wall temperature

depression. This paper is organized as follows. In Section 2, we present the cavitation

model, the mass transfer closure relations and the mixture equation of states. Section 3

describes the Reynolds-Averaged Navier-Stokes formulation (RANS) with the turbulence

modeling and the numerical schemes for the solving the model equations. A description of

the Venturi case is given in Section 4. This is followed by simulation results demonstrating

the influence of turbulence model. The last section is a conclusion.

2 Cavitation model

The homogeneous mixture approach is used to model two-phase flows. In addition, the

phases are assumed to be in mechanical equilibrium: they share the same pressure P .

Although the temperature-equalizing time is larger than the pressure and velocity relax-

ation times, as noted in (Kapila et al., 2001), it is possible to consider a single-temperature

model as an approximate model of flow if the difference of phase temperatures is not too

big.

2.1 A four-equation single-temperature model

The model consists of three conservation laws for mixture quantities and an additional

equation for the void ratio (Goncalves, 2013). We present below the inviscid one-dimensional
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equations, expressed with the vector of variables w = (ρ, ρu, ρE, α):

∂ρ

∂t
+

∂ρu

∂x
= 0 (1)

∂(ρu)

∂t
+

∂(ρu2 + P )

∂x
= 0 (2)

∂(ρE)

∂t
+

∂(ρuH)

∂x
= 0 (3)

∂α

∂t
+ u

∂α

∂x
= K

∂u

∂x
+

ṁ

ρI
(4)

K =
ρlc

2
l − ρvc

2
v

ρlc
2

l

1−α
+ ρvc2v

α

and
1

ρI
=

c2v
α
+

c2
l

1−α

ρlc
2

l

1−α
+ ρvc2v

α

(5)

where E = e+ u2/2 and H = h+ u2/2 denote the mixture total energy and the mixture

total enthalpy, respectively. The quantity K reflects the effects of changes in volume of

each phase, ρI is the interfacial density, ṁ is the mass transfer between phases and ck the

speed of sound of the phase k.

2.2 Pure phase EOS

The liquid density ρl is assumed to be in its equilibrium state at the reference temperature:

ρl = ρsatl (Tref). The vapour density ρv follows the stiffened gas EOS and varies with the

temperature. The convex stiffened gas EOS relations are (see (Metayer et al., 2004)):

P (ρ, e) = (γ − 1)ρ(e− q)− γP∞ (6)

P (ρ, T ) = ρ(γ − 1)CvT − P∞ (7)

T (ρ, h) =
h− q

Cp

(8)

where γ = Cp/Cv is the heat capacity ratio, Cp and Cv are thermal capacities, q the

energy of formation and P∞ is a constant reference pressure. The speed of sound c is

given by:

c2 = γ
P + P∞

ρ
= (γ − 1)CpT (9)

The stiffened gas parameters for freon R-114 are given in Table 1.
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Tref (K) γ P∞ (Pa) q (J/kg) Cp (J/K.kg) ρsat (kg/m3)

liquid 293 1.1 3.835×107 -6.910×104 984 1470.3

vapour 293 1.07 0 1.424×105 700 13.52

Table 1: Parameters of the stiffened gas EOS for freon R-114 at saturation.

2.3 Closure relation for the mass transfer

By assuming that the mass transfer is proportional to the divergence of the velocity, it is

possible to build a family of models (Goncalves, 2013, Goncalves and Charriere, 2014) in

which the mass transfer is expressed as:

ṁ =
ρlρv

ρl − ρv

(

1−
c2

c2wallis

)

∂u

∂x
(10)

where cwallis is the propagation velocity of acoustic waves without mass transfer (Wallis,

1967). This speed of sound is expressed as a weighted harmonic mean of speeds of sound

of each phase:
1

ρc2wallis

=
α

ρvc2v
+

1− α

ρlc2l
(11)

2.4 Mixture EOS

To close the system and to compute the mixture pressure and the mixture temperature, a

equation of state for the mixture is necessary. A sinusoidal relation can be considered for

the mixture (Goncalves and Patella, 2010). When the pressure is smaller than Pvap(T ) +

∆P , the following relationship applies:

P (α, T ) = Pvap(T ) +

(

ρsatl − ρsatv

2

)

c20 sin
−1 (1− 2α) (12)

This EOS introduces a small non-equilibrium effect on the pressure quantified by the

quantity ∆P . For a void ratio value of 0.5, the pressure is equal to the saturation pressure

Pvap(T ) at the local temperature T . The saturation values ρsatl and ρsatv are evaluated at

the reference temperature Tref . The quantity c0, which has the dimension of a velocity,
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is a parameter of the model. The pressure continuity between the liquid and the mixture

is given by:
π

2

ρsatl − ρsatv

2
c20 = ρsatl (γl − 1)CvlTref − P l

∞
− Pvap(Tref) (13)

This relation determines c0 for given values of saturation conditions. In the present study,

c0 = 0.74 m/s.

We assume that the vaporization pressure varies linearly with the temperature:

Pvap(T ) = Pvap(Tref) +
dPvap

dT
(T − Tref) (14)

The constant quantity dPvap/dT is evaluated using a thermodynamic table around a ref-

erence temperature. In the present study, dPvap/dT = 5900 Pa/K.

The speed of sound in the mixture can be written as (Goncalves and Patella, 2010):

c2 =

ρvρl
ρ(ρl−ρv)

(hv − hl)
dPvap

dT
+ ρCp(Y )c2T

ρCp(Y )− dPvap

dT

(15)

Cp(Y ) = Y Cpv + (1− Y )Cpl (16)

c2T =

(

∂P

∂ρ

)

s

=

(

∂P

∂ρ

)

T

=
c20

2
√

α(1− α)
(17)

Where cT is the isothermal speed of sound (i.e. when dPvap/dT=0) and Y = αρv/ρ

is the vapour mass fraction. The four-equation system is hyperbolic with eigenvalues:

λ1 = u− c, λ2,3 = u and λ4 = u+ c.

Properties of the EOS as regard to both convexity and mixture speed of sound conditions

have been studied in (Goncalves and Patella, 2010).

3 Reynolds averaged Navier-Stokes equations

For turbulent computations, the compressible one-fluid RANS equations are used, coupled

with a one- or two-equation turbulence model. These equations can be expressed as:

∂w

∂t
+ div (Fc − Fv) = S (18)
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where w denotes the conservative variables and the void ratio, Fc and Fv the convective

and viscous flux densities and S the source terms, which concern the void ratio equation

and the turbulent transport equation. k is the mixture turbulent kinetic energy and Ψ is

a turbulent variable. The exact expression of the eddy-viscosity µt and the source terms

depend on the turbulence model, as well as the constants σk and σΨ.

The total stress tensor τ is evaluated using the Stokes hypothesis, Newton’s law and the

Boussinesq assumption. The total heat flux vector Q is obtained from the Fourier law

involving a turbulent thermal conductivity λt.

τ = τ v + τ t = (µ+ µt)

[

( grad ~V + ( grad ~V )t)−
2

3
( div ~V )I

]

+
2

3
ρkI

Q = Qv +Qt = − (λ+ λt) gradT (19)

In the pure liquid, the viscosity is determined by an exponential law and, in pure

vapour, the viscosity follows the Sutherland law. The mixture viscosity is defined as the

arithmetic mean of the liquid and vapour viscosities:

µl(T ) = µ0l exp (B/T ) (20)

µv(T ) = µ0v

√

T

293

1 + TS/293

1 + TS/T
(21)

µ(T, α) = αµv(T ) + (1− α)µl(T ) (22)

where µ0l, µ0v , B and TS are constant parameters.

The mixture thermal conductivity λ is also defined as the arithmetic mean of the
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liquid and vapour values:

λ(α, T ) = α
µv(T )Cpv

Prv

+ (1− α)
µl(T )Cpl

Prl

(23)

3.1 Wall modelling

For the modelling of flow close to the wall, a two-layer wall law approach is used (Goncalves

and Houdeville, 2001):

u+ = y+ if y+ < 11.13

u+ =
1

κ
ln y+ + 5.25 if y+ > 11.13

u+ =
u

Uτ

; y+ =
yUτ

νw
; U2

τ =
τw
ρw

(24)

where κ = 0.41 is the von Karman constant and the subscript ’w’ is used for a wall value.

We assume that wall functions are similar in a two-phase flow and in a single-phase flow.

This assumption have been studied in (Goncalves and Decaix, 2012) and comparisons

were proposed with a thin boundary layer approach.

At the wall, an adiabatic condition is imposed. Gradients of temperature and pressure

are assumed to be null. For the void ratio wall value, we use the following formulation:

αw =
ρw − ρsatl (Tref)

ρv(Tw)− ρsatl (Tref)
with ρv(Tw) =

Pw

Cvv(γv − 1)Tw

(25)

3.2 Turbulence models

A comparison with various transport-equation turbulence models is proposed. We con-

sider five models: the one-equation Spalart-Allmaras model (SA) (Spalart and Allmaras,

1994), the Jones-Launder k − ε model (KE) (Jones and Launder, 1972), the Smith k − ℓ

model (KL) (Smith, 1994), the Wilcox k− ω model (KO) (Wilcox, 1988) and the Menter

SST k − ω model (SST) (Menter, 1994).
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3.3 Turbulent heat flux

We introduce a constant turbulent Prandtl number hypothesis. The mixture turbulent

thermal conductivity is given by the arithmetic mean of the liquid and vapour values:

λt = αλt
v + (1− α)λt

l = α
µtCpv

Prt

+ (1− α)
µtCpl

Prt

≃
µtCp(Y )

Prt

(26)

where the turbulent Prandtl number Prt is usually set to 1, that is to say the momentum

and thermal eddy diffusivities are in the same order of magnitude. For two-dimensional

boundary layer, this number is evaluated by

Prt =
νt
αt

=
u′v′ ∂T

∂y

v′T ′ ∂u
∂y

(27)

A large quantity of experimental, analytical and numerical works have been devoted to

the evaluation of this number in the near-wall region of single-phase boundary layer (see

review by (Kays, 1994)). A clear lack of agreement appears in the literature. For a two-

phase boundary layer involving phase transition, the question is totally open. We propose

to test different values of Prt from 0.25 to 1.5.

3.4 Numerical methods

The numerical simulations are carried out using an implicit CFD code based on a finite-

volume discretization. For the mean flow, the convective flux density vector on a cell face is

computed with the Jameson-Schmidt-Turkel scheme (Jameson et al., 1981). The artificial

viscosity includes a second-order dissipation term D2 and a fourth-order dissipation term

D4, which involve two tunable parameters. The viscous terms are discretized by a second-

order space-centered scheme. For the turbulence transport equations, the upwind Roe

scheme (Roe, 1981) is used to obtain a more robust method. The second-order accuracy is

obtained by introducing a flux-limited dissipation. The numerical treatment of boundary

conditions is based on the use of the characteristic relationships. More details are given

in (Goncalves, 2013).

9



4 Application: the Venturi geometry

4.1 Experimental conditions

The freon R-114 experimental facility of the CREMHyG is a closed loop operating with a

reference pressure, obtained by pressurizing a tank with nitrogen gas. The loop is fitted

with a test section having the shape of a two-dimensional Venturi, characterized by a

convergence angle of 4.3◦ and a divergence angle of 4◦ (Fig. 1). The edge forming the

throat of the Venturi is used to fix the separation point of the cavitation cavity. This

geometry is equipped with three probing holes to take various measurements. Optical

probes and micro-thermocouples are used to evaluate the local void ratio and the wall

temperature, respectively. For this geometry, the selected operation point is characterized

by the following physical parameters (Fruman et al., 1999):

- the inlet velocity Vinlet = 14.4 m/s;

- the reference temperature Tref = 293 K;

- the reference length Lref = 0.252 mm, corresponding to the chord of a blade turboma-

chinery;

- the Reynolds number ReLref
=

Vinlet × Lref

ν(Tref )
= 18.4× 106;

- the cavitation parameter in the inlet section σinlet =
Pinlet − Pvap(Tref)

0.5ρV 2
inlet

≃ 0.55.

With these parameters, a cavity length Lcav around 80 mm was obtained, with a relatively

stable aspect.

A simple heat balance between the two phases can estimate the scale of temperature

difference ∆T ∗ caused by thermal effects.

∆T ∗ =
ρvLvap

ρlCpl

(28)

where Lvap is the latent heat. Values of this temperature difference are given in Table 2

for water, freon R-114 and liquid hydrogen LH2 in cryogenic conditions. Freon R-114

provides a similar ∆T ∗ at room temperature in comparison with LH2 and is used as a

substitute fluid for turbopump applications.
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fluid Tref (K) ρL (kg/m3) ρV (kg/m3) Pvap (Pa) dPvap

dT
(Pa/K) ∆T ∗ (K)

water 293 998 0.02 2339 143 0.01

R-114 293 1470.3 13.52 181100 5900 1.22

LH2 21 70.0 1.62 124720 35300 1.01

LH2 21 67.4 2.60 209320 50000 1.41

Table 2: Thermodynamic properties of different fluids at saturation.

4.2 Computational parameters and mesh

The grid is a H-type topology. The mesh contains 251 nodes in the flow direction and 77

in the orthogonal direction. A special contraction is applied in the main flow direction

just after the throat to better simulate the two-phase flow area (see Fig. 2). y+ values in

first adjacent cells to walls vary between 35 to 50 for a non cavitating simulation.

All cavitating simulations are steady computations, which are started from the non cavi-

tating numerical solution. Computations have been performed with a CFL number equal

to 0.5 and dissipation parameters equal to 1 and 0.045.

4.3 Influence of the turbulence model

Different calculations were performed in order to obtain a cavitation sheet with a length

close to 80 mm. Comparisons between different cavitation models have been presented

in (Goncalves and Charriere, 2014) using the Spalart-Allmaras turbulence model. In the

following, we study the turbulence model influence.

A qualitative view of the cavitation pocket attached to the throat is presented in Fig-

ure 3 with the void ratio field (top) and the temperature deficit T − Tref (K) (down).

Results have been obtained using the k − ω SST Menter and the k − ε Jones-Launder

models. The cooling effect due to the vaporization process is clearly observed (negative

values). In the recompression area, a warming effect is exhibited as observed previously
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in (Goncalves, 2014) using the Spalart-Allmaras model. Locally, the temperature exceeds

the freestream temperature and values reach more than 5 K. It is certainly due to the

collapse of bubbles which causes the rapid recuperation of the temperature, as related by

experimental measurements using infra-red thermography (Petkovsek and Dular, 2013).

Such a phenomenon is predicted by all simulations with the five considered turbulence

models. The qualitative view is quite similar for all simulations.

Complementary analyses concern local void ratio profiles inside the cavity and the wall

temperature depression. The experimental void ratio profiles are obtained with a post

processing algorithm from the signal of the optical probe (Fruman et al., 1999). Figure 4

(on the left) illustrates the numerical void ratio obtained with the five turbulence models

in comparison with the measurements at stations 1 to 3. We clearly observe that numer-

ical results are quite superimposed. As regard to the wall value of the void ratio, a large

discrepancy appears: the numerical wall values are largely over-predicted in comparison

with the experimental data at stations 2 and 3. Moreover, the decrease of the void ratio

close to the wall is absolutely not reproduced. This behaviour is probably due to the

considered wall condition for the void ratio (equation 25).

For the analysis of the flow, we added a numerical probe inside the cavity at abscissa

x = 74 mm named station 5. The temperature depression Tref − T at stations 1, 3 and

5 is plotted in Figure 4 (on the right) for the five turbulence models. The cooling effect

is more pronounced at station 1, close to the Venturi throat. The shape of the profiles

is quite similar for all simulations. Near the wall, small discrepancies are noticeable at

stations 1 and 2. The wall temperature depression at station 1 is about 2.2 K (±0.2 K)

for the experimental data. Except the under-estimation provided by the Jones-Launder

model (around 1.8 K), results are in very good agreement with the measurement. At

station 2, similarly the Jones-Launder simulation provides a lower temperature drop in

comparison with other models. Finally, at station 5, in the end part of the cavitation

pocket, all models provide similar profiles. We note that the k − ε model also predicted

the highest void ratio wall values at stations 1 to 3.
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To investigate the effect of turbulence models, profiles of viscosity ratio µt/µ (on the

left) and thermal conductivity ratio λt/λ (on the right) are plotted in Figure 5 at stations

1 and 3 for the five turbulence models. Globally, discrepancies appear on the thickness

of profiles and on the maximum values. The Jones-Launder model provides the thinnest

profiles and the lowest values. On the contrary, the Smith k − ℓ model gives the highest

values but it is not associated to a larger temperature drop.

4.4 Influence of the turbulent Prandtl number

As regard to the previous study, the Spalart-Allmaras model is chosen for all simulations.

Different values of the turbulent Prandtl number are tested from 0.25 to 1.5. With a small

value of Prt , the thermal eddy diffusivity is faster than the momentum eddy diffusivity

and a reduction of the thermal amplitude is expected.

First, a qualitative view of the cavitation pocket is illustrated in Figure 6 where the

void ratio and temperature deficit fields are plotted. Three simulations are compared:

Prt = 1.5 (top), Prt = 1 (middle) and Prt = 0.25 (down). No clear discrepancies are put

in evidence between simulations.

Secondly, the void ratio profiles at station 1 to 3 are presented in the left part of Fig-

ure 7. Using the smallest value Prt = 0.25, the thickness of the cavity is a little reduced,

especially at station 3. For the highest value Prt = 1.5, the wall value is more important

(around 75%) and the S-shape at station 3 is not predicted. For the intermediate values,

profiles are quite similar.

Profiles of temperature depression Tref − T (K) at stations 1, 3 and 5 are plotted in the

right part of Figure 7. At station 1, discrepancies are noticeable for the wall temperature

depression. Higher is the turbulent Prandtl number, stronger is the temperature depres-

sion. Using the highest value Prt = 1.5, the wall temperature difference reaches 2.5 K.
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At stations 3 and 5, results are relatively similar. A small discrepancy appears on the

maximum value at the interface of the cavitation pocket.

Complementary analyses are proposed for turbulent quantities. The viscosity ratio

µt/µ and the thermal conductivity ratio λt/λ are plotted in Figure 8 for different values

of Prt . Viscosity ratio profiles are quite similar. The conductivity ratio profiles show large

difference. The hierarchy between the five values of Prt is well illustrated. The maximum

ratio obtained with the smallest value Prt = 0.25 is around 4.7 times the value predicted

for the case Prt = 1. For the case Prt = 1.5, the augmentation is around a factor 1.4. The

conductivity ratio is not directly proportional to the viscosity ratio through the Prandtl

numbers in two-phase flow.

Finally, the wall temperature depression Tref − T (K) is presented in Figure 9 along

the Venturi divergent function of the dimensionless abscissa x∗ = (x− xthroat)/Lcav. The

experimental value corresponds to the wall measurement at station 1. Close to the throat,

for x∗ ≤ 0.1, we observe a peak of the temperature depression followed by a decrease along

the wall up to the closure part of the cavity. As observed on the temperature profile at

station 1, this peak is more pronounced for the highest value Prt = 1.5. From the abscissa

x∗ = 0.2, all results are quite superimposed. At the closure part of cavities, discrepancies

are noticeable due to the fact that the cavity length Lcav is not exactly the same for all

simulations. Negative values of the quantity Tref − T illustrate the warming effect in the

recompression area.

5 Conclusion

One-fluid single-temperature RANS simulations were performed to study cavitation pock-

ets developing along a Venturi geometry in which the working fluid is freon R-114. An

investigation of the influence of various transport-equation turbulence models and the

turbulent Prandtl number was led. Numerical results have been compared with experi-

mental data, especially as regard to the cooling effect due to the vaporization process.
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These investigations showed globally the weak effect of the turbulence model, only the

k − ε model provided a smaller temperature depression in comparison with other mod-

els. It is difficult to explain this behaviour. The physical mechanisms involved are not

clear and the interaction between heat and mass transfers in a turbulent boundary layer

remain challenging to model. Similarly, the influence of the turbulent Prandtl number

is rather small. The amplitude of the wall temperature drop is modified near the throat

and increases with the augmentation of Prt.

Additional works are in progress to pursue comparative analyses and to develop 2-temperature

models. Moreover, further experimental cavitating works concerning local measurements

in thermosensitive fluid are capital to allow model calibration and validation.
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Figure 1: Schematic view of the Venturi profile.
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Figure 3: Void ratio and temperature difference T−Tref (K) contours, SST Menter model

(left) and k − ε Jones-Launder model (right).
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Figure 4: Profiles of void ratio and temperature drop Tref − T at different stations,

turbulence model influence.
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model influence.
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Figure 6: Void ratio (left) and temperature difference T − Tref (K) (right), turbulent

Prandlt number influence, Prt = 1.5 (top), Prt = 1 (middle) and Prt = 0.25 (down).
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Figure 7: Profiles of void ratio and temperature drop Tref − T at different stations,

turbulent Prandlt number influence.
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Figure 8: Profiles of ratios µt/µ (left) and λt/λ (right) at stations 1 and 3, turbulent

Prandlt number influence.
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