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Abstract

In this paper, we introduce properly-invariant diagonality measures of Hermitian
positive-definite matrices. These diagonality measures are defined as distances
or divergences between a given positive-definite matrix and its diagonal part. We
then give closed-form expressions of these diagonality measures and discuss their
invariance properties. The diagonality measure based on the log-determinant
α-divergence is general enough as it includes a diagonality criterion used by
the signal processing community as a special case. These diagonality measures
are then used to formulate minimization problems for finding the approximate
joint diagonalizer of a given set of Hermitian positive-definite matrices. Nu-
merical computations based on a modified Newton method are presented and
commented.

Keywords: Diagonality measure, positive-definite matrices, Riemannian
distance, Bhattacharyya distance, Kullback-Leibler divergence, log-det
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1. Introduction

In the last three decades, the problem of approximate joint diagonalization
(AJD) of a collection of Hermitian positive-definite matrices has attracted an
increasing attention from researchers within the statistics, signal processing and
applied mathematics communities. In statistics, its is used to solve the common
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principal component (CPC) problem [1, 2]. In signal processing it is a funda-
mental tool for blind source separation (BSS) [3] and blind beamforming [4, 5].
Applied mathematicians and numerical analysts are concerned with efficient
numerical algorithms for solving this problem [6, 7, 8, 9, 10, 11, 12, 13].

Given a set of n× n Hermitian positive-definite matrices Mk, k = 1, . . . ,K
that are supposed to be diagonalized under congruence by a common invertible
matrix C, i.e., such that

Dk = CMkC
H , k = 1, . . . ,K,

where Dk are diagonal matrices, or equivalently, such that C−1DkC
−H = Mk,

k = 1, . . . ,K, the problem of exact joint diagonalizer is to find a common
diagonalizer for the given Mk, k = 1, . . . ,K. We note that the joint diagonalizer
can only be determined up to a row-wise permutation and scaling. In fact, if
C is a common diagonalizer of Mk, k = 1, . . . ,K then so is PDC for any
invertible diagonal matrix D and any permutation matrix P .

In practice, due to the presence of noise and measurement errors, the given
(observed) matrices Mk, k = 1, . . . ,K can not be simultaneously diagonalized
for K > 2. The problem of approximate joint diagonalizer for the given Mk,
k = 1, . . . ,K is then to find an invertible matrix C such that CMkC

H , k =
1, . . . ,K are as close to diagonal matrices as possible [7, 8, 6, 9, 10, 11, 12, 13].
Hence, one has to define a measure of diagonality and then to devise algorithms
that minimize a cost function which is the sum of the diagonality measures of
all CMkC

H .
Since the joint diagonalizer is not unique, but arbitrary with respect to per-

mutations and positive diagonal scalings, it is desirable that the cost function
used for computing the approximate joint diagonalizer be invariant with respect
to permutations and positive diagonal scalings. The overwhelming majority of
the proposed approximate joint diagonalization algorithms use as cost function
the Frobenius off squared norm, which is not invariant by diagonal scaling.
Furthermore, this criterion is not specific to positive Hermitian matrices. The
reason why this cost function has been heavily employed is because it allows
simple optimization schemes. On the other hand, Pham [7] used a cost function
which is invariant with respect to diagonal scalings and permutations and is
specifically conceived for Hermitian positive-definite matrices. He used a diag-
onality measure derived from the Kullback-Leibler divergence to minimize an
unconstrained optimization problem, in contrast to most joint diagonalization
algorithms, which minimize a constrained optimization problem. We will pro-
pose a new cost function, based on the log-det α-divergence, that measures the
degree of joint diagonalization of a set of Hermitian positive-definite matrices.
This cost function includes some of the cost functions used in the literature as
special cases. To the best of our knowledge, this paper is the first attempt to
tackle the approximate joint diagonalizer problem from the Riemannian and
information geometries point of view. We then describe convergent numerical
algorithms for minimizing this cost function and hence finding a single matrix
C that approximately joint diagonalizes the given set of matrices.
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The remainder of this paper is organized as follows. In Section 2, we set
notations and gather necessary background materials from matrix analysis, dif-
ferential geometry, optimization on manifolds and information theory that will
be used in the sequel. In Section 3, and as a first step, we start by introducing
properly-invariant diagonality measures as distances or divergences between a
given positive-definite matrix and its diagonal part. Properly invariant means
that all desirable invariance properties (which will be made precise) that one
would expect of such measures are satisfied. For generality, we have chosen to
work with Hermitian positive-definite matrices. The results in this paper remain
valid for symmetric positive-definite matrices, all what is needed is to consider
that all matrices are real. We then give closed-form expressions of these diago-
nality measures and discuss their properties. Then, in Section 4, we define the
“true” diagonality measures as the distances (or divergences) between a given
positive-definite matrix and its closest, with respect to the distance (divergence),
diagonal matrix. Unfortunately, not all of them can be given in closed-form. For
those which can not be given explicitly, we give the nonlinear matrix equation
that characterize them. In Section 5 application to the problem of approximate
joint diagonalization of a finite collection of Hermitian positive-definite matrices
is discussed and some computations of the approximate joint diagonalizer based
on these diagonality measures are presented.

2. Notations and background materials

Let Mn(C) be the set of n× n complex matrices and GLn(C) be its subset
containing only nonsingular matrices. GLn(C) is a Lie group, i.e., a group
which is also a differentiable manifold and for which the operations of group
multiplication and inverse are smooth. The tangent space at the identity is
called the corresponding Lie algebra and denoted by gln(C). It is the space
of all linear transformations in Cn, i.e., Mn(C). In Mn(C) we shall use the
Euclidean inner product, known as the Frobenius inner product, defined by

〈A,B〉F := tr(BHA),

where tr(·) stands for the trace and the superscript H denotes the conjugate

transpose. The associated norm ‖A‖F = 〈A,A〉1/2F is used to define the Eu-
clidean distance on Mn(C),

dF (A,B) := ‖A−B‖F .

2.1. The Diag operator

We will denote by Diag the linear operator, from Mn(C) into itself, which
assigns to each matrix A the diagonal matrix Diag(A) whose diagonal entries
are akk, the diagonal entries of A. We note that Diag(A) can be expressed as
Diag(A) = A◦I = I ◦A, where ◦ represents the Hadamard product (entry-wise
product). It is also known as the Schur product. Then, if we represent linear
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maps from Mn(C) into itself by its n2 × n2 matrix in the Canonical basis, it is
easy to see that the differential of Diag(A) with respect to A is given by

DDiag(A) = diag(vec(I)),

where vec(·) stands for the operator that transforms an n × n complex-valued

matrix into a vector in Cn2

by stacking the columns of the matrix one under-
neath the other, and diag(·) is the operator that assigns to each vector in Cm
an m×m diagonal matrix with the elements of the vector on its main diagonal.

Let us define the diagonal unitary matrix Uθ = diag(eiθ, e2iθ, . . . , eniθ),
where θ ∈ [0, 2π). Then, it is interesting to observe that Diag(A) can be repre-
sented as the continuous average of rotated versions of A [14, 15]

Diag(A) =
1

2π

∫ 2π

0

UθAUH
θ dθ,

or, as the discrete average of rotated versions of A

Diag(A) =
1

n

n∑
k=1

UθkAUH
θk
, where θk =

2(k − 1)π

n
.

So that the differential of Diag(A) with respect to A can also be written as

DDiag(A) =
1

2π

∫ 2π

0

Uθ ⊗Uθ dθ =
1

n

n∑
k=1

Uθk ⊗Uθk ,

where ⊗ stands for the Kronecker product.

2.2. Exponential and logarithms

The exponential of a matrix in gln(C) is given, as usual, by the convergent
series

expA =

∞∑
k=0

1

k!
Ak.

We remark that the product of the exponentials of two matrices A and B is
equal to exp(A + B) only when A and B commute.

Logarithms of A inMn(C) are solutions of the matrix equation expX = A.
When A does not have eigenvalues on the closed negative real line, there exists
a unique logarithm, called the principal logarithm and denoted by logA, whose
spectrum lies in the infinite strip {z ∈ C : −π < Im(z) < π}, of the complex
plane. Furthermore, if for a given matrix norm ‖ · ‖ we have ‖A‖ < 1, then the

series
∑∞
k=1

(−1)k−1

k Ak converges to log(I + A), where I denotes the identity
transformation in Cn. Therefore, one can write

log(I + A) =

∞∑
k=1

(−1)k−1

k
Ak.
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We note that, in general, log(AB) 6= logA + logB. Finally, we recall the
important fact:

f(C−1BC) = C−1f(B)C,

for any invertible matrix C and any analytic function f , such as exp and log.

2.3. Geodesic convexity, gradient and Hessian

For a Riemannian manifold M we denote by TxM the tangent space at
x ∈M and by expx : TxM →M the exponential mapping at x, i.e. expx(v) :=
γ(1) where γ is the unique geodesic with γ(0) = x and γ′(0) = v.

A subset A of a Riemannian manifold M is said to be convex if the shortest
geodesic curve between any two points x and y in A is unique in M and
lies entirely in A . A real-valued function defined on a convex subset A of
M is said to be convex if its restriction to any geodesic path is convex, i.e., if
t 7→ f̂(t) := f(expx(tu)) is convex over its domain for all x ∈M and u ∈ Tx(M ).

Let f be a real-valued function defined on a Riemannian manifold M . If
f is differentiable then the gradient ∇f is the unique tangent vector at x such
that for any direction u in the tangent space to M at x, we have

〈u,∇f〉 =
d

dt

∣∣∣∣
t=0

f(expx(tu)),

where 〈·, ·〉 denotes the Riemannian inner product on the tangent space. If f is
twice differentiable, then the Hessian ∇2f of f is given by

〈u,∇2fv〉 =
∂2

∂t∂s

∣∣∣∣
t=0,s=0

f(expx(tu+ sv)).

The second-order Taylor expansion of the function f at x ∈M is therefore
given by

f(expx(v)) = f(x) + 〈∇f, v〉+ 1
2 〈v,∇

2fv〉+O(|v|3).

2.4. The cone of Hermitian positive-definite matrices

We denote by
Hn :=

{
A ∈Mn(C), AH = A

}
,

the n2-dimensional vector space of all n× n Hermitian matrices and denote by

H ++
n := {A ∈Hn, A > 0} ,

the set of all n×n Hermitian positive-definite matrices. Here A > 0 means that
the quadratic form xHAx is positive for all x ∈ Cn \ {0}. It is well known that
H ++
n is an open convex cone; i.e., if P and Q are in H ++

n , so is P + tQ for any
t > 0. Its closure is the set H +

n of all n × n Hermitian positive semi-definite
matrices and its boundary ∂H ++

n is the set of all n × n Hermitian positive
semi-definite singular matrices.

We recall that the exponential map from Hn to H ++
n is one-to-one and

onto. In other words, the exponential of any Hermitian matrix is a Hermitian
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positive-definite matrix, and the inverse of the exponential (i.e., the principal
logarithm) of any Hermitian positive-definite matrix is a Hermitian matrix.

As H ++
n is an open subset of Hn, for each P ∈ H ++

n we identify the set
TP of tangent vectors to H ++

n at P with Hn. On the tangent space at P we
define the positive-definite inner product and corresponding norm [16, 17]

〈A,B〉P = tr(P−1AP−1B), ‖A‖P = 〈A,A〉1/2P , (1)

that smoothly depend on the base point P . The positive definiteness is a con-
sequence of the positive definiteness of the Frobenius inner product for

〈A,A〉P = tr(P−1/2AP−1/2P−1/2AP−1/2) = ‖P−1/2AP−1/2‖2F .

Let [a, b] be a closed interval in R, and let Γ : [a, b]→H ++
n be a sufficiently

smooth curve in H ++
n . We define the length of Γ by

L(Γ) :=

∫ b

a

‖Γ̇(t)‖Γ(t)dt.

We note that the length L(Γ) is invariant under congruent transformations,

i.e., Γ 7→ CΓCH , where C is any fixed element of GLn(C). As dΓ−1

dt =

−Γ−1 dΓdt Γ−1, one can readily see that this length is also invariant under in-
version.

The distance between two matrices A and B in H ++
n , considered as a

differentiable manifold, is the infimum of lengths of curves connecting them:

dH ++
n

(A,B) := inf
{
L(Γ)|Γ : [a, b]→H ++

n with Γ(a) = A,Γ(b) = B
}
.

This metric makes H ++
n a Riemannian manifold of dimension n2.

The geodesic emanating from I in the direction of S, a Hermitian matrix
in the tangent space, is given explicitly by exp(tS). Using invariance under
congruent transformations, the geodesic P (t) such that P (0) = P and Ṗ (0) = S
is therefore given by

P (t) = P 1/2 exp(tP−1/2SP−1/2)P 1/2.

It follows that the Riemannian distance between P 1 and P 2 in H ++
n is

dH ++
n

(P 1,P 2) = ‖ log(P
−1/2
1 P 2P

−1/2
1 )‖F =

[
n∑
i=1

log2 λi

]1/2
, (2)

where λi, i = 1, . . . , n, are the (positive) eigenvalues of P−11 P 2. Even though in
general P−11 P 2 is not Hermitian, its eigenvalues are real and positive. This can
be seen by noting that P−11 P 2 is similar to the Hermitian positive-definite ma-

trix P
−1/2
1 P 2P

−1/2
1 . It is important to note here that the real-valued function

defined on H ++
n by P 7→ dH ++

n
(P ,S), where S ∈ H ++

n is fixed, is (geodesi-

cally) convex. We note in passing that H ++
n is a homogeneous space of the Lie
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group GLn(C) (by identifying H ++
n with the quotient GLn(C)/Un(C)). It is

also a symmetric space of noncompact type [18].
It is important here to note that the subset D++

n of diagonal positive-definite
matrices is a totally geodesic submanifold of H ++

n , which is geodesically convex
and closed with respect to the Riemannian metric defined by the inner product
(1)1.

2.5. Divergence functions

We give a formal definition of a divergence function on a Riemannian man-
ifold.

Definition 1. A divergence function over a Riemannian manifold M is a real-
valued function J on the Cartesian product manifold M ×M which satisfies the
following conditions [19]:

i) Positive definiteness: J(x, y) ≥ 0 for all x and y in M with equality if
and only if x = y.

ii) Differentiability: J(x, y) is twice differentiable with respect to x and its
Hessian with respect to x, when evaluated at y = x, is positive definite.

We note that the divergence is almost a distance function except that it needs
not to be symmetric with respect to its arguments nor to satisfy the triangle
inequality. For instance, the square of a distance function is a (symmetric) di-
vergence function. In some respects, a divergence function is a generalization of
squared distances and has the physical dimension (i.e., unit) of squared distance.

Let f : Ω→ R be a twice differentiable and strictly convex function defined
on a closed convex set Ω of a vector space V . We give below two examples of
systematic ways of constructing divergence functions from f .

1. The function defined by

Bf (x, y) = f(x)− f(y)− 〈∇f(y), x− y〉, (3)

is a divergence function on Ω called the Bregman divergence [20]. Here
〈·, ·〉 denotes the inner product in V .

2. For a real parameter α such that |α| < 1, the functions

Dα
f (x, y) = 4

1−α2

[
1−α
2 f(x) + 1+α

2 f(y)− f( 1−α
2 x+ 1+α

2 y)
]
, (4)

defines a one-parameter family of divergence functions called α-divergence
functions [21]. Furthermore, by taking limits in (4) we have

D1
f (x, y) := lim

α→1−
Dα
f (x, y) = Bf (x, y),

D−1f (x, y) := lim
α→−1+

Dα
f (x, y) = Bf (y, x).
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The positive definiteness of the functions (3) and (4) is guaranteed by the
strict convexity of f . Furthermore, we note that the Hessian with respect to x
when evaluated at y = x for both functions (3) and (4) is equal to the Hessian
of f at x which is positive definite by the strict convexity hypothesis on f .

Now, if we consider the logarithmic-barrier function f(X) = − log detX,
which is a strictly convex function defined on the convex subset H ++

n of the
vector space Hn, we obtain for −1 ≤ α ≤ 1, the one-parameter family of
divergence functions on the space of Hermitian positive-definite matrices called
log-det α-divergence functions [22]

Dα
LD(A,B) = 4

1−α2 log
det

(
1−α
2 A+

1+α
2 B

)
(
detA

) 1−α
2
(
detB

) 1+α
2

, −1 < α < 1,

D−1LD(A,B) = tr(A−1B − I)− log det(A−1B),

D1
LD(A,B) = tr(B−1A− I)− log det(B−1A).

(5)

2.6. Projection onto a convex set

Let S be a nonempty closed convex subset of a Riemannian manifold M .
If d(·, ·) is a distance function on M , then for any x ∈M there exists a unique
element xd ∈ S such that d(x, xd) ≤ d(x, y) for all y ∈ S . The element xd is
called the metric projection of x onto S .

Similarly, if D(·, ·) is a divergence function on M , then for any x ∈M there
exists a unique element xD ∈ S such that D(x, xD) ≤ D(x, y) for all y ∈ S
[23]. The element xD is called the divergence projection of x onto S .

3. Properly invariant diagonality measures

We define a measure of diagonality of a matrix as a non-negative quantity
that vanishes only for diagonal matrices. One way to construct such measures is
to use a distance (or a divergence) function and define the measure of diagonality
as the squared distance (or the divergence) between the given matrix and its
diagonal part. The minimal set of invariance properties that we would expect
from a diagonality measure D(·) are the following:

1. Invariance under congruence transformations by permutation matrices:

D(PAP ) = D(A), for all permutation matrices P .

2. Invariance under congruence transformations by invertible diagonal ma-
trices:

D(DAD) = D(A), for all invertible diagonal matrices D.

Note that Property 2 implies invariance under positive scaling, i.e., D(µA) =
D(A), ∀µ > 0.
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The simplest diagonality measure of a given matrix A could be obtained
by half the squared norm of its off-diagonal part A − DiagA. For example,
if we consider the Euclidean distance induced from the matrix Frobenius inner
product, then the Frobenius measure of diagonality of a Hermitian positive-
definite matrix A is defined as half the square of the Frobenius distance between
A and DiagA, i.e.,

DF (A) = 1
2‖A−DiagA‖2F . (6)

This is a general diagonality measure defined for any square matrix not nec-
essarily Hermitian positive-definite. It goes to zero when the sum of squared
off-diagonal entries goes to zero independently of the values of the diagonal
entries. This measure does not take positive definiteness into account. Further-
more, while this diagonality measure satisfies Property 1, it does not satisfy
Property 2.

For a diagonality measure D(·) to satisfy Property 2, it must be such that

D(A) = D(Â), where for any positive-definite matrix A, the matrix Â denotes
its diagonally scaled matrix given by

Â := (DiagA)−1/2A(DiagA)−1/2,

i.e., âij =
aij√
aiiajj

, 1 ≤ i, j ≤ n. We note that âii = 1 and |âij | < 1 for 1 ≤ i 6=

j ≤ n. If A is a positive-definite covariance matrix then Â is the corresponding
correlation matrix. Thus, a properly invariant diagonality measure depends
only on the n(n − 1)/2 independent entries of the hollow (i.e., with vanishing
diagonal) symmetric matrix

◦
A := (DiagA)−1/2A(DiagA)−1/2 − I = Â− I.

3.1. Modified Frobenius measure

Now, using the Frobenius distance between Â and I, we define the modified
version of the Frobenius diagonality measure

Dm
F (A) = 1

2‖(DiagA)−1/2A(DiagA)−1/2 − I‖2F = 1
2‖Â− I‖2F = 1

2‖
◦
A‖2F , (7)

which does satisfy Property 2.

3.2. Riemannian measure

The Riemannian measure of diagonality of a Hermitian positive-definite ma-
trix A is defined as half the square of the Riemannian distance (2) between A
and DiagA, i.e.,

DR(A) := 1
2‖ log((DiagA)−1/2A(DiagA)−1/2)‖2F = 1

2‖ log(Â)‖2F . (8)
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3.3. Kullback-Leibler measure

The right Kullback-Leibler measure of diagonality of a symmetric positive-
definite matrix A is defined as the Kullback-Leibler divergence [24, 25] between
A and DiagA, i.e.,

Dr
KL(A) := tr(A−1 DiagA− I)− log det(A−1 DiagA)

= tr((DiagA)1/2A−1(DiagA)1/2 − I)

− log det((DiagA)1/2A−1(DiagA)1/2)

= tr Â−1 − n+ log det Â. (9)

We note that the fact Dr
KL(A) ≥ 0, with equality if and only if A is diagonal,

is nothing but the fact that, for a positive-definite matrix B, tr(B − I) is an
upper bound for log detB, which is attained if and only if B is the identity.
This follows immediately from the inequality log x ≤ x− 1 which is valid for all
x > 0 and the equality holds if and only if x = 1.

Similarly, the left Kullback-Leibler measure of diagonality of a symmetric
positive-definite matrix A is defined as the Kullback-Leibler divergence between
DiagA and A, i.e.,

D l
KL(A) := tr((DiagA)−1A− I)− log det((DiagA)−1A)

= tr((DiagA)−1/2A(DiagA)−1/2 − I)

− log det((DiagA)−1/2)A(DiagA)−1/2)

= − log det Â. (10)

We note that the fact D l
KL(A) ≥ 0, with equality if and only if A is diagonal,

is just a form of Hadamard’s determinant inequality.
Also, as there are many different ways to symmetrize the Kullback-Leibler

divergence, we may define different corresponding diagonality measures. The
simplest one is obtained by taking the arithmetic mean of the right and left
ones. Hence

Ds
KL(A) := 1

2 (Dr
KL(A) + D l

KL(A)) = 1
2 (tr Â−1 − n). (11)

We see that the symmetrized Kullback-Leibler diagonality measure is simply the
inverse-barrier function for the set of Hermitian positive-definite matrices, while
the left Kullback-Leibler diagonality measure is simply the logarithmic-barrier
function for this set.

3.4. Log-det α-measure

For α ∈]−1, 1[, the log-det α-measure of diagonality of a Hermitian positive-
definite matrix A is defined as the log-det α-divergence [22] between A and
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DiagA, i.e.,

Dα(A) :=
4

1− α2
log

det( 1−α
2 A + 1+α

2 DiagA)

(detA)
1−α
2 (det DiagA)

1+α
2

=
4

1− α2
log

det( 1−α
2 Â + 1+α

2 I)

(det Â)
1−α
2

. (12)

The fact that Dα(A) ≥ 0, with equality if and only if A is diagonal, is a
consequence of Ky Fan’s determinant inequality for Hermitian positive-definite
matrices A and B:

det(λA + (1− λ)B) ≥ (detA)λ(detB)1−λ, ∀λ ∈ [0, 1].

In the special case α = 0, we obtain the Bhattacharyya measure of diagonality

DB(A) := 4 log
det 1

2 (A + DiagA)
√

detAdet DiagA
= 4 log

det 1
2 (Â + I)√
det Â

, (13)

which is half the square of the Bhattacharyya distance [22] between A and
DiagA.

Using the fact that for an invertible matrix-valued function C(t) we have

d

dt
log detC(t) = tr

(
C−1(t)

d

dt
C(t)

)
,

one can verify that the limit of Dα(A) when α goes to -1 is the right Kullback-
Leibler measure and the limit of Dα(A) when α goes to 1 is the left Kullback-
Leibler measure.

Remark 2. All these diagonality measures, except the modified Frobenius one,
go to infinity when the matrix A approaches the boundary of the set of Hermitian
positive-definite matrices, see Fig. 1 for an illustration of the case of 2 × 2
matrices.

3.5. Closed-form expressions for the diagonality measures

3.5.1. Case of 2× 2 matrices

In this case, let z = a12√
a11a22

and r = |z|. Note that 0 ≤ r < 1 by positive

definiteness of A. Then,

Â =

[
1 z
z̄ 1

]
,

◦
A =

[
0 z
z̄ 0

]
and r2 = 1

2 tr(
◦
A2).
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Therefore,

Dm
F (A) = r2,

DR(A) = 1
2 (log2(1 + r) + log2(1− r)),

Dr
KL(A) =

2r2

1− r2
+ log(1− r2),

D l
KL(A) = − log(1− r2),

Ds
KL(A) =

r2

1− r2
,

Dα(A) = 2
1−α2 log(1− ( 1−α

2 r)2)− 1
(1+α) log(1− r2),

DB(A) = 2 log(1− 1
4r

2)− log(1− r2).

Figure 1: Plots of the different diagonality measures for 2-by-2 Hermitian
positive-definite matrices. Note that, all diagonality measures except the Frobe-
nius one, are defined for r in [0, 1[.

Here we give the power series expansions of these functions about r = 0, i.e.,

12



for almost diagonal matrices:

Dm
F (A) = r2,

DR(A) = r2 +

∞∑
k=2

1

k

2k−1∑
j=1

1
j

 r2k,

Dr
KL(A) = r2 +

∞∑
k=2

2k−1
k r2k,

D l
KL(A) = r2 +

∞∑
k=2

1
k r

2k,

Ds
KL(A) = r2 +

∞∑
k=2

r2k,

Dα(A) = r2 +

∞∑
k=2

1

k

k−1∑
j=0

( 1−α
2 )j

 r2k,

DB(A) = r2 +

∞∑
k=2

2

k

(
1− 1

2k

)
r2k.

3.5.2. Case of 3× 3 matrices

In this case, let a = a12√
a11a22

, b = a31√
a11a33

and c = a23√
a22a33

. Then,

Â =

1 a b̄
ā 1 c
b c̄ 1

 , ◦
A =

0 a b̄
ā 0 c
b c̄ 0

 .
Positive definiteness of A implies that 1 − ρ2 + 2δ > 0 and |δ| < 1 where ρ

is the non-negative number given by ρ2 = |a|2 + |b|2 + |c|2 = 1
2 tr(

◦
A2) and

δ = Re(abc) = 1
6 tr(

◦
A3).

Using Cardano’s trigonometric solution of a cubic equation [26] the eigen-

values of Â are 1 + si, i = 1, . . . , 3 where

s1 =
2ρ√

3
cosφ, s2 = − 2ρ√

3
cos
(π

3
+ φ

)
, s3 = − 2ρ√

3
cos
(π

3
− φ

)
,

with φ = 1
3 cos−1

3
√

3δ

ρ3
.

13



Then, the diagonality measures are given explicitly by

Dm
F (A) = ρ2,

DR(A) = 1
2 (log2(1 + s1) + log2(1 + s2) + log2(1 + s3)),

Dr
KL(A) =

2(ρ2 − 3δ)

1− ρ2 + 2δ
+ log(1− ρ2 + 2δ),

D l
KL(A) = − log(1− ρ2 + 2δ),

Ds
KL(A) =

ρ2 − 3δ

1− ρ2 + 2δ
,

Dα(A) = 2
1−α2 log(1− ( 1−α

2 ρ)2 + 2( 1−α
2 )3δ)− 1

1−α log(1− ρ2 + 2δ),

DB(A) = 2 log(1− 1
4ρ

2 + 1
4δ)− log(1− ρ2 + 2δ).

We remark that all measures depend only on the two parameters ρ and δ.
Furthermore, it is interesting to note that if δ is equal to zero, i.e., when at least
one of the three off-diagonal entries a, b or c is zero, then all these diagonality
measures have the same functional expressions as in the 2 × 2 case (with r
replaced by ρ).

3.5.3. The general case of n× n matrices

In the general case of n × n matrices, as we shall see, it is possible to have
series expansions of the diagonality measures in terms of (only) the n − 1 in-

variants, tr(
◦
Ai), i = 2, . . . , n, of the hollow matrix

◦
A. Indeed, as the spectral

radius of
◦
A is less than one, we have log(I +

◦
A) =

∑∞
k=1

(−1)k−1

k

◦
Ak, and

(I +
◦
A)−1 =

∑∞
k=0(−1)k

◦
Ak. Therefore, as

◦
A is traceless, we obtain

Dm
F (A) = 1

2 tr(
◦
A2),

DR(A) = 1
2 tr(

◦
A2) +

∞∑
k=3

(−1)k

k

k−2∑
j=0

1

j + 1

 tr(
◦
Ak),

Dr
KL(A) = 1

2 tr(
◦
A2) +

∞∑
k=3

(−1)k
k − 1

k
tr(

◦
Ak),

D l
KL(A) = 1

2 tr(
◦
A2) +

∞∑
k=3

(−1)k

k
tr(

◦
Ak),

Ds
KL(A) = 1

2 tr(
◦
A2) +

∞∑
k=3

(−1)k

2
tr(

◦
Ak),

Dα(A) = 1
2 tr(

◦
A2) +

∞∑
k=3

(−1)k

k

k−2∑
j=0

(
1− α

2

)j tr(
◦
Ak),

DB(A) = 1
2 tr(

◦
A2) +

∞∑
k=3

2(−1)k

k

(
1− 1

2k−1

)
tr(

◦
Ak).
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Once again, all these measures agree to second order. Now we show that they

depend only on the n − 1 invariants, Ti := tr(
◦
Ai), i = 2, . . . , n, of the hollow

matrix
◦
A. Indeed, using the Cayley-Hamilton theorem and since

◦
A is a traceless

matrix, we have
◦
An = (−1)n

n∑
i=2

bi
◦
An−i,

where the coefficients bi are given by the recursive formula [27]

bi =
1

i

i−2∑
j=2

bi−jTj + (−1)nTi

 , i = 2, . . . , n.

So any power
◦
Ap of

◦
A with p > n can be expressed in terms of powers

◦
Aq of

◦
A of order 2 ≤ q ≤ n. The result then follows by taking the trace.

4. True diagonality measures

The “true” diagonality measure is defined as the distance (divergence) be-
tween a given positive-definite matrix and its closest, with respect to the distance
(divergence), diagonal one.

The closest positive-definite diagonal matrix with respect to a distance d(·, ·)
is defined as

arg min
X∈D++

n

d(A,X).

Similarly, the right closest positive-definite diagonal matrix with respect to a
divergence D(·, ·) is defined as

arg min
X∈D++

n

D(A,X),

and the left closest positive-definite diagonal matrix with respect to a divergence
D(·, ·) is defined as

arg min
X∈D++

n

D(X,A).

The closest, with respect to the Frobenius distance, diagonal matrix to A is
DF = Diag(A), whereas the closest, with respect to the Riemannian distance,
is DR the unique positive-definite diagonal solution to

Diag(log(A−1X)) = 0. (14)

Equation (14) can be solved numerically by using the steepest descent method
for finding the minimum of the convex function X 7→ dH ++

n
(A,X) defined

on the set of positive-definite diagonal matrices. Starting from an initial guess
X(0), we compute the iterates:

X(k+1) = X(k) − rX(k) Diag(log(A−1X(k))),
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where r is a conveniently chosen stepsize.
The right closest, with respect to the Kullback-Leibler divergence, diago-

nal matrix to A is Dr
KL = Diag(A), and the left closest, with respect to the

Kullback-Leibler divergence, diagonal matrix to A is Dl
KL = (Diag(A−1)−1).

For the symmetrized Kullback-Leibler divergence, the closest diagonal matrix
to A is Ds

KL = Diag(A)1/2(Diag(A−1))−1/2.
The right closest, with respect to the log-det α-divergence, diagonal matrix

to A is Dα
LD, the unique positive-definite diagonal matrix solution of

Diag

((
1− α

2
A +

1 + α

2
X

)−1)
= X−1. (15)

So, for the Bhattacharyya divergence, the closest diagonal matrix to A is DB

the unique positive-definite diagonal matrix solution of

2 Diag
(
(A + X)−1

)
= X−1.

Equation (15) can be solved numerically by using the steepest descent method
for finding the minimum of the convex function X 7→ Dα

LD(A,X) defined on
the set of positive-definite diagonal matrices.

We note that DiagA is the closest diagonal matrix to A only for the Frobe-
nius distance and right Kullback-Leibler divergence.

5. Application to the approximate joint diagonalization problem

In Congedo et al. [28] it was shown that the Riemannian metric-based
geometric mean [16, 17, 29] of a set of Hermitian positive-definite matrices
Mk, k = 1, . . . ,K, can be approximated numerically by the approximate joint
diagonalizer of the set as

G ≈ C−1 exp

(
1

k

K∑
k=1

logDk

)
C−H , (16)

where exp
(

1
k

∑K
k=1 logDk

)
is the Log-Euclidean mean [30] of the transformed

set Dk = CMkC
H , which, thanks to the congruence invariance of the geo-

metric mean, coincides with the transformed geometric mean CGCH when the
transformed matrices all pair-wise commute. More generally, using the same
argument, we may approximate all power means of order p ∈ [−1, 1] (see [31])
by the approximate joint diagonalizer as

Gp ≈ C−1

(
1

k

K∑
k=1

Dp
k

)1/p

C−H , (17)

where,
(

1
k

∑K
k=1 D

p
k

)1/p
, is the power mean of transformed matrices. Approx-

imation (16) is the limit of (17) when p → 0 and, of course, for p = 1 and
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p = −1 we have the arithmetic mean and harmonic mean, respectively. From
a computational point of view the approximate joint diagonalizer approach to
compute means may take advantage of the quadratic convergence displayed by
some approximate joint diagonalizer algorithms [28]. In [28] it has been shown
that the properties of approximation (16) inherit directly from the properties of
the cost function used to find the joint diagonalizer C; using Pham’s cost func-
tion the approximation verifies the determinant identity, the joint homogeneity,
invariance by congruence transformation, but not the self-duality. An approxi-
mate joint diagonalization criterion satisfies the self-duality property whenever
if C is an approximate joint diagonalizer of the set M1, . . . ,MK , then C−H

is an approximate joint diagonalizer of the set M−1
1 , . . . ,M−1

K . Pham’s crite-
rion does not satisfy self-duality because it is asymmetric. Using a symmetric
criterion the self-duality of the resulting mean would be satisfied as well, thus
we would obtain approximations of means with all desirable properties. This
extends to all power means. Motivated by this and by recent advances in α-
divergence means resulting from the use of the log-barrier function [22, 32, 33],
in this article we study approximate joint diagonalization criteria from the per-
spective of information geometry. While the Riemannian criterion is difficult
to handle, we give the gradient and Hessian for a new approximate joint diag-
onalization cost function based on the α-divergence. For α = 0 the resulting
approximate joint diagonalization criterion is symmetric, as desired for estimat-
ing means of Hermitian positive-definite matrices based on their approximate
joint diagonalizer.

The most commonly used cost function in the problem of joint diagonaliza-
tion of a set of K covariance matrices {Mk ∈H ++

n , k = 1, . . . ,K}, is Pham’s
cost function given by [1, 2, 7]

J (C; {Mk})=

K∑
k=1

βk
[
log
(
det(Diag(CMkC

H))
)
−log

(
det(CMkC

H)
)]
, (18)

where βk are positive weights. We remark that the above cost function is noth-
ing but the sum of the weighted left Kullback-Leibler diagonality measures of
CMkC

H , k = 1, . . . ,K.
We here propose a one-parameter family of cost functions that measure the

degree of joint diagonalization of a set of Hermitian positive-definite matrices
which is more general than (18) and which includes it as a special case. The
family of cost functions Jα, parameterized by α ∈ [−1, 1], that we propose
here is defined as the sum of the log-det α-diagonality measures of the matrices
CMkC

H , i.e.,

J (α)(C; {Mk}) =

K∑
k=1

J̃ (α)
Mk

(C), (19)

where
J̃ (α)
M (C) = Dα(CMCH), (20)

is the log-det α-diagonality measure of the matrix CMCH . It should be noted
that the log-determinant α-measure of diagonality covers, through the parame-
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ter α, all (except the modified Frobenius and Riemannian) diagonality measures
discussed in Section 3. We remark that the numerical implementation of an ap-
proximate joint diagonalizer based on the Riemannian diagonality measure can
be quite complicated. However, the Riemannian diagonality measure can be
well approximated by the symmetrized Kullback-Leibler diagonality measure.

The problem of joint diagonalization is then formulated as the following
minimization problem

min
C∈GLn(C)

J (α)(C; {Mk}),

where α is a real parameter in [−1, 1] and {Mk} is a given set of K Hermitian
positive-definite matrices. To numerically solve this minimization problem, we
will use a modified Newton method [6]. For this method we need to obtain
explicit expressions for the gradient and Hessian of the cost function.

5.1. Gradient and Hessian of the cost function

In order to represent the gradient and the Hessian of the cost function (19)
in a compact form, we use the matrix-form representation of the second-order
Taylor series expansion as described by Manton in [34] and which we recall here.
For a twice differentiable function J : Mn(C) → R, the second-order Taylor
approximation of J (·) at C reads

J (C + tZ) = J (C) + tRe
{

tr(ZHG(C))
}

+
t2

2
vec (Z)

H
H(C) vec (Z)

+
t2

2
Re
{

vec (Z)
T
S(C) vec (Z)

}
+O(t3), (21)

where C, Z ∈Mn(C), G(C) ∈Mn(C) is the gradient of J (·) evaluated at C,
and H(C), S(C) ∈ Mn2(C) are the Hessians of J evaluated at C. To ensure
uniqueness of this representation, H(C) is required to be Hermitian and S(C)
is required to be symmetric, i.e., H(C)H = H(C) and S(C)T = S(C).

To simplify the derivation of the gradient and Hessian of J (α)( · ; {Mk}), it

is important to note that J̃ (α)
M (C), defined in (20), can be conveniently written

as

J̃ (α)
M (C) =

4

1− α2
J (α)
M (C)− 2

1 + α
J (−1)
M (C)− 2

1− α
J (1)
M (C), (22)

where

J (α)
M (C) := log det

(
1− α

2
CMCH +

1 + α

2
Diag(CMCH)

)
. (23)

To obtain the gradient and Hessian of J (α)(C; {Mk}) it is clear from the
expression given in (22) that it suffices to derive the expressions of the gradi-

ent and Hessian of J (α)
M (·). In fact, the gradient and Hessian of the function
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J α( · ; {Mk}) are given by

G(α)(C; {Mk}) =

K∑
k=1

G̃
(α)

Mk
(C),

H(α)(C; {Mk}) =

K∑
k=1

H̃
(α)

Mk
(C),

S(α)(C; {Mk}) =

K∑
k=1

S̃
(α)

Mk
(C),

where G̃
(α)

M (C), H̃
(α)

M (C) and S̃
(α)

M (C) are the gradient and Hessian of J̃ (α)
M (·)

and whose expressions are given in Appendix B.
Once we have derived the gradient and Hessian of our cost function, we now

describe a modified Newton. The update at the `-th iteration is given by

C(`+1) = C(`) + µ`W
(`),

where W (`) is the search direction and µ` is the step size at iteration `. For the
Newton method, and since our cost function is not quadratic, we use a modified
Newton iteration which includes an Armijo line search. If we are close enough
to the minimum the modified Newton update will approach the pure Newton
iteration. We note that, as the cost function is not quadratic, the Hessian
(whose inverse is needed in the line search) of the cost function can have negative
eigenvalues. By adding an appropriate multiple of the identity, the Hessian and
hence its inverse can be made positive definite. For implementation issues and
further details the reader is referred to [6].

5.2. Numerical experiments

In this section we perform a comparative study of the convergence and per-
formance of the approximate joint diagonalizer algorithm, which is based on
the log-det α-diagonality measure and implemented using the Newton method,
with two state-of-the-art competing approximate joint diagonalizer algorithms.
For the approximate joint diagonalization of the set {Rk}Kk=1 of symmetric
positive-definite matrices we use three types of algorithms, the Jadiag algo-
rithm [7], which is based on successive transformation operating on a pair of
rows and columns, similar to the Jacobi method (but the transformation matrix
is not restricted to be orthogonal), the Uwedge algorithm [10], which is a low
complexity approximate joint diagonalizer algorithm that incorporates nontriv-
ial block-diagonal weight matrices into a weighted least squares approximate
joint diagonalization criterion, and LD-Newton, which is based on the log-det
α-diagonality measure and implemented using the Newton method. It has been
shown that the Jadiag and the Uwedge algorithms have good convergence prop-
erties and fast implementation, which gives the comparison process a significant
meaning for the evaluation of our method. For the three algorithms, all iter-
ations are started from the identity matrix C(0) = IN×N as the initial joint
diagonalizer of the set {Rk}Kk=1.
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In many engineering applications, the matrix condition number of the sym-
metric positive-definite matrix summarizing the data (observations, recordings,
etc.) tends to be positively correlated with the number of sensors. Moreover,
the dispersion of the matrices is proportional to the noise level. These proper-
ties can be reproduced by the following generating model for the N ×N input
data matrices {Rk}Kk=1 [35]:

Rk = ADkA
T + ν(V kEkV

T
k + µI), (24)

where, ADkA
T is the signal part, νV kEkV

T
k is the structured noise part and

νµI (we take µ such that νµ = 10−6) is the uncorrelated noise part. Here, A
is a matrix with elements drawn at random at each simulation from a uniform
distribution in [−1, 1] and then normalized so as to have columns with unit
norm; Dk are K diagonal matrices with diagonal elements dk,n randomly drawn
at each simulation from a squared Gaussian distribution with expectation 2−n,
where n ∈ {1, . . . , N} is the index of the N diagonal elements; V k are matrices
generated as A above; Ek are matrices generated as Dk above and ν is a
constant controlling the SNR of the generated matrices through

SNR =

[
tr
(∑

kADkA
T
)]

ν
[
tr
(∑

k(V kEkV T
k + µI)

)] .
In Table 1 we report the CPU time required for each algorithm (implemented

in Matlab R2015a running on an Intel Core i5 processor with 4GB RAM on
Windows 7 Professional) to converge. For the numerical convergence, we have
used the following stopping criterion

1

N
‖C−1(k)C(k−1) − I‖2F ≤ ε,

where C(k−1) and C(k) are two successive iterates. The value of ε is chosen to
be very small (1e15). We note that this criterion does not depend on the size
nor on the norm of the matrices.

Since the cost functions of the three algorithms are different, to compare
their performance it is meaningful to use the normalized Amari-Moreau per-
formance index [36], which measures the closeness between the estimated joint
diagonalizer Ce (the estimated unmixing matrix) and the true unmixing matrix
A−1, defined by

PI(M) =
1

2p(p− 1)

 p∑
i=1

 p∑
j=1

|mij |
maxk |mik|

− 1

+

p∑
j=1

(
p∑
i=1

|mij |
maxk |mkj |

− 1

) ,

where mij are the elements of the matrix M = CeTA and p is the number of
sources.
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Table 1: The CPU time (in seconds) needed for convergence for each of the
Jadiag, Uwedge and LD-Newton (with different values of the parameter α) al-
gorithms in three simulations with different noise levels.

Method Jadiag Uwedge LD-Newton

SNR = 100 0.9360 0.1560
α = −0.75 1.6320
α = 0 1.2048
α = 0.75 1.6025

SNR = 10 2.4804 1.3276
α = −0.75 3.8510
α = 0 3.0351
α = 0.75 3.6124

SNR = 1 3.7468 1.9366
α = −0.75 5.1097
α = 0 4.1209
α = 0.75 4.7012

The Amari-Moreau performance index is commonly used to estimate the
efficiency of (joint) blind source separation algorithms when both the mixing
and unmixing matrices are known. This index is invariant under the scaling
and permutation ambiguities. Its values are between 0 and 1 and the lower it
is the better performance we have.

In Fig. 2 we show an example of convergence plots for the three algorithms,
reporting the evolution of the Amari-Moreau index with respect to the iteration
number in three simulations. We performed experiments with data matrices
are of size N = 10 and different SNR taking values in {1, 10, 100}. For the
LD-Newton algorithm, the parameter α takes the values {−0.75, 0, 0.75}.

Figure 2: Plots of the Amari-Moreau index vs the iteration number using
Jadiag, Uwedge and LD-Newton (with different values of the parameter α) al-
gorithms. Left: SNR = 100, center: SNR = 10 and right: SNR = 1.

In what follows, we report the Amari-Moreau performance indices using
K = 100 simulations, by generating different data matrices for every experiment,
using the Jadiag, Uwedge and the LD-Newton algorithms. For more complexity,
we change the size N ∈ {50, 100} of the matrices to be approximately joint
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diagonalized and we increase the noise level up to 0.1. Finally, to get a statistical
comparison of the Amari-Moreau indices obtained by the three algorithms, we
give the means (averages) for every method through the 100 simulations. Results
for different values of α ∈ {−0.75, 0, 0.75} are presented in Fig. 3 and Tab. 2.

Figure 3: Plots of the Amari-Moreau index for K = 100 simulations using
the Jadiag, Uwedge and LD-Newton (with different values of the parameter α)
algorithms for two data sizes (N = 20 left, N = 50 right).

Table 2: The mean (average) for 100 Amari-Moreau indices obtained from 100
different simulations using the Jadiag, Uwedge and LD-Newton (with different
values of the parameter α) algorithms for data with SNR = 0.1.

Method Jadiag Uwedge LD-Newton

N = 20 0.1162 0.1284
α = −0.75 0.1173
α = 0 0.1141
α = 0.75 0.1108

N = 50 0.0611 0.0591
α = −0.75 0.0574
α = 0 0.0557
α = 0.75 0.0548

The numerical results of the simulations show that these methods are con-
vergent. Even though the Jadiag and the Uwedge algorithms have the faster
convergence in terms of the iterations number and computation time com-
pared with the LD-Newton, the latter has proven to have better performance
and more accurate results in estimating the approximate joint diagonalizer
for the set of data matrices (24). Based on the computations of the Amari-
Moreau index, Figs. 2 and 3 show that the LD-Newton algorithm has a better
robustness for higher noise levels and larger data matrices than the Jadiag

and the Uwedge algorithms. Furthermore, by varying the value of the param-
eter α ∈ {−0.75, 0, 0.75}, through different simulations, the efficiency of the
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LD-Newton algorithm has demonstrated a slight improvement if we increase the
value of α. From the statistical analysis of the three algorithms, illustrated in
Tab. 2, the superiority of the LD-Newton algorithm, for different value of α, over
other algorithms is fairly remarkable.

6. Conclusion

We have introduced several properly-invariant measures for quantifying the
closeness of a Hermitian positive-definite matrix to diagonality. These measures
are in fact distances or divergences between the given positive-definite matrix
and its diagonal part. We gave explicit expressions of these diagonality measures
and discussed their invariance properties. We have also defined “true” diago-
nality measures as distances or divergences between the given positive-definite
matrix and its closest diagonal positive-definite matrix. We have used the log-
determinant α-measure for the approximate joint diagonalization of a set of
Hermitian positive-definite matrices. We described a modified Newton method
for the numerical solution of the approximate joint diagonalization problem.
The preliminary numerical results show that this method is convergent and has
better performance properties than two other algorithms. Convergence analy-
sis and further numerical investigations with real data will be the subject of a
future work.

To the best of our knowledge, our algorithm for α = 0 is the only geometry-
aware approximate joint diagonalizer algorithm using a symmetric function.
For instance, the criterion used by Pham’s algorithm, which is based on the
Kullback-Leibler divergence, is not symmetric. As suggested in [28], the geo-
metric mean computed by an approximate joint diagonalizer approach using our
α-divergence would respect all desirable properties.

Appendix A. Useful relations for deriving the gradient and Hessian
of the cost function

For Z ∈ Mm,n(C), the vector vec (ZT ) ∈ Cmn is linearly related to the
vector vec (Z) ∈ Cmn. This relation uniquely defines the mn×mn permutation
matrix Pm×n (with entries 0 or 1) through

vec (ZT ) = Pm×n vec (Z). (A.1)

The inverse, P−1m×n, of Pm×n satisfies P−1m×n = P T
m×n = P n×m. For the special

case where m = n, the commutation matrix is an involution, i.e., P 2
m×m = Im2 .

Similarly, for Z ∈Mm(C), the vector vec(DiagZ) ∈ Cm2

is linearly related

to the vector vec(Z) ∈ Cm2

. This relation defines the diagonal projection matrix
PDiag through

vec(DiagZ) = PDiag vec (Z). (A.2)
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Let Z, W ∈Mm,n(C) and A, B ∈Mn,m(C). Then, the following relations
hold:

tr(ZAWB) = vec (Z)
T
P T
M×N (BT ⊗A) vec (W ), (A.3)

tr(ZHAWB) = vec (Z)
H

(BT ⊗A) vec (W ), (A.4)

tr(ZHAWHB) = vec (Z)
H

(BT ⊗A)Pm×n vec (W )
∗
. (A.5)

For A ∈Mp,q(C), B ∈Mr,s(C), and Z ∈Mq,r(C) we have the relations

vec (AZB) = (BT ⊗A) vec (Z), (A.6)

A⊗B = P p×r(B ⊗A)P s×q. (A.7)

Finally, for square matrices A and B we have

tr (Diag(A) Diag(B)) = tr (ADiag(B)) = tr (Diag(A)B) . (A.8)

Appendix B. Derivation of the gradient and Hessian of the cost func-
tion

Before we proceed in the derivation of the gradient and Hessian, we recall
the following important result.

Proposition 3 ([6]). Let A,B ∈ Mn(C). Then, for sufficiently small t, we
have

log
(
det(I + tA + t2B)

)
= t trA + t2

(
trB − 1

2 trA2
)

+O(t3). (B.1)

Appendix B.1. Gradient and Hessian of J (α)
M (·)

From (23) and after expansion we have

J (α)
M (C + tZ) = log det

(
1− α

2
CMCH +

1 + α

2
Diag(CMCH)

+
1− α

2
(t(CMZH + ZMCH) + t2ZMZH

)
+

1 + α

2
Diag

(
t(CMZH + ZMCH) + t2ZMZH

))
,

which we can write as

J (α)
M (C + tZ) = J (α)

M (C) + log det
(
I + tAα + t2Bα

)
, (B.2)

where, for the sake of simplicity of subsequent development, we have set

Aα := (Qα)−1
(
1−α
2 (CMZH + ZMCH) + 1+α

2 Diag(CMZH + ZMCH)
)
,

Bα := (Qα)−1
(
1−α
2 ZMZH + 1+α

2 Diag(ZMZH)
)
,
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with Qα is defined by

Qα :=
1− α

2
CMCH +

1 + α

2
Diag(CMCH). (B.3)

We note that Q−1 = CMCH and Q1 = Diag(CMCH).
By applying (B.1) to (B.2) we obtain

J (α)
M (C + tZ) = J (α)

M (C) + t trAα + t2
(
trBα − 1

2 tr(Aα)2
)

+O(t3). (B.4)

Now, we need to compute the traces of Aα, Bα and (Aα)2. Using (A.8) and
after some calculations we have

trAα = Re
{

tr
(
ZH

(
(1− α)(Qα)−1 + (1 + α) Diag((Qα)−1)

)
CM

)}
. (B.5)

From the expression of Bα and by using (A.4) and (A.8) we obtain

tr(Bα) = vec (Z)
H
MT ⊗

(
1−α
2 (Qα)−1 + 1+α

2 Diag((Qα)−1)
)

vec (Z). (B.6)

The trace of (Aα)2 can be conveniently written as

tr(Aα)2 =
(
1−α
2

)2
a+

(
1−α2

2

)
b+

(
1+α
2

)2
c, (B.7)

where

a = tr
(
ZH(Qα)−1

[
CMZH + 2ZMCH

]
(Qα)−1CM

)
+ tr

(
ZMCH(Qα)−1ZMCH(Qα)−1

)
,

b = tr
(
ZH(Qα)−1 Diag

(
CMZH + ZMCH

)
(Qα)−1CM

)
+ tr

(
ZMCH(Qα)−1 Diag

(
CMZH + ZMCH

)
(Qα)−1

)
,

c = tr
(
(Qα)−1 Diag(CMZH)(Qα)−1

[
Diag(CMZH + 2ZMCH)

])
+ tr

(
(Qα)−1 Diag(ZMCH)(Qα)−1 Diag(ZMCH)

)
.

Using (A.3), (A.4), (A.5) and (A.1) we get

a = 2Re
{

vec (Z)
T
P T
n×n

[
(MCH(Qα)−1)T ⊗ (MCH(Qα)−1)

]
vec (Z)

}
+ 2 vec (Z)

H[
(MCH(Qα)−1CM)T ⊗ (Qα)−1

]
vec (Z).

Similarly, we obtain

b = 2 vec (Z)
H[

MTCT (Qα)−T ⊗ (Qα)−1
]
PDiag

[
C∗MT ⊗ In

]
vec (Z)

+ 2Re
{

vec (Z)
T [

MCH(Qα)−1 ⊗ (Qα)−T
]
PDiagPm×n

[
C∗MT ⊗ In] vec (Z).

Now by use of (A.8), we have

c = tr
(
ZH Diag

(
(Qα)−1 Diag(CMZH + 2ZMCH)(Qα)−1

)
CM

)
+ tr

(
ZMCH Diag

(
(Qα)−1 Diag(ZMCH)(Qα)−1

))
.
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With the help of (A.2), (A.3), (A.4), (A.5) and (A.6) we obtain

c = vec (Z)
H[

(CM)T ⊗ In
]

vec
(
Diag

(
(Qα)−1 Diag(CMZH)(Qα)−1

))
+ 2 vec (Z)

H[
(CM)T ⊗ In

]
vec
(
Diag

(
(Qα)−1 Diag(ZMCH)(Qα)−1

))
+ vec (Z)

T
P T
n×n

[
In ⊗MCH

]
vec
(
Diag

(
(Qα)−1 Diag(ZMCH)(Qα)−1

))
= vec (Z)

H[
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
vec
(
Diag(CMZH)

)
+ 2 vec (Z)

H[
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
vec
(
Diag(ZMCH)

)
+ vec (Z)

T
P T
n×n

[
In ⊗MCH

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
vec
(
Diag(ZMCH)

)
.

By making use of (A.1) and (A.6) we get

c = vec (Z)
H[

(CM)T ⊗ In
]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
In ⊗CM

]
P n×n vec (Z)

∗

+ 2 vec (Z)
H[

(CM)T ⊗ In
]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z)

+ vec (Z)
T
P T
n×n

[
In ⊗MCH

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z).

If we apply (A.7) in the above we find

c = vec (Z)
H[

(CM)T ⊗ In
]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiagPM×M

[
CM ⊗ In

]
vec (Z)

∗

+ 2 vec (Z)
H[

(CM)T ⊗ In
]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z)

+ vec (Z)
T [

MCH ⊗ In
]
P n×nPDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z).

Finally, since PDiagP n×n = P n×nPDiag = P we have

c = 2 vec (Z)
H[

(CM)T ⊗ In
]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z)

+ 2Re
{

vec (Z)
T [

MCH ⊗ In
]
P
[
(Qα)−T ⊗ (Qα)−1

]
PDiag

[
(MCH)T ⊗ In

]
vec (Z)

}
.

Now, by replacing the expressions of a, b and c in (B.7) and after rearrangement
we obtain

tr(Aα)2 = 2 vec (Z)
H

[(
1− α

2

)2 [
(MCH(Qα)−1CM)T ⊗ (Qα)−1

]
+

(
1− α2

2

)[
MTCT (Qα)−T ⊗ (Qα)−1

]
PDiag

[
C∗MT ⊗ In

]
+

(
1 + α

2

)2 [
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
U

]
vec (Z)

+ 2Re

{
vec (Z)

T

[(
1− α

2

)2

P T
n×n

[
(MCH(Qα)−1)T ⊗ (MCH(Qα)−1)

]
+

(
1− α2

2

)[
MCH(Qα)−1 ⊗ (Qα)−T

]
P
[
C∗MT ⊗ In]

+

(
1 + α

2

)2 [
MCH ⊗ In

]
P
[
(Qα)−T ⊗ (Qα)−1

]
U

]
vec (Z)

}
,

(B.8)
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where
U = PDiag

[
(MCH)T ⊗ In

]
. (B.9)

Inserting (B.5), (B.8) and (B.6) into (B.4) yields

J (α)
M (C + tZ) = J (α)

M (C) + tRe
{

tr
(
ZH

(
(1− α)(Qα)−1CM + (1 + α) Diag((Qα)−1)CM

))}
+ t2 vec (Z)

H

(
1−α
2 (MT ⊗ (Qα)−1) + 1+α

2 (MT ⊗Diag((Qα)−1))

−
(
1−α
2

)2 [
(MCH(Qα)−1CM)T ⊗ (Qα)−1

]
−
(

1−α2

2

) [
MTCT (Qα)−T ⊗ (Qα)−1

]
PDiag

[
C∗MT ⊗ In

]
−
(
1+α
2

)2 [
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
U

)
vec (Z)

− t2Re

{
vec (Z)

T

[ (
1−α
2

)2
P T
n×n

[
(MCH(Qα)−1)T ⊗ (MCH(Qα)−1)

]
+
(

1−α2

2

) [
MCH(Qα)−1 ⊗ (Qα)−T

]
P
[
C∗MT ⊗ In]

+
(
1+α
2

)2 [
MCH ⊗ In

]
P
[
(Qα)−T ⊗ (Qα)−1

]
U

]
vec (Z)

}
+O(t3).

(B.10)

By comparison between (B.10) and the matrix form of the second-order Taylor

expansion (21), we conclude that the gradient G
(α)
M (C) and Hessians H

(α)
M (C)

and S
(α)
M (C) of J (α)

M (·) evaluated at C are given by

G
(α)
M (C) = (1− α)(Qα)−1CM + (1 + α) Diag((Qα)−1)CM , (B.11)

H
(α)
M (C) = (1− α)(MT ⊗ (Qα)−1) + (1 + α)(MT ⊗Diag((Qα)−1))

− (1−α)2
2

[
(MCH(Qα)−1CM)T ⊗ (Qα)−1

]
− (1− α2)

[
MTCT (Qα)−T ⊗ (Qα)−1

]
PDiag

[
C∗MT ⊗ In

]
− (1+α)2

2

[
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
U , (B.12)

S
(α)
M (C) = − (1−α)2

2 P T
n×n

[
(MCH(Qα)−1)T ⊗ (MCH(Qα)−1)

]
− (1− α2)

[
MCH(Qα)−1 ⊗ (Qα)−T

]
PDiagP n×n

[
C∗MT ⊗ In]

− (1+α)2

2

[
MCH ⊗ In

]
P n×nPDiag

[
(Qα)−T ⊗ (Qα)−1

]
U , (B.13)

where Qα is defined in (B.3), U is defined in (B.9) and P = PDiagP n×n =
P n×nPDiag.

We note that Joho gave in [6] the expressions of both the gradient and

Hessian of the two special cases of J (α)
M (C):

J (−1)
M (C) = log det(CMCH),

J (1)
M (C) = log det Diag(CMCH).
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Appendix B.2. Gradient and Hessians of J̃ (α)
M (·)

From the definitions (22), (23) and the expressions (B.11), (B.12), (B.13),

the gradient and Hessian of J̃ (α)
M (·) can be expressed as

G̃
(α)

M (C) = 4
1−α2

(
(1− α)

(
(Qα)−1 − (Q−1)−1

)
+ (1 + α) Diag((Qα)−1 − (Q−1)−1)

)
CM ,

H̃
(α)

M (C) = 4
1−α2

(
(1− α)

(
MT ⊗ (Qα)−1

)
+ (1 + α)

(
MT ⊗Diag((Qα)−1)

)
− (1−α)2

2 (MCH(Qα)−1CM)T ⊗ (Qα)−1

− (1− α2)
[
MTCT (Qα)−T ⊗ (Qα)−1

]
PDiag

[
C∗MT ⊗ In

]
− (1+α)2

2

[
(CM)T ⊗ In

]
PDiag

[
(Qα)−T ⊗ (Qα)−1

]
U

)
− 2

1+α

(
2
[
MT ⊗ (Q−1)−1

]
− 2

[
MTCT ⊗ In

] [
(Q−1)−T ⊗ (Q−1)−1

]
[C∗M∗ ⊗ In]

)
− 2

1−α
(
2
[
MT ⊗ (Q1)−1

]
− 2

[
MTCT ⊗ In

] [
(Q1)−T ⊗ (Q1)−1

]
PDiag [C∗M∗ ⊗ In]

)
,

and

S̃
(α)

M (C) = 4
1−α2

(
− (1−α)2

2 P T
n×n

[
(MCH(Qα)−1)T ⊗ (MCH(Qα)−1)

]
− (1− α2)

[
MCH(Qα)−1 ⊗ (Qα)−T

]
P
[
C∗MT ⊗ In]

− (1+α)2

2

[
MCH ⊗ In

]
P
[
(Qα)−T ⊗ (Qα)−1

]
U

)
− 2

1+α

(
−2
[
MCH ⊗ In

] [
(Q−1)−1 ⊗ (Q−1)−T

]
PM×M [C∗M∗ ⊗ In]

)
− 2

1−α
(
−2
[
MCH ⊗ In

] [
(Q1)−1 ⊗ (Q1)−T

]
P [C∗M∗ ⊗ In]

)
.
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