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ABSTRACT

Expert musicians’ performances embed a timing variability pattern

that can be used to recognize individual performance. However,

it is not clear if such a property of performance variability is a

consequence of learning or an intrinsic characteristic of human per-

formance. In addition, little evidence exists about the role of timing

and motion in recognizing individual music performance. In this

paper we investigate these questions in the context of piano playing.

We conducted a study during which we asked non-musicians to

perform a musical sequence at different speeds. Then we tested

their learning performance at a fixed tempo. Focusing on the pos-

sibility to identify the participant based on performance features

of timing and motion variability, we show that participant classifi-

cation increases with practice. This suggests that 1) the individual

timing signatures are affected by learning and 2) timing and motion

variability is structured. Moreover, we show that motion features

better classify individual performances than timing features.
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1 INTRODUCTION

A fascinating feature of human perception of music is the ability to

identify who is playing on the basis of acoustic features [5]. In other

words, music carries identity information. Individuality in music

performance has recently attracted the attention of researchers in

psychology and musicology [1, 6, 8]. However, whether musical

individuality is linked to mechanisms of skill acquisition remains

largely unexplored.

The acquisition of motor skills is usually understood as the pro-

cess by which a human is able to perform a motor task better, faster

and more accurately [3, 14]. In the process of acquiring new motor

skills, practice plays a fundamental role [4], which differentiates

this type of learning from changes in motor performance due to an

external perturbation [10]. Learning performance is typically mea-

sured as a decrease of motor variability during practice [11]. But

motor variability can also increase with skill acquisition through

the development of a “behavioral repertoire” [13]. Music perfor-

mance is an example involving the acquisition of complex motor

skills, as one has to learn efficient movements and to perform these

movements at the right time, and the development of an individual

behavioral repertoire.

Perceptual recognition of individual performer stems from vari-

ability in acoustic features. On the one hand, performance variabil-

ity can stem frommusical expression, which “refers to the large and

small variations in timing, intensity or dynamics, timbre, and pitch

that form the microstructure of a performance and differentiate

it from another performance of the same music” ([9], p118). On

the other hand, performance variability can also stem from non-

deliberate, subjective and consistent motion variations in space and

time, which has been shown to be sufficient to accurately identify a

performer above chance level [5]. Such variability is influenced by

both biomechanical and cognitive factors in both space and time

[7].

Stamatatos and Widmer [12] showed that machine learning can

be used to identify the most likely performer given a set of music

performances of the same piece represented through simple features

of timing, articulations and dynamics, etc. Later Van Vugt et al. [15]

examined to what extent only the note-by-note timing variability

in piano performances can be used to recognize which performer

played a given sequence. The authors termed this feature a “pianistic

fingerprint”. The authors showed that timing variability contains

sufficient information to recognize expert pianists with high level of

accuracy using a simple Bayesian classifier. Therefore, both of these

https://doi.org/10.475/123_4
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studies suggest that timing variability in expert piano performance

embeds an individual signature that can be used to recognize a

piano performer.

Dalla Bella and Palmer [2] further showed that pianist fingers’

velocity and acceleration information towards piano key were con-

sistent enough (within participant) to be used to recognize which

piano performer has played a given sequence of notes. Interest-

ingly, they also showed that the classification accuracy is higher

for the performers who had more musical training. In other words,

this study suggests that motion kinematics involve an individual

component that “crystalizes” with learning. However, all of their

participants had at least several years of musical training, none

of them were beginners, which makes difficult the analysis of the

link between the existence of a participant-dependent signature in

motion variability and learning. In a related study, Gingras et al.

[5] also pointed out the link between performer identification and

expertise. They showed that the best performers could be recog-

nized with higher accuracy, suggesting a link between performer

skill and musical individuality.

Here we want to examine the link between skill acquisition in

piano and individual pianistic fingerprint in performance. Impor-

tantly, our approach does not rely on pianists with various levels of

expertise but considers non-musicians, that is to say participants

who never had any musical training.

The paper is structured as follows. In Section 2 we report on

our data collection as part of a previous study. In the following

section, we introduce the features used to characterize performance

variability and the method used in the reported classification tests.

In Section 3we report the results and discuss them in the last section

of the article.

2 DATA COLLECTION

The data reported here were collected as part of a study aiming

at investigating the effect of a variable tempo learning schedule

on timing skill acquisition with non-musician participants who

learned an 8-note sequence on a piano keyboard. In this section, we

do not provide the comprehensive details about the study, rather

we report the essential elements of the method with regards to the

machine classification of individual performers.

2.1 Participants

We recruited 48 non-musician participants (average of 22.5 years

old, SD=3.4, 25 Female and 23 Male), all right-handed and none of

them reporting any neurological condition. All participants signed

a consent form approved by the University ethics committee.

2.2 Materials and Equipment

The participants’ task was to learn the following 8-note sequence:

C3 −G3 − E3 − B3 − D4 − F4 − B4 − F5

These 8 notes constituting the task were marked on the keyboard

with colored tapes. Colors were used to indicate to the participant

which finger to use to hit each key.

Participants were instructed to use a given fingering sequence

to play the excerpt. The sequence of fingers was:

F1 − F3 − F2 − F4 − F1 − F2 − F3 − F4

C3

E3

G3

B3

D4

F4

B4

F5

Figure 1: Motor task used in the study. The participants had

to learn an 8-note sequence given byC3-G3-E3-B3-D4-F4-B4-

F5. The sequence had to be played using the following se-

quence of fingers: F1-F3-F2-F4-F1-F2-F3-F4where F1: thumb,

F2: index finger, F3: middle finger, and F4: ring finger.

where F1: thumb, F2: index finger, F3: middle finger, and F4: ring

finger. In addition to the marking by colored tape, the fingering

was explained by the experimenter at the beginning of the session.

Figure 1 depicts the motor task.

Participants played on a Yamaha CP300 digital keyboard con-

nected to a computer allowing for the recording of output MIDI data

(pitches, onset times and velocities) and audio data. Participants’

hand movements were recorded with a set of 8 infra-red cameras

capturing markers placed on the hand. A total of 19 markers was

used. One marker was placed on each finger’s joint. One marker

was placed on the top of the hand and two on the wrist. Markers on

the keyboard have been placed in order to be able to rotate the data

according to the same reference frame: the x-axis is set along the

keyboard (from grave to acute tones), the y-axis is in the transverse

plane (forward direction from the participant perspective), and the

z-axis is the height.

In this paper we will consider only the markers placed at the

fingertips of the first four fingers: thumb, index, middle and ring

fingers.

2.3 Procedure

During the study, the participants had to play the sequence of notes

a certain number of times (i.e. a certain number of trials). For each

trial, the participant listened to an audio playback of the sequence

of 8 notes played at a given tempo (audio stimulus synthesized

using the same keyboard). Once the audio stimulus stopped, the

participant had to replicate the sequence on the keyboard at the

tempo of the stimulus. In addition, the participant was asked to

perform the sequence as regular as possible in terms of tempo.

The study procedure had two main phases: a practice phase and

a test phase.

2.3.1 Practice. Each participant went through a practice phase

during which she performed 144 trials. Each trial had to be played

at the tempo of the stimulus for that particular trial. The tempo

of the stimulus (and so the stimulus itself) changed every 6 trials.

The number of tempos practiced by a participant and the order of

presentation of these tempos were the two factors tested in the

study. More precisely we had two independent variables: Tempo

Set and the Order.

Tempo Set is the set of tempos presented during the practice

phase. Tempo Set can be:
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• Small: the tempo set is comprised of 2 tempos given by the

following IOIs: {350ms, 450ms}

• Large: the tempo set is comprised of 6 tempos given by

the following IOIs: {250ms, 300ms, 350ms, 450ms, 500ms,

550ms}

Order is the order of presentation of the tempos within each

tempo set. Order can be:

• Random: the order of the presentation is randomized

• Non-random: the order is repeated

Each participant was assigned randomly to one Tempo Set condition

and one Order condition such that 12 participants were assigned to

each combination of conditions (between-subjects design).

2.3.2 Test. After the practice phase, the participant started the

test phase. During this phase, the participant had to perform 12 trials

at three different tempos: IOI=400ms, IOI=350ms and IOI=200ms.

This test phase was meant to assess the learning performance of

each group at two untrained tempos (400ms and 200ms) and one

trained tempo (350ms).

Our goal is to use these data to analyze to what extent we can

recognize individual participants from their performance based on

the motion and timing parameters of their performance.

3 ANALYSIS

We are interested in assessing the participants’ performance vari-

ability and how it can be used to recognize each participant. From

the data collected, we first characterize participants’ variability dur-

ing the performance through a set of features related to timing and

motion. These features are then used as input data of a classifier to

evaluate to what degree the participant can be recognized. Partici-

pant classification tests are performed at different learning stages

(using data from the practice phase) and after learning (using data

from the test phase).

3.1 Features

We consider two types of features characterizing participants’ per-

formance variability: timing variability features and motion fea-

tures. The timing variability features account for temporal varia-

tions at each note onset across performances. The motion features

account for temporal and spatial variability between two successive

onsets across performances.

3.1.1 Timing variability features. Measures of timing variability

stem from previous research in the field [15]. They are computed

as follows: we extract the onset values of a participant’s trial and

we compute the difference between each onset value and the ex-

pected value of the onset as it would have been played perfectly at

the prescribed tempo. As an example, during the test phase with

IOI=400ms, the expected onset should occur every 400ms.

Figure 2 illustrates the timing variability feature. On the top

panel, we report the inter-onset values of a trial by participant 3

during the test phase at 400ms, together with the expected (con-

stant) inter-onset values. Deviations of the onsets from the expected

onsets constitute a feature vector. On the bottom panel we reported

the feature vectors from every trial performed by participant 3

during the test phase at 400ms.

Finally, each deviation is then divided by the expected inter-onset

(e.g. 400ms) in order to have a measure independent of tempo.

Interonsets for participant 3

Expected interonset (400ms)

All trials by participant 3

1 2 3 4 5 6 7

Position in sequence
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Figure 2: Timing variability features. The top panel shows

the inter-onset values from one trial performed by one par-

ticipant together with the expected inter-onset values. The

bottom panel shows all the feature vectors for participant 3

during test phase at 400ms.

3.1.2 Motion variability features. Motion variability is derived

from themotion kinematics of eachmarker, i.e. themarker positions,

velocities and accelerations. Each marker is a 3-dimensional time

series with sampling rate of 240Hz. We compute the velocity along

each axis using a Savitzky-Golay filter with a 17-point window and

an interpolation of order 3.

In Figure 3, we report an example. The top panel of the plot

shows the evolution of the height of the index finger along time for

participant 15. Themiddle panel depicts the velocity computed from

the finger’s height and the bottom panel shows the acceleration

profile.

Based on the motion kinematics, we consider only the fingers

Attack. An attack is defined as the section between the finger press

onset and the previous keypress. Keypresses are computed using

the MIDI data: a keypress is detected at the velocity changes.

Previous work by Dalla Bella and Palmer have shown that the

Attack embeds more information than the key release [2]. More

precisely it has been shown that the velocity/acceleration profiles

can be used to discriminate between participants. Figure 4 shows
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Figure 3: Motion kinematics. The top panel shows the evolu-

tion of the height of the index finger along time during for

one participant. The middle panel depicts the velocity com-

puted from the finger’s height and the bottom panel shows

the acceleration profile.

an example of the velocity/acceleration profile. This profile will be

used as motion variability features for the classification.
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Figure 4: Velocity/acceleration profile of the index finger

during Attack, ie before pressing the key.

3.2 Classifiers

Timing features are vectors whose components are considered as

independent.We use a k-Nearest Neighbor to classify timing feature

vectors as being produced by a given participant. This classifier has

the advantage to involve one single parameter k, the number of

neighbors to be taken into account in the classification decision (in

the following k=10). Another motivation behind the choice of k-NN

is to be able to interpret the recognition outcomes: we want to be

able to interpret the distance metric used by the classifier and its

impact on the classification accuracy. In the implementation of the

kNN, the distance used is a Euclidean distance computed between

feature vectors.

Regarding motion data however, we want to be able to interpret

their variability in time and space and its impact on the classifica-

tion. To do so we choose to use a classification based on Dynamic

Time Warping (DTW). DTW has the advantage to return a distance

value that takes into account the alignment cost between two time-

series that accounts for timing variability, and a geometric cost

that accounts for spatial variability. The metric used to compute

the distance between each motion velocity/acceleration values is

Euclidean.

3.3 Classification procedure

3.3.1 Classification as a function of practice. Our first test is to
evaluate the machine recognition accuracy of individual performers

across practice and test phases. Specifically, we want to compare

the classification accuracy at an early stage of practice to the clas-

sification accuracy at a late stage of practice and after practice (at

test phase). This is made possible by creating a dataset of trials

performed under the same task tempo. There are two tempos in

common to every participant (350ms, and 450ms) but only 350ms

is tested during the test phase.

We build three datasets: early stage, late stage, and after practice.

The early-learning dataset is created by the 12 first trials at 350ms

for each participant (leading to 48 x 12 = 576 samples); the late-

learning is formed by the 12 last trials at 350ms (also leading to 48

x 12 = 576 samples); the after-learning is created by the 12 trials

at test tempo 350ms (576 samples total). Figure 5 depicts the three

datasets.

…

practice test
350ms

early-learning
dataset

late-learning
dataset

after-learning 
dataset

Trial 350ms Trial from other tempo

Figure 5: Creation of the datasets at early-stage of practice,

late-stage of practice and after-practice (test phase). Each

dataset is composed of 12 trials from each participant. Each

trial has been performed in the tempo task of 350ms.

Classification tests are performed on these datasets using a leave-

one-out cross-validation procedure. For k-NN, we train the classifier

with 11 samples (11 trials) of each class (each participant) and we

test with the remaining sample. We iterate this procedure 10 times.

For DTW, we train the classifier with 1 sample (template-based) and

with the test with another sample (randomly chosen). We iterate

10 times for each participant.
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3.3.2 Classification as a function of tempo after practice. The
second test is to evaluate the machine recognition accuracy of in-

dividual performers across tempo conditions at the test phase. We

remind the reader that, during the test phase, three tempos are

tested: 400ms, 350ms, and 200ms. For each test tempo we have 12

trials per participant. We create three datasets from these trials,

one per test tempo. Therefore, each dataset has 576 samples. Clas-

sification tests are performed following the same leave-one-out

procedure as described in the previous section.

4 RESULTS

In the following, the number of “classes” is 48 (the total number of

participants in the study), which leads to a chance level of 2.1%.

4.1 Classification as a function of practice

In this section, we aim to examine the role of practice on classifica-

tion accuracy. To do so, we inspect the classification accuracies at

an early stage of practice and at a late stage of practice and after

practice (see previous section for details).

4.1.1 Timing. The first classification tests are performed using

the timing variability features. Figure 6 reports the results.

First, we observe that the classification accuracies at all stages of

practice are above chance level. In order to inspect the differences

in participant classification accuracies according to the stage of

practice, we perform a one-way analysis of variance with a factor

Stage.

The ANOVA shows that the stage of practice has a significant

effect on classification accuracies (F (2, 27) = 29.2, p < 0.001,

η2 = 0.68). In addition, a Tukey’s Honest Significant Test (HSD)

test (with Bonferonni correction) shows that classification accuracy

at the early stage of practice is significantly lower than classifica-

tion accuracy at the late stage (dµ = +9.8%, p < 0.001) and after

practice (dµ = +11.1%, p < 0.001). The post-hoc test also shows

that classification accuracies at late stage and after practice are not

significantly different.

4.1.2 Motion. We now consider motion features and we per-

formed the second test of classification accuracy. Figure 7 shows

that all classification accuracies are above chance level.

A one-way ANOVA shows that the stage of practice has a signif-

icant effect on participant classification accuracies based on motion

features (F (2, 27) = 25.7, p < 0.001, η2 = 0.66). A Tukey’s HSD test

(with Bonferonni correction) shows that classification accuracy at

the early stage of practice is significantly lower than classification

accuracy at late stage (dµ = +10.4%, p < 0.001) and after practice

(dµ = +16.6%, p < 0.001). There is a marginal difference between

classification accuracies at late stage and after practice (dµ = +6.1%,
p = 0.03).

4.1.3 Comparing participant classification accuracies based on
timing and motion features. We assess the difference in classifica-

tion accuracy between motion and timing features. We perform a

two-way ANOVA with factors Stage and Feature (timing, motion

features). The variable feature has a significant effect on classi-

fication accuracy (F (1, 54) = 8.9, p < 0.01), and there was no

interaction between stage and feature. Classification accuracy is

higher for motion features than timing features.
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Figure 6: Mean classification accuracy (with 95% confidence

intervals [CI]) using timing variability features at the begin-

ning of practice, at the end of practice and at test (tempo

350ms).
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Figure 7: Mean classification accuracy (with 95% CI) using

the motion velocity/acceleration features at the beginning

of practice, at the end of practice and at test (tempo 350ms).

4.2 Classification as a function of tempo

Now we evaluate the machine recognition accuracy of individual

performers across tempo conditions at the test phase. Similarly, we

performed classification tests on timing and motion features.

4.2.1 Timing. Classification accuracies at different test tempos,

using timing features are depicted in Figure 8. The results show

that the recognition accuracy is significantly above chance level.

A one-way ANOVAwith factor Test Tempo shows that classifica-

tion results differ significantly between test tempos (F (2, 27) = 32.4,
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Figure 8:Mean classification accuracy (with 95%CI) based on

timing variability features at each test tempo: 400ms, 350ms,

200ms.

p < 0.001, η2 = 0.7). A Tukey’s HSD test, with Bonferonni cor-

rection, reveals that classification accuracy at test tempo 400ms is

lower than accuracy at test tempo 350ms (dµ = −7.4%, p < 0.01)

and at test tempo 200ms (dµ = −9.8%, p < 0.001). Accuracies at

test tempos 350ms and 200ms are not significantly different.

4.2.2 Motion. Finally, we test classification accuracies consider-

ing motion features. We examine the recognition accuracy in each

test phase: Test Tempo 1 at 400ms, Test Tempo 2 at 350ms and Test

Tempo 3 at 200ms. Figure 9 reports the results.

As previously, classification accuracy is significantly higher than

chance level. A one-way ANOVA with factor Test Phase reveals

that there is no significant difference between classification scores

obtained for each test tempo.

4.2.3 Comparing participant classification accuracies based on
timing and motion features. Figures 8 and 9 suggest higher accuracy
scores based on motion features than timing features. To exam-

ine if it is true, we perform a two-way ANOVA with factors Test

Tempo and Feature (timing and motion). It reveals that the fea-

ture considered has a significant effect on classification accuracy

(F (1, 54) = 30.6, p < 0.001), and there is an interaction between

feature and test tempo (p < 0.001). A post-hoc analysis shows

that classification accuracies differ between features for test tem-

pos 400ms and 350ms but not 200ms. At test tempos 400ms and

350ms, the participant classification mean accuracy is higher when

considering motion features than timing variability features (resp.

dµ = +12.1%, p < 0.001 and dµ = +6.7%, p < 0.01).

5 DISCUSSION

We addressed whether musical individuality is linked to mecha-

nisms of skill, a process by which a human is able to perform a task,

better, faster and more accurately [11]. We know from previous

works that piano experts can be identified based on their finger’s

velocity and acceleration profiles before hitting a key [2], or based
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Figure 9: Mean classification accuracy (with 95% CI) based

on the motion velocity / acceleration features at each test

tempo: 400ms, 350ms, 200ms.

on timing variability [15]. Our study with neophytes shows that

machine recognition of individuals, computed from timing variabil-

ity or motion features, improves significantly as the non-musicians

practiced the task. This result suggests that the “personal pianistic

fingerprint” ([2, 15]) is actually acquired through practice. In addi-

tion, classification accuracy at an early stage of practice is about

ten times above chance level which means that participants possess

an a priori “signature” in their movement kinematics. These re-

sults suggest that performance variability is structured and reflects

individual characteristics that may “crystallize” in a stable form

through practice.

The fact that we used template-based classification methods

reinforces this interpretation. These methods involve non-linear

decision surfaces whose complexity grows with the amount of data.

The expected classification accuracy then improves, as the amount

of data increases, if the between-class variability increases and

the within-class variability decreases. In other words the expected

classification accuracy improves as the class-specific templates

stabilize around a certain pattern. In particular, we found in prior

tests that parametric techniques, such as such as Support Vector

Machines (SVM) or Neural Networks (as in [2]), return globally

lower classification accuracy.

Participant classification accuracies reported in this paper are

although lower than previous attempts in classifying individual

performers based on motion, timing, or acoustic features [2, 5, 15].

Especially, Dalla Bella and Palmer [2] reached a very high classi-

fication accuracy using motion velocity and acceleration profiles

towards keypress. We believe that three critical elements differen-

tiate our study from this previous work. First, we shall stress the

fact that our participants are neophytes (participants who never

had any musical training) while previous studies considered par-

ticipants with several years of musical training. Second, from a

machine recognition perspective, our analysis involved data that

have not been pre-processed. On the contrary, in the mentioned
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study [2], data used as input of the classifier are pre-processed

with Functional ANOVA, to determine the region with the most

between-subjects variance, and a Principal Component Analysis

to reduce the number of dimensions of the input data. Finally, the

number of participants to be classified (i.e. the number of classes)

is higher (48) that in previous studies (4 pianists are considered in

[2]).

Another finding is that participant classification accuracy based

on timing variability is better during the test phase with fast tempo.

At fast tempo, participants’ movements are likely to be more bal-

listic than at slow tempo. In other words, movement control is

mostly based on feed-forward control commands and relies less

on feedback commands. The results presented in this paper then

suggest that signature in timing variability may be linked to the

feed-forward more than feedback processes [16, 17].

Our results also showed a difference in classification accuracies

if considering motion features or timing features. Motion features

globally led to higher accuracy than timing feature. It is not clear

why motion features would lead to better results in the tests re-

ported. One limitation of our study resides in the fact of considering

only one sequence in order to compare timing and motion vari-

ability as input of a machine-based participant recognition method.

Further comparisons of motion and timing features in terms of

classification accuracy might be made by considering a variety of

sequences which would require a combination of finger movements

more complex that those used here [2, 7].

Finally, and importantly, in this workwe did not aim at proposing

a method to identify players with the highest accuracy. Rather, we

highlight the possibility to use machine recognition method as a

means to study parameters of skill acquisition inmusic performance.

This research direction has yet to be mined.
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