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Abstract

This work aims at characterising ver-
bal alignment processes for improving
virtual agent communicative capabilities.
We propose computationally inexpen-
sive measures of verbal alignment based
on expression repetition in dyadic tex-
tual dialogues. Using these measures,
we present a contrastive study between
Human-Human and Human-Agent dia-
logues on a negotiation task. We exhibit
quantitative differences in the strength and
orientation of verbal alignment showing
the ability of our approach to characterise
important aspects of verbal alignment.

1 Introduction

Convergence of behaviour is an important feature
of Human-Human (H-H) interaction that occurs
both at low-level (e.g., body postures, accent and
speech rate, word choice, repetitions) and at high-
level (e.g., mental, emotional, cognitive) (Gal-
lois et al., 2005). In particular, dialogue partici-
pants (DPs) automatically align their communica-
tive behaviour at different linguistic levels includ-
ing the lexical, syntactic and semantic ones (Pick-
ering and Garrod, 2004). A key ability in dialogue
is to be able to align (or not) to show a conver-
gent, engaged behaviour or at the opposite a diver-
gent one. Such convergent behaviour may facil-
itate successful task-oriented dialogues (Nenkova
et al., 2008; Friedberg et al., 2012). Our goal is
to provide a virtual agent with the ability to detect
the alignment behaviour of its human interlocutor,
as well as the ability to align with the user to en-
hance its believability, to increase interaction nat-
uralness and to maintain user’s engagement (Yu
et al., 2016). In this paper, we aim at provid-
ing measures characterising verbal alignment pro-

cesses based on repetitions between DPs. We pro-
pose a framework based on repetition at the lexical
level which deals with textual dialogues (e.g., tran-
scripts), along with automatic and generic mea-
sures indicating verbal alignment between inter-
locutors. We offer a study that contrasts H-H and
Human-Agent (H-A) dialogues on a negotiation
task and show how our proposed measures can
be used to quantify verbal alignment. We con-
firm quantitatively some predictions from previ-
ous literature regarding the strength and orienta-
tion of verbal alignment in Human-Machine Inter-
action (Branigan et al., 2010).

Section 2 presents and discusses the related
work. Section 3 describes the proposed model
and outlines its main features. Next, Section 4
presents the corpus-based experimentation proto-
col and states the main investigated hypotheses.
Then, Section 5 presents the quantitative analysis
and discusses the main results. Finally, Section 6
concludes this paper.

2 Related Work

When people are engaged in a dialogue there is ev-
idence that their behaviours tend to converge (Gal-
lois et al., 2005) and automatically align at sev-
eral levels (Pickering and Garrod, 2004). This in-
cludes non-linguistic levels such as facial expres-
sions and body postures as well as linguistic lev-
els such as lexical, syntactic and semantic ones.
In particular, alignment theory predicts the exis-
tence of patterns of repetition via a priming mech-
anism stating that “encountering an utterance that
activates a particular representation makes it more
likely that the person will subsequently produce
an utterance that uses that representation” (Picker-
ing and Garrod, 2004). Thus, DPs tend to reuse
lexical as well as syntactic structure (Reitter et al.,
2006; Ward and Litman, 2007). One consequence
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of successful alignment at several levels between
DPs is a certain repetitiveness in dialogue and the
development of a lexicon of fixed expressions es-
tablished during dialogue (Pickering and Garrod,
2004). DPs tend to automatically establish and
use fixed expressions that become dialogue rou-
tines via a process called “routinization”. Recent
work argues that these patterns of repetition may
be specific to task-oriented dialogues and do not
generalise to ordinary conversation in H-H inter-
actions (Healey et al., 2014). Here, we are specif-
ically interested in verbal alignment in H-H and
H-A task-oriented interactions. We use the term
alignment to say that DPs converge at the lex-
ical level by using the same words and expres-
sions (e.g., by employing the expression “that’s
not gonna work for me” to reject a proposition).

Studies point out evidence that lexical items and
syntactic structures used by a system are subse-
quently adopted by users (Brennan, 1996; Stoy-
anchev and Stent, 2009; Parent and Eskenazi,
2010; Branigan et al., 2010). (Branigan et al.,
2010) argue that linguistic alignment should occur
in Human-Machine interaction. In particular, they
outline the fact that the strength of alignment may
be dependent on the human’s belief about the com-
municative capability of the machine. As such,
alignment might be stronger from a human par-
ticipant who believes that it might improve com-
munication and understanding. In this work, we
bring quantitative evidence supporting the fact that
human align more with a virtual agent than with
another human based on a study contrasting H-H
and H-A interactions at the level of repetition of
expressions. While previous studies have mainly
focused on H-H dialogues, we offer in this work
an analysis of verbal alignment in H-A dialogues
based on a corpus.

Several studies aim at providing virtual agents
with the ability to verbally align with the user in
order to improve credibility, naturalness, and also
to foster user engagement (Clavel et al., 2016). It
involves high-level alignment such as politeness
(De Jong et al., 2008) or aligning on apprecia-
tions (Campano et al., 2015). Work on conver-
gence in the spoken dialogue system community
has mainly focused on lexical entrainment, i.e. the
tendency to use the same terms when DPs refer re-
peatedly to the same objects (Brennan and Clark,
1996). Several entrainment models have been pro-
posed to let the system entrains to user utterances

(e.g., (Brockmann et al., 2005; Buschmeier et al.,
2010; Hu et al., 2014; Lopes et al., 2015)). These
models are completely or partially rule-based and
focus on specific aspects of entrainment. Recent
work aims at introducing entrainment in a fully
trainable natural language system by exploiting
the preceding user utterance (Dušek and Jurcıcek,
2016).

Several metrics have been employed to auto-
matically measure linguistic alignment in written
corpora. At the word or token levels, (Nenkova
et al., 2008) quantify verbal alignment based
on high-frequency words while (Campano et al.,
2014) quantify verbal alignment based on vocab-
ulary overlap between DPs. (Healey et al., 2014)
compute similarity at the syntax and lexical levels
on windows of a fixed number of turns. (Fusaroli
and Tyln, 2016) employ (cross-)recurrence quan-
tification analysis to quantify interactive align-
ment and interpersonal synergy at the lexical,
prosodic and speech/pause levels. (Reitter et al.,
2006; Ward and Litman, 2007) focus on re-
gression models to study priming effects within
a small window of time in single dialogues.
(Stenchikova and Stent, 2007) use a frequency-
based approach (Church, 2000) to measure adapta-
tion between dialogues. In this paper, we propose
global and speaker-specific measures based on the
automatic construction of the expression lexicon
built by the DPs. An originality of our approach is
to consider lexical patterns predicted by the rou-
tinization process of the interactive alignment the-
ory. These measures rely on efficient algorithms
making an online usage in a dialogue system re-
alistic. They indicate both verbal alignment at the
level of repetitions and the orientation of verbal
alignment between DPs in single dialogues.

3 Model: Expression-based Measures of
Verbal Alignment

To address the problem of detecting (possibly
overlapping) repetitions between DPs, we propose
a framework defining key features of repeated ex-
pressions, along with an efficient computational
mean of building an expression lexicon.

In this work, we define an expression as a sur-
face text pattern at the utterance level that has been
produced by both speakers in a dialogue. In other
words, it is a contiguous sequence of tokens that
appears in at least two utterances produced by two
different speakers. An expression may be a single
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token (e.g., “you”, “I”). However, an expression
should contain at least one non-punctuation token.
Thus, sequences like “?”, “!”, “,” are not expres-
sions. An instance of an expression can either be
free or constrained in a given utterance1. A free in-
stance is an instance of an expression that appears
in an utterance without being a subexpression of
a larger expression. A constrained instance is an
expression that appears in a turn as a subexpres-
sion of a larger expression. The initiator of the
expression is the interlocutor that first produced
an instance of the expression either in a free or
constrained form. Lastly, an expression is estab-
lished as soon as the two following criteria are
met: (i) the expression has been produced by both
interlocutors (either in a free or constrained form),
and (ii) the expression has been produced at least
once in a free form. The first turn in which these
criteria are all met is the establishment turn of the
expression. Eventually, the expression lexicon of a
dialogue is the set of established expressions that
appear in this dialogue. Importantly, the expres-
sion lexicon contains all expressions that appear
in a dialogue at least once in a free form. Ex-
pressions that are always constrained (i.e. which
instances are always a subpart of a larger expres-
sion) are discarded.

Table 1 presents an excerpt of dialogue ex-
tracted from the corpus used in this work. In this
example, “that’s not gonna work for me” is an ex-
pression initiated by A in turn 1 and established
in turn 4. This expression is free in this excerpt,
and it belongs to the expression lexicon. Simi-
larly, “work for” is an expression initiated by A
in turn 1 and established in turn 2. It appears in
a constrained form in the expression “that’s not
gonna work for me” in turns 1 and 4, and in a
free form in turn 2. It belongs to the expression
lexicon. The expression “that’s not gonna” occurs
in a constrained form in turns 1 and 4, and never
occurs in a free form. This expression is never es-
tablished (contrary to its parent expression “that’s
not gonna work for me”) and thus is not included
in the expression lexicon.

The automatic extraction of expressions from a
dialogue is an instance of sequential pattern min-
ing (Mooney and Roddick, 2013) applied to tex-
tual dialogues. In this work, we follow a similar
approach than (Dubuisson Duplessis et al., 2017)

1This terminology is borrowed and adapted from the tex-
tual data analysis field and the notion of “repeated seg-
ment” (Lebart et al., 1997)

Loc. Utterance
A1 well, that’s an interesting idea. but no,

that’s not gonna work for me.
B2 what will work for you?
A3 what do you think about me getting two

chairs and one plate and you getting one
chair, one plate, and the clock?

B4 that’s not gonna work for me
A5 well which of these items would be your

first choice?
B6 well i don’t want the clock
A7 oh really?

Table 1: Excerpt of dialogue extracted from the H-
A corpus (described in Section 4.1). Expressions
are coloured. Established expressions are in italic.

by employing a generalised suffix tree in order to
solve the multiple common subsequence problem
(MCSP) (Gusfield, 1997) to extract frequent sur-
face text patterns between utterances, and then fil-
tering patterns used by both DPs. Notably, the
MCSP is solved in linear time with respect to the
number of tokens in a dialogue (Gusfield, 1997).

3.1 Properties of Expressions

An expression has a frequency which corresponds
to the number of utterances in which the expres-
sion appears. For example, the expression “work
for” has a frequency of 3 because it appears in ut-
terance 1, 2 and 4. Next, the size of an expres-
sion is its number of tokens (e.g., expression “the
clock” has size 2). Then, the span of an expres-
sion is the number of utterances between the first
production and the last production of this expres-
sion in the dialogue (including the first and last
utterances). The minimum span is 2, meaning the
expression has been established in two adjacent ut-
terances. For instance, the expression “the clock”
has a span of 4 because it appears first in utterance
3 and last in utterance 6. We derive the density of
an expression which is given by the ratio between
its frequency and its span. For instance, the den-
sity of the expression “well” is 0.5. Eventually, the
priming of an expression is the number of repeti-
tions of the expression by the initiator before be-
ing used by the other interlocutor (either in a free
or constrained form). For example, the expression
“well” has a priming of 2 because it is repeated by
speaker A in utterance 1 and 5 before being estab-
lished in utterance 6.
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3.2 Measures

Globally, we derive the following measures from
the model:
Expression lexicon size (ELS) the number of

items in the expression lexicon, i.e. the num-
ber of established expressions in the dialogue

Expression variety (EV) the expression lexicon
size normalised by the total number of to-
kens in the dialogue. It is given by: EV =

ELS
# Tokens . This ratio indicates the variety of
the expression lexicon relatively to the length
of the dialogue. The higher it is, the more
there are different expressions established be-
tween DPs.

Expression repetition (ER) the ratio of pro-
duced tokens belonging to an instance
of an established expression, i.e. the
ratio of tokens belonging to a repeti-
tion of an expression. It is given by:

ER = # Tokens in an established expr.
# Tokens ,

ER ∈ [0, 1]. The higher the ER is, the more
DPs dedicate tokens to the repetition of es-
tablished expressions.

We also derive the following measures for each
speaker S:
Initiated expressions (IES) number of expres-

sions initiated by S (and further established)
normalised by the expression lexicon size. It

is given by: IES = # Expr. initiated by S
ELS ,

∀ S, IES ∈ [0, 1]. Note that in a dyadic di-
alogue involving speaker S1 and S2, IES1

+
IES1

= 1.
Expression repetition (ERS) ratio of pro-

duced tokens belonging to an instance
of an established expression, i.e. ratio
of tokens belonging to a repetition of
an expression. It is given by: ERS =
# Tokens from S in an established expr.

# Tokens from S ,
∀ S, ERS ∈ [0, 1]

Eventually, we also consider a measure inde-
pendent of the model: the Token Overlap (TO)
which is the ratio of shared tokens between locu-
tor S1 and locutor S2 in a dialogue. It is given by:

TO =
#(TokensS1

∩TokensS2
)

#(TokensS1
∪TokensS2

)
. The higher is TO,

the more vocabulary is shared between S1 and S2.

4 Experimentation

Our methodology aims at comparing quantita-
tively both H-H and H-A task-oriented corpora at

the level of the repetition of expressions.

4.1 Negotiation Corpora

The corpus of this study focuses on a negotiation
task between two DPs and is detailed in (Gratch
et al., 2016). It focuses on a common abstrac-
tion of negotiation known as the multi-issue bar-
gaining task (Kelley and Schenitzki, 1972). Here,
it requires two interlocutors to find an agreement
over the amount of a product each player wishes
to buy. Each player receives some payoff for each
possible agreement, usually unknown to the other
party. Negotiation can take two structures in this
scenario. The integrative structure represents a
negotiation that can turn out to be a win-win for
both players (if they realise through conversation
that this is a cooperative negotiation). On the
other hand, the distributive negotiation represents
a competitive (zero-sum) negotiation where play-
ers share the same interests in objects. However,
players do not know in advance and often assume a
distributive negotiation (i.e. their opponent wants
the same thing as them) rather than an integrative
negotiation. This corpus can be broken down into
two parts: a H-H corpus and a H-A corpus. In both
parts, people were given similar instructions, i.e.
humans are told that they must negotiate with an-
other player how to divide the contents of a storage
locker filled with three classes of valuable items
(such as records, lamps or painting).

In the H-H corpus, pairs of people performed
one negotiation which was either distributive or
integrative in structure. Independently, they were
given information in the instructions that sug-
gested the negotiation was integrative or distribu-
tive. Note that this condition does not affect the
results presented below.

In the H-A corpus, the human participant en-
gaged in two negotiations with two different vir-
tual agents (a male called Brad and a female
called Ellie). The first negotiation was a cooper-
ative/integrative negotiation while the second was
a competitive/distributive negotiation. The order
of interaction with the agents (Brad-Ellie or Ellie-
Brad) was randomly chosen. The interaction was
framed. Half of the human participants was told
they were interacting with an autonomous agent
while the other half was told they were interact-
ing with a human wizard (though the agent was
always controlled by a wizard). The Woz system
controlling virtual agents has been designed to be
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Table 2: Figures about the H-H corpus and the H-
A corpus. U = Unique, T/Utt.=Tokens per Utter-
ance, med. = median

H-H H-A
Dialogue 84 154
Utterance (U) 10319 (7840) 17125 (6109)
. . . avg (std) 122.8 (84.1) 111.2 (57.5)
Token (U) 79396 (2516) 90479 (1335)
T/Utt.
avg/med. (std) 7.7/6.0 (7.4) 5.3/4.0 (5.7)
avg (std) 7.7 (7.4) 5.3 (5.7)
min/max 1/66 1/154

as natural as possible (DeVault et al., 2015). It
involves low-level functions carried out automati-
cally (such as the selection of gestures and expres-
sions related to speech) and high-level decisions
about verbal and non-verbal behaviour carried out
by two wizards. Notably, it includes a large
number of possible utterances (more than 11,000)
along with a specific interface enabling the hu-
man operator to rapidly select among those (De-
Vault et al., 2015). For both virtual human agents,
wizards were rather free but followed some guide-
lines. First, the goal in both negotiations is for
the agent to win. Next, in the distributive con-
dition, wizards were requested to be soft, polite
and vague trying hard to get the human partici-
pant to make the first offer and avoiding revealing
what they wanted (unless the human directly asks).
In the integrative condition, wizards could share
preferences and were not requested to be vague.
However, they were requested to try getting the
human share first and make the first offer. Table 1
presents an excerpt from a competitive negotiation
from the H-A corpus.

Figures about both corpora can be found in Ta-
ble 2. Globally, dialogues in both corpora contains
more than 100 utterances. It shows that H-A di-
alogues are a bit shorter than H-H dialogues but
still comparable. Besides, utterances are shorter
in terms of tokens in the H-A dialogues than in the
H-H dialogues.

4.2 Randomised Corpora

To investigate hypotheses stated in Section 4.3,
we constituted two randomised corpora HHR and
HAR respectively for the randomised version of
the H-H corpus and the H-A corpus. This ran-
domisation process is similar to the ones adopted

by various work investigating verbal alignment
(e.g., (Ward and Litman, 2007), (Healey et al.,
2014), (Fusaroli and Tyln, 2016)). To constitute
the HHR corpus, the following process is per-
formed for each dialogue of the initial corpus:
each interlocutor’s real turns in sequence are in-
terleaved with turns randomly chosen from the H-
H corpus. A similar process is followed for the
HAR corpus with the exception that each human
turn is substituted by a random human turns from
the H-A corpus when keeping the sequence of wiz-
ard turns; while each wizard turn is substituted
by a random wizard turns from the H-A corpus
when keeping the sequence of human turns. In all,
two dialogues are generated by these processes for
each original H-H/A dialogue (one for each locu-
tor). These surrogate corpora lack the coherence
of dialogues in the H-H and H-A corpora. Indeed,
utterances are no longer in their original relation-
ship with their response utterances. We thus ex-
pect to find reduced verbal alignment at the level
of expressions in these corpora.

4.3 Hypotheses
4.3.1 “Above Chance” Hypotheses
Our first hypothesis is that DPs should verbally
align at the level of expressions in both the H-H
corpus and the H-A corpus more than would be
expected by chance. This hypothesis can be ex-
pressed in the following way:
routinization DPs should constitute a richer ex-

pression lexicon than they would by chance
(this should be indicated by the EV measure)

repetition DPs should repeat expressions more
often than chance (this should be indicated by
the ER and the TO measures)

4.3.2 H-H VS H-A Hypotheses
Following Branigan et al’s hypothesis (Branigan
et al., 2010), we should expect more verbal align-
ment at the level of expressions in the H-A corpus
than in the H-H corpus. Besides, we should expect
more verbal alignment from the human participant
than from the agent. Indeed, the human participant
both has the ability to verbally align (contrary to
the agent) and may be influenced by beliefs about
the communicative limitations of the agent. This
hypothesis can be expressed in the following way:
routinization DPs should constitute a richer ex-

pression lexicon in the H-A corpus than in
the H-H corpus (this should be indicated by
the EV measure)
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repetition DPs should dedicate more tokens to
the repetition of established expressions in
the H-A corpus than in the H-H corpus (this
should be indicated by the ER and the TO
measures)

orientation the human participant should repeat
more expressions initiated by the agent than
the other way around (this should be indi-
cated by the IES and the ERS measures)

4.3.3 H-A-specific Hypotheses
In this study, we also consider conditions that af-
fects only the H-A corpus. First, interactions with
the virtual agent were randomly “framed” mean-
ing that, prior interactions, the human participant
was either told that the agent was controlled by a
human operator (72 dialogues) or that it was au-
tonomous (82 dialogues). This condition affects
the mediated component of verbal alignment i.e.
the beliefs of the human participant about the com-
municative capabilities of the agent (e.g., in terms
of understanding). This leads us to the following
hypothesis:
framing framing should impact verbal alignment

in the routinization, repetition and orientation
aspects.

More specifically, “human” framing should lead
to a more “human-like verbal alignment” while
“agent” framing should lead to a “HMI-like ver-
bal alignment” (Branigan et al., 2010).

Moreover, the human participants interacted
with two versions of the virtual agent. One was
Ellie, a female agent, while the other was Brad, a
male agent. Interaction order was random (Brad-
Ellie or Ellie-Brad). This condition leads us to the
following hypothesis:
gender gender matching (Male-Male or Female-

Female) or unmatching (Male-Female,
Female-Male) should not impact verbal
alignment

Lastly, interactions involved two types of nego-
tiations (integrative and distributive). We study the
impact of the negotiation type on the verbal align-
ment at the level of expressions.

5 Quantitative Analysis and Results

5.1 Comparisons to the Surrogate Corpora

We compare the H-H and H-A corpora of real in-
teractions to the surrogate HHR and HAR corpora
to ensure that established expressions in the dia-
logues are actually due to the coherent sequence

of utterances and are not incidental.
We investigated whether DPs in the H-H cor-

pus verbally align at the level of expressions more
than would be expected by chance by compar-
ing it to the HHR corpus (following hypotheses
stated in Section 4.3.1). First, the expression va-
riety is significantly higher for the H-H corpus
(mean=0.118, std=0.023) than for the HHR corpus
(mean=0.110, std=0.015). Statistical difference is
checked by a Wilcoxon rank sum test (U = 8951,
p = 0.00051 < 0.001, r = 0.22)2. This in-
dicates that H-H interactions lead to a richer ex-
pression lexicon. However, the expression repe-
tition is not significantly different (p = 0.3446)
between the H-H corpus (mean=0.436, std=0.107)
and the HHR corpus (mean=0.420, std=0.108).
This means that the amount of tokens dedicated
to the repetition of expressions is similar between
the H-H corpus and the HHR corpus. An explana-
tion of this may be that the dialogues happen in a
closed domain on a specific task (negotiations of
a set of objects) and thus in a constrained vocab-
ulary. This inevitably leads random dialogues to
include repetitions though in a lesser variety. This
is confirmed by the token overlap that is signif-
icantly higher for the H-H corpus (mean=0.316,
std=0.073) than for the HHR corpus (mean=0.276,
std=0.058) (U = 9468.5, p = 9.781 × 10−6 <
0.001, r = 0.28). DPs share a richer vocabulary
than what would happen by chance.

We performed a similar analysis by comparing
the H-A corpus and the HAR corpus. It turns
out that both the expression lexicon variety and
the expression repetition are significantly higher
in the H-A corpus than in the HAR corpus. In-
deed, the expression variety is significantly higher
(U = 30126, p = 2.155 × 10−6 < 0.001,
r = 0.22) for the H-A corpus (mean=0.134,
std=0.022) than for the HAR corpus (mean=0.124,
std=0.020). Besides, the expression repetition is
significantly higher (U = 28124, p = 0.0011 <
0.01, r = 0.15) for the H-A corpus (mean=0.416,
std=0.086) than for the HAR corpus (mean=0.386,
std=0.088). This is comforted by the fact that the
token overlap is significantly higher (U = 30164,
p = 1.875×10−6 < 0.001, r = 0.22) for the H-A
corpus (mean=0.322, std=0.06) than for the HAR
corpus (mean=0.293, std=0.06).

All in all, it turns out that both H-H and H-A di-

2For each test, we report the test statistics (U/W), the p-
value (p) and the effect size (r).
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alogues constitute a richer expression lexicon than
they would by chance (routinization hypothesis).
As for the repetition hypothesis, DPs clearly re-
peat expressions more often than chance in the H-
A corpus. However, repetition in the H-H corpus
is comparable to what would happen by chance in
closed domain task-oriented dialogues. All things
considered, our indicators show that both corpora
tends to verbally align at the level of shared ex-
pressions more than they would by chance.

5.2 Differences between H-H/A Interactions

We compare verbal alignment at the expression
level between the H-H corpus and the H-A corpus
globally, per speaker and at the lexicon level.

5.2.1 Global Interaction Analysis
It turns out that the expression variety is signif-
icantly lower for the H-H corpus (mean=0.118,
std=0.023) than for the H-A corpus (mean=0.134,
std=0.022). This is checked via a Wilcoxon rank
sum test (U = 4056.5, p = 2.035×10−6 < 0.001,
r = 0.31). This indicates that DPs constitute a
richer expression lexicon in the H-A corpus than
in the H-H corpus. However, we noticed that there
is no significant difference between the H-H cor-
pus and the H-A corpus in terms of expression rep-
etition and token overlap. Indeed, the expression
repetition is not significantly different between the
H-H corpus (mean=0.436, std=0.107) and the H-
A corpus (mean=0.416, std=0.086) by a Wilcoxon
rank sum test (p = 0.1261). Besides, the token
overlap is not significantly different between the
H-H corpus (mean=0.316, std=0.073) and the H-
A corpus (mean=0.322, std=0.06) by a similar test
(p = 0.6618).

H-A interactions lead to a richer expression lex-
icon than the H-H interactions (routinization hy-
pothesis). This indicates more verbal alignment at
the level of shared expressions in H-A dialogues.
However, DPs do not dedicate more tokens to the
repetition of established expressions in the H-A
corpus than in the H-H corpus (repetition hyp.).

5.2.2 Speaker Perspective Analysis
We investigated verbal alignment at the level
of expressions by having a closer look at each
speaker in a dialogue in terms of initiated expres-
sions (IE) and expression repetition (ER). In the
H-H corpus, both speakers play a symmetrical role
at the level of expressions. First, they initiate a
similar amount of expressions. Indeed, IES1

and

the IES2
are not significantly different (Wilcoxon

signed rank test, p = 0.5978). Next, they dedi-
cate the same amount of tokens to the repetition of
expressions (see Figure 1). In fact, ERS1

and the
ERS2

are not significantly different (p = 0.9875).
On the contrary, the H-A corpus shows an

asymmetrical role at the level of expressions be-
tween the Woz and the human participant. First,
the Woz initiates more expressions than the hu-
man participant. Indeed, IEWoz (mean=0.596,
std=0.116) is significantly higher than IEH
(mean=0.404, std=0.116) (Wilcoxon signed rank
test, W = 10161, p < 2.2 × 10−16 < 0.001, r =
0.87). Then, the human participant dedicates more
tokens to the repetition of an established expres-
sion than the Woz (see Figure 1). As a matter of
fact, ERWoz (mean=0.347, std=0.104) is signifi-
cantly lower than ERH (mean=0.492, std=0.086)
(Wilcoxon signed rank test, W = 545, p <
2.2 × 10−16 < 0.001, r = 0.87). Notably, this
asymmetry does not appear when considering the
number of tokens produced by each speaker, i.e.
the Woz and the human tend to produce the same
amount of tokens. Indeed, there is not a significant
difference in the proportion of tokens produced
by the Woz (mean=0.483, std=0.134) and by
the human participant (mean=0.517, std=0.134)
(Wilcoxon signed rank test, p = 0.08067). Be-
sides, a closer look at the shared vocabulary
shows that there is not a significant difference
in the proportion of vocabulary shared by the
Woz (mean=0.4853, std=0.116) and by the human
participant (mean=0.515, std=0.093)3 (Wilcoxon
signed rank test, p = 0.08029). That is, globally,
the Woz does not share more of its vocabulary than
the human participants, and conversely.

It turns out that verbal alignment at the level of
shared expressions is symmetrical in the H-H cor-
pus. On the contrary, it is asymmetrical in the H-A
corpus (orientation hypothesis) where it indicates
that the human participant verbally align more by
(i) adopting more Woz-initiated expressions (than
the Woz adopting Human-initiated expressions),
and (ii) dedicating more tokens to the repetition
of established expressions.

5.2.3 Expression Lexicon Analysis
Eventually, we took a closer look at the expres-
sion lexicon produced in the H-H corpus and the

3Relative shared vocabulary for S1is computed as follow:

SVS1
=

#(TokensS1
∩TokensS2

)

#(TokensS1
)
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Figure 1: Comparison of the H-H/A corpora for
ERS . Difference is significant for H-A (p <
0.001), not for H-H (cf. Section 5.2.2).

H-A corpus. Regarding the size in tokens of the
expressions, there is no significant difference be-
tween the two corpora (Wilcoxon rank sum test,
p = 0.9897). The majority of expressions con-
tains less than 3 tokens. Around 70% of expres-
sions are 1-token expressions, 20% are 2-token
expressions, 5% are 3-token expressions, and the
other 5% are 4-token and more expressions.

Considering the priming of an expression (i.e.
the number of repetitions of the expression by
the initiator before being used by the other inter-
locutor), most expressions have a priming of less
than 3 repetitions in both corpora. However, there
is a significant difference between the two cor-
pora (Wilcoxon rank sum test, U = 57185000,
p < 2.2 × 10−16 < 0.001). The most striking
one is about the proportion of 1-repetition prim-
ing expressions. 63% of expressions have a 1-
repetition priming in the H-H corpus while it is
higher in the H-A corpus at 72%. 20% of expres-
sions have a 2-repetition priming in the H-H cor-
pus while it is 17% in the H-A corpus. Lastly, 8%
of the H-H expressions have a 3-repetition prim-
ing while it reaches 6% for the H-A corpus. The
main reason of the difference at the priming level
may be found in the functions that serve expres-
sion repetition in the corpora. This is supported by
the study of the density of expressions (i.e. their
ratio frequency/span) in both corpora. Expres-
sions in the H-A corpus are denser (mean=0.174,
std=0.238) than expressions in the H-H corpus

(mean=0.146, std=0.206). This difference is sig-
nificant (Wilcoxon rank sum test, U = 45419000,
p < 2.2× 10−16 < 0.001). Expressions in the H-
A corpus tend to occur more frequently between
their first and last appearance in the dialogue than
in the H-H corpus.

5.3 Other Conditions in Human-Agent
Interactions

We studied the impact of the “human operator”
framing against the “AI” framing on the ver-
bal alignment at the level of expressions. It
turns out there is no difference in the variety
of the expression lexicon between the two fram-
ing modes. Indeed, the expression variety is not
significantly different between “human operator”
framing (mean=0.131, std=0.023) and the “AI”
framing (mean=0.136, std=0.021) (Wilcoxon rank
sum test, p = 0.1338). Study about repetition does
not reveal any effect from the framing condition.
As a matter of fact, the expression repetition is
not significantly different between “human oper-
ator” framing (mean=0.423, std=0.087) and “AI”
framing (mean=0.409, std=0.085) (p = 0.2915).
Similarly, no effect is found at the token overlap.
Besides, analyses on the expression initiation (EI)
and the expression repetition at the speaker level
(ERS) yield the same results than the entire H-A
corpus i.e. the verbal alignment is asymmetrical
between the agent and the human. Contrary to our
hypothesis, framing does not quantitatively impact
verbal alignment at the level of expressions.

A similar analysis at the gender mismatch or
match between the human participant and the
agent (Brad or Ellie) does not reveal any differ-
ence at the expression variety, expression repeti-
tion (globally or by speaker), token overlap, and
expression initiation. These analyses confirm our
hypothesis that gender does not quantitatively im-
pact verbal alignment at the level of expressions in
our H-A corpus.

It turns out that some significant differ-
ences exist between the two types of nego-
tiation (integrative and distributive) in the H-
A corpus. First, distributive negotiation leads
to longer dialogues in number of utterances
(mean=144.3, std=58.757) than integrative nego-
tiation (mean=82.5, std=41.09). Despite this dif-
ference in dialogue length, the expression vari-
ety is similar between the integrative negotiations
(mean=0.133, std=0.022) and the distributive ones
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(mean=0.133, std=0.020) (Wilcoxon signed rank
test, p = 0.9847). However, a major differ-
ence can be observed at the expression repetition
which is significantly higher for the distributive
negotiations (mean=0.456, std=0.073) than for the
integrative negotiations (mean=0.375, std=0.084)
(W = 142, p = 7.665 × 10−10 < 0.001, r =
0.87). All in all, this indicates that participants
align more at the level of expressions in compet-
itive negotiations than in cooperative ones. This
may be due to the fact that they need to verbally
align more on (counter-)propositions in competi-
tive negotiations.

5.4 Discussion

We have presented automatic and generic mea-
sures of verbal alignment based on an expression
framework focusing on repetition between DPs at
the level of surface of text utterances. This frame-
work mainly takes into account lexical cues by
building a lexicon of shared expressions emerging
during dialogue, but also syntactic cues to the ex-
tent of expressions (other work on conversations
report a strong correlation between lexical and
syntactic cues regarding alignment (Healey et al.,
2014)). The proposed measures make it possible
to quantify the routinization process (via EV), the
degree of repetition between DPs (via ER), and the
orientation of the verbal alignment (via IES and
ERS) at the level of expressions. Besides, these
measures are based on efficient algorithms (Gus-
field, 1997) that make it realistic to envision an on-
line usage in a dialogue system. They have made it
possible to check quantitatively that verbal align-
ment was real in both H-H and H-A task-oriented
interactions (i.e. it is not likely to happen ran-
domly). Next, they have helped contrasting quan-
titatively H-H interactions from H-A interactions,
showing that verbal alignment was symmetrical in
H-H interactions while being asymmetrical in H-A
(comforting previous hypotheses (Branigan et al.,
2010)). Finally, we have observed that H-A ver-
bal alignment was independent of the gender of
the agent (male or female) and of the framing of
the experiment (human operator VS AI). However,
the proposed measures indicate more verbal align-
ment in competitive negotiations than in coopera-
tive ones that may be due to the need to reach more
agreements during competitive negotiations.

Nevertheless, this work is limited to automat-
ically quantifying repetitions at the lexical level.

Hence, it does not take into account other aspects
of alignment such as linguistic style (Niederhof-
fer and Pennebaker, 2002) or higher level such
as concepts (Brennan and Clark, 1996). How-
ever, the alignment theory proposes that align-
ment “percolates” between levels. As such, align-
ment at the level of repetition of expressions in-
dicate alignment at other levels to some extent.
Besides, this work does not consider the func-
tions behind repetition such as conveying the re-
ception of a message, appraising a proposal, in-
troducing a disagreement, complaining (Tannen,
2007; Schenkein, 1980). A functional analysis
could explain more in depth the differences be-
tween the H-H and the H-A corpora. Lastly, an
interesting perspective would be to confirm these
results on another corpora involving comparable
H-H and H-A dialogues.

6 Conclusion and Future Work

This paper has presented a framework based on
expression repetition at the surface text of dia-
logue utterances involving automatic and compu-
tationally inexpensive measures. These measures
make it possible to quantitatively characterise the
strength and orientation of verbal alignment be-
tween DPs in a task-oriented dialogue. A promis-
ing perspective of this work lies in the exploita-
tion of these measures to adapt and align the ver-
bal communicative behaviour of a virtual agent.
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