N

N

Equal Size Clusters to Reduce Congestion in Wireless
Multimedia Sensor Networks

Chaima Bejaoui, Alexandre Guitton, Abdennaceur Kachouri

» To cite this version:

Chaima Bejaoui, Alexandre Guitton, Abdennaceur Kachouri. Equal Size Clusters to Reduce
Congestion in Wireless Multimedia Sensor Networks. Wireless Personal Communications, 2017,
10.1007/s11277-017-4679-0 . hal-01574726

HAL Id: hal-01574726
https://hal.science/hal-01574726v1
Submitted on 16 Aug 2017

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-01574726v1
https://hal.archives-ouvertes.fr

Noname manuscript No.
(will be inserted by the editor)

Equal size clusters to reduce congestion in WMSNs

Chaima BEJAOUI . Alexandre
GUITTON - Abdennaceur KACHOURI

Received: date / Accepted: date

Abstract Wireless Multimedia Sensors Networks (WMSNs) are a particular
instance of wireless sensor networks (WSNs) that support the transmission
of multimedia data such as video, image or sound. Those multimedia data
should be delivered with variety and predefined levels of Quality of Service
(QoS) that impose the development of routing protocols. In this paper, we
propose a new routing protocol based on clustering that balances the number
of nodes in clusters called Equal Size Clusters to reduce Congestion in WMSNs
(ESCC). We seek to balance the number of members in a cluster in order to
reduce congestion in intra-cluster and reduce the number of congested cluster-
heads, so we propose a novel metric called MCUR (Maximum Cluster-heads
Utilization Ratio) that designate the largest number of members assigned to a
CH. In this way, we can ensure a reliable transmission of multimedia data. Our
simulation results indicate that our proposed scheme outperformed the other
protocols proposed in literature in terms of MCUR, the number of cluster-
heads and the energy consumed.
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1 Introduction

Wireless Sensor Networks (WSNs) [1] consists of several tiny sensors [2] that
poses the problem of depletion of their batteries. In these networks, each node
is capable to monitor its environment and respond if necessary by sending
the collected information to one or more collection points (nodes), using a
wireless connection. They are used in many applications such as health care
applications, military applications, precision agriculture, forest fires [3].

Nowadays, WSNs are based on techniques more and more oriented towards
image, video and sound processing, hence the recent need of Wireless Multi-
media Sensor Networks (WMSNs) [4][5]. Examples of applications for WMSNs
include the monitoring of elderly people, the monitoring of fields in precision
agriculture, intruder detection through video cameras, etc. Multimedia data
are characterized by their large volume, and have strict requirements in terms
of quality of service (QoS) such as bandwidth, delay, packet loss, delay jitter,
etc.

The transmission of the multimedia data is a very challenging problem
due to the strict requirements of QoS. Many works are proposed to provide
solutions for this type of transmission. Existing protocols have been imple-
mented for routing multimedia data, are classified into several classes [6]. The
routing protocols based on QoS-aware [7, 8, 9, 10], this routing protocols aim
to transmit data according to the applications requirements to ensure an ef-
ficient energy transmission, low delay, and high bandwidth. Another classe is
the routing protcols based on cluster approach [11, 12] that can prolong the
network lifetime, reduce the energy consummption and maintain the load bal-
ancing between clusters. Also the routing protocols that are designed to reduce
the network congestion level [13, 14] to ensure a reliability transmission and
to alleviate the load in inter-clusters communications.

In this paper, we are interested in routing protocols based on clusters that
aim to reduce congestion in order to have reliable data transmission and a
reduced loss rate. This is achieved by balancing the traffic load, which results
into a balanced energy consumption within the network. Our ESCC balance
the clusters based on neighbor, it make a comparison between number of mem-
bers in clusters. The current CH search between its neighbor the CH that have
more members, if the number of members of the CH found is more than the
members of the current CH plus 2, A FORCE-JOIN is sent to the CH that
have the more members.

More specifically, we focus on balancing the size of clusters in order to
balance the processing load of cluster-heads. We introduce a new metric, called
MCUR (Maximum Cluster-heads Utilization Ratio) to quantify this objective.

This paper is organized as follows. Section 2 describes the related work
on clustering protocols for WMSNs. It includes a description of congestion-
based clustering protocols and load-balancing clustring protocols. Section 3
presents the new metric called MCUR, the proposed optimal algorithm (based
on integer linear programming), and our protocol ESCC. Section 4, evaluates
our protocol. Section 5 concludes this work.
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2 Related work

In this section, we describe some clustering protocols for WMSNs. We start
by a description of the LEACH protocol. Then, we describe congestion based
clustering protocols. Finally, we present load-balancing clustering protocols.

2.1 LEACH

LEACH (Low Energy Adaptive Clustering Hierarchy) [15] is the oldest clus-
tering protocol for WSNs. It divides its operation into rounds. Each round
contains two phases: the set-up phase and the steady-state phase. During the
set-up phase, each node n in LEACH generates a random number between 0
and 1, and compares it with the threshold T'(n):

k : _

IT(r) = {N‘m) oo )
0 ifCi(t) =0,

Where N is the number of nodes in network, k the expected number of cluster-

heads, r the round number, and C;(n) indicates wether node n was a CH in

the last (r mod N/k). If the generated number is lower than a T'(n), the node

becomes a CH.

LEACH decomposes the set-up phase in four steps as shown in Figure 1.
In the advertisement step, each CH sends an advertisement message to their
neighbors to announce its status. In the cluster setup step, the non-CH nodes
join a CH based on the RSSI signal. In the scheduler step, each CH broadcasts
a TDMA (Time Division Multiple Access) schedule to its cluster members, so
that each member has a slot for transmitting data during the steady-state
phase. During steady-state phase, the nodes transfer their data to their CH,
during their slot. The CH aggregates all collected data and sends it to the
sink.

LEACH does not take into account the problem of congestion in the net-
work. Indeed, a cluster can have more members than another cluster, and
therefore the load of some CHs might be large, causing congestion and packet
losses.

2.2 Congestion-based clustering protocols

The main task in congestion-based routing protocols is to avoid congestion.
CAA (Congestion Avoidance and Alleviation routing protocol) [16] is de-
signed to avoid congestion in nodes. It detects congestion and sets the rate of
packets arriving at the nodes equal to the rate of packet service. CAA uses
a clustering method based on residual energy to elect its cluster-heads, and
a CDMA (Code Division Multiple Access) method for the inter-cluster com-
munication , and a TDMA method for the communication between members
and CH. In the transmission phase, a centralized method is established by the
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Fig. 1 LEACH operating diagram.

sink for routing. The sink broadcasts a flooding message with hop number 0
in the network, and the CHs rebroadcast this message with their distance to
the sink. The congestion detected using a congestion degree. The cluster-heads
forward their data over the route that has the minimum degree of congestion.
An additional technique to avoid congestion is the use of a local buffer to store
data during the congestion period.

CRAP (Cluster based congestion control with Rate Adjustment based on
Priority) [17] monitors proactively the congestion and adjusts the traffic rate
when a cluster has a high priority data flow to be transmitted. The adjust-
ment rate is done by exchanging the estimated rate of traffic between clusters.
This reduces the number of broadcast packets and the energy loss. Three
kinds of nodes are present: the CH which schedules the transmissions, the
gateway node which interconnects adjacent clusters, and the node members.
The member nodes send data, trafic rate and other information to their own
cluster-heads. This collected data is transmitted over routes using ZRP (Zone
Routing Protocol). CRAP calculates the rate of trafic in the clusters in order
to alleviate the CH congestion. The congestion degree is analysed by the CH.
If this degree exceeds a given threshold, the CH broadcast this value to all
neighboring CHs to adjust their congestion rate.

In summary, these protocols aim to reduce congestion by reducing the
traffic rate. This solution causes a problem for the multimedia data. Indeed,
the video data transmission tolerates only a small margin of packet loss. The
MPEG compression codec provides three type of frames: I-frames, B-frames
and P-frames [18]. The most important frames are I-frames and P-frames.
Losing one of these frames degrades significantly the video quality.
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2.3 Load-balancing clustering protocols

Load-balancing can be considered as a solution to the congestion problem. In
fact, the load-balancing can be achieved either by balancing the load between
nodes, or by decomposing the network into clusters of size equal. In this sub-
section, we discuss about protocols that take into account the traffic and those
that takes into account the number of nodes in cluster.

2.3.1 Traffic-based protocols

Irkhede et. al [19] proposed a solution which builds routes for data transmission
while distributing the traffic. They uses the RREQ and RREP to determine
routes between source and destination, and in the case where a route fails, a
Route Error message is sent to rebuild the routes. Irkhede et. al use a method
to distribute traffic uniformly over the paths that are built.

Zhou et.al [20] aim to balance the load based on clustering method in order
to increase the network lifetime. In their method, if the number of members is
higher than the average number of members, the candidate CH is elected. The
nodes join the CH that has the minimum number of members. This process
is repeated at each round. To transmit data, authors designed a multi-hop
transmission based on intra-cluster and inter-cluster communications.

DSCP (a novel Dominating Set based Clustering Protocol) [21] proposes
to construct energy-balanced clusters. Nodes in DSCP take into consideration
their energy, their traffic load, their number of neighbors and the traffic load
of their neighbors . Then each node estimates the number of rounds it can be
active for gathering data. According to this estimation, the node is either a
CH or a provisional CH.

EL-LEACH (Energy and Load balance LEACH) [22] provides an improve-
ment over LEACH by proposing a new method based on residual energy to
elect CHs. First, it integrates into T'(n) the fraction of the remaining energy
of node. Second, it introduces a mechanism where all cluster-heads in range
compete: each ADV message contains a metric that includes both the fraction
of remaining energy of the cluster-head, and its distance to the sink (which
is not assumed to be directly connected to CH). Only the nodes having the
largest metric remain cluster-heads for this round. Third, the members select
the cluster-head in range that has the largest metric.

LEACH-P [23] is a recent extension of LEACH. It is based on three phases.
In the first phase, each node compares its own energy with the energy neighbors
to elect the one with the largest capacity. The second phase, aims to avoid
energy exhaustion by introducing a load monitor mechanism, which controls
the load of CHs. The third phase is the inactive phase, where the CH spends
its energy and its role is alternate to PCH (Pseudo- Cluster Head node) to
maintain connectivity in network. The PCH node is a normal node that replace
the CH that can not manage its cluster.

Those protocols are intended to balance energy over the network. They
aim to balance energy by choosing the cluster-heads based on their energy
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and the energy of their neighbors, or by choosing an appropriate method for
transmitting data within and between clusters. However, when paths and CH,
are chosen based on energy only, paths with high energy suffer from collisions.

2.3.2 Node-based protocols

Some protocols balance the number of members in clusters in order to balance
the load over the network.

In BCA (Balanced Clustering Algorithm) [24], nodes calculates their own
probability to become a CH based on neighbor detection. The aim is to dis-
tribute CHs equally over the network field with an identical coverage zone of
all the clusters. BCA uses the duty cycle putting nodes to sleep mode in or-
der to preserve energy and increase the network lifetime. BCA aims to reduce
the collision ratio between clusters and as well as the number of nodes that
communicate directly to the sink. It uses three phases: the first phase is for
nodes density detection, the second phase is for cluster constructing, and the
third phase for data transmission. During the nodes density detection phase,
nodes sends their advertisement message randomly in broadcast. During the
cluster-head election phase, BCA use a threshold T(n) which is based on the
LEACH threshold (T'(n)) and their own formula of neighbor detection. BCA
reduces the energy consumption by using the duty-cycle in the steady-state to
make nodes sleep.

OABC (Optimized Algorithm for Balancing Clusters) [25] aims to balance
clusters in order to reduce energy consumption. OABC uses two phases for
cluster-head election, and one phase for data transmission. In the first phase,
nodes use the same threshold formula as LEACH to elect temporary cluster-
heads (TCH). In the second phase, CHs are elected based on the TCHs: nodes
which receive messages from two TCHs or more are candidate to become
CH. A probability based on the residual energy and the overlapping degree is
computed to elect CHs, so each elected CH announces the nodes within 2R
distance of its status, to avoid that two adjacent nodes become CHs. TCHs
that do not receive messages from a CH elect themselves as CHs. Then, all
CHs send messages over the network to announce this final status. The non-
CH nodes join the nearest CH, which creates a TDMA schedule and send it
to their members.

PASCCC (Priority-based Application-Specific Congestion Control Clus-
tering protocol) [26] is another clustering protocol for congestion reduction in
mobile WSNs. PASCCC is a hierarchical routing protocol based on LEACH,
and contains two phases : the set-up phase and the steady-state phase. The
authors explain that unequal size of clusters cause congestion, so they designed
a balanced clustering to reduce congestion. Nodes are moved to empty regions
to maintain balancing in the network.

V.Pal et. al [27] propose a clustering approach to make the number of
clusters size equal. The authors prove that clusters of small sizes have more
slots in the transmission phase, so they consume more energy than clusters of
large size. Their clustering phase is made in two steps: initial formation step
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and transmission step. They use the same CH formation step as LEACH and
the same schedule for nodes to send data. The authors use a threshold for
number of members per cluster, and this threshold is updated at every round.
Nodes join the closest CH with the highest RSSI. If the selected CH has less
members than the threshold, the node joins this CH or waits for transmission
step. A distance threshold is used to ensure that nodes join CHs that are close
to them. Fig.2 explains the different phase of this work. The set-up phase
consists of four steps; the first two steps involve the election of CH and the
formation of clusters, the third step consist of clusters balancing and the last
step consists of sending the calendar members for transmetting data.

Set-up

Part Steady Part Round

<>

Data .
Transmission | Re-Clustering
LT Time.
Cluster Head Selection Cluster set-up Rescue Phase TDMA Scheduling

Time;

Fig. 2 Operating diagram of protcol cited in [27].

The equal size clustering protocols reduce congestion within clusters and
avoid congested CHs, as they reduce the redundance packets and thus alleviate
the load, which increases the network lifetime and ensures reliable transmission
of multimedia data.

3 Proposition

In WMSNs, CHs receives process and aggregate the multimedia data from
all their members. Thus, their load and energy consumption is releated with
the number of members they have. In the following, we propose a new metric
called MCUR, an optimal election and our ESCC.

3.1 MCUR

We introduce in this work a new metric to target a load-balanced network
and alleviate congestion in CH nodes: The MCUR (maximum cluster-head
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utilization ratio) is equal to the largest number of members assigned to a CH.
Figure 3 shows a topology with the same CHs but two member assignments.
The filled nodes are the CH nodes and the other nodes are members. Arrows
represent the assignment of members to CHs. In case (a), one CH has a single
member, while the other CH has five members. Thus, MCUR is equal to 5.
This shows that some CHs (the second CH in this example) have a heavy load,
as well as a large amount of data to transmit, resulting into congestion. In case
(b), the two CHs have three members each. Thus, MCUR is equal to 3. The
total load (in terms of number of members) is well balanced in this case.

@

Fig. 3 Different member assignments result into different MCURs, the lower the MCUR,
the better it is for load-balancing.

MCUR is not only related to the number of members per CHs but it is
also related to the number of CHs. With a large number of CHs, the MCUR is
expected to be small, while with a small number of CHs, MCUR is expected
to be large. Figure 4 (a) shows a member assignment for three CHs, corre-
sponding to a MCUR of 2 (which is the minimum possible with three CHs in
this topology). Figure 4 (b) shows a member assignment for three CHs, cor-
responding to a MCUR of 3 (again, this is the minimum possible with three
CHs). The comparison of MCURs of two assignments is meaningful only if the
number of CHs is the same.

3.2 Optimization by ILP

In order to compute the optimal number of members per cluster, we decided to
use an integer linear program that takes as input the whole network topology
and the number of cluster-heads. The objective function and the constraints
of our ILP program are summarized below.

minimize MCUR
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@)

Fig. 4 Generally large number of CHs yield small MCURs, while small number of CHs
yield large MCURs.

VoeN,» (1-f(n,v)>1 (1)

veN
Y (n,v)eN2, f(n,v) > 1 — neighbors(n,v) (2)
Y (n,v)eN?, f(n,v) >1—CH(v) (3)
(4)
(5)

Y (n,v)eN?, f(n,v) <2 — neighbors(n,v) — CH(v) 4
VneN,ZC’H(n)Sa 5
VneN, Zmember[n,v] =1 (6)
veN

Y (n,v) e N?, member[n,v] < 1— f(n,v) (7)
VneN, memberin,n] = CH(n) (8)
VveN, NMC(v) = Zmember[n, v] (9)

neN
YveN, MCUR > NMC/(v) (10)

The inputs of this model are as follows: N is the set of nodes, neighbors(n, v)
represents the adjacency matrix. The variables we use are: CH (n) indicates
whether n is a CH or not, f(n,v) is equal to 0 if n is a CH and v is neighbor
of n, and to 1 otherwise, and the function member[n,v] indicates whether n
and v are neighbors or not.

NMC (n) represents the number of members for the CH v, and « is the
maximum number of CH in network.

Our objective is to minimize the maximum number of members for any

CH.
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The constraints of our program are the following. Constraints (1), (2), (3)
and (4) model the fact that each node is either a CH or a neighbor of a CH.
Constraint (5) indicates that the number of CHs should not exceed the value .
Constraint (6) indicates that each node in network is associated with exactly
one CH. Constraint (7) ensures that a node can not have as CH another node
that is neither its neighbor nor a CH. Constraint (8) indicates that a CH is
its own member. Constraint (9) calculates the number of members per CH.
Finally, Constraint (10) computes the maximum number of members for any
CH.

3.3 The ESCC protocol

Our protocol, called ESCC (Equal Size Clusters to reduce Congestion), aims
to reduce the MCUR in a distributed manner. It adds a new period to the
election phase called balancing, that balances the size of clusters using a Force-
Join message. Each member keeps track of neighbors CH (by receiving ADV
message) and on their members (through overhead Join messages).

We introduce in the election step a modified method to elected CH and
to join CH from that in LEACH to reduce the number of CH neighbors and
to eliminate the isolated node [28]. In the election part, the nodes do not
send their ADV messages together but it send it in randomly delay, so if one
neighbor receive more than th ADV before sending its own ADV it decide to
become a member. In the join part, the nodes that do not receive any ADV
message, they called isolated nodes, decide to become CH or member of new
CH (isolated node become CH in join step) in order to maintain connectivity
over network.

Algorithm 1 Balancing members in ESCC

Require: mcue, meumin
wait for random delay
find CHneighbor with MiNmembers
if mege < meumin + 2 then
send message FORCE—JOIN to CH,,;p,
end if

Algorithm 1 describes the procedure used by members in ESCC to bal-
ance nodes in clusters. mgg. represents the estimation of number of members
for the current CH of the node, and m¢g.min represents the estimation of
minimum number of members of a neighbor of the current CH.

In our protocol, after a random delay, the node of current CH find a neigh-
bor CH with the minimum number of nodes. We compare the number of
nodes of the current CH with the number of members of CHs found plus 2
(meHmin+2). We use this inequality to ensure that the one CH with the most
members does not become less than its neighbor after donating members. We
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look at the neighboring CH that has the maximum number. A FORCE-JOIN
message is sent after a random delay from the member to its new CH. Fig.5
shows the difference between our algorithm and the balancing algorithm of
literature [27] shown at Fig.2.

Election Communication Election
1 e Time
' Round el
' Advertisement phase Join phase Balancing phase \\Schedy[e\r phase
Send initial ADV Send initial JOIN Send FORCE-JOIN Send schedule
Time
- -
Isolated nodes Isolated nodes
sending ADV sending JOIN

Fig. 5 Operating diagram of ESCC.

The Figure 6 shows an example of balancing two clusters. The continous
arrows represents the JOIN message, and the discontinue arrows represents
the JOIN message hard by nodes. Indeed, the node n send a JOIN message
to CH 1, and at the same time it has an idea of other CHs in neighboring. It
hear, the other JOIN messages, and he know that CH 1 has three members
while CH 2 has one member.

Q JOIN
—_—

JOIN

Fig. 6 Example of balancing of two clusters.
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4 Simulation results

In this section, we present the simulation results and we analyze them. We
analyze the performance of our protocol ESCC, our ILP, the protocol of the
literature cited in [27] and the LEACH protocol.

4.1 Simulation parameters

We use the NS2 [29] simulator to simulate our parameters. We put in table 1
the different parameters used.

Table 1 Simulation parameters

Parameter Name Value

Number of nodes 10, 20, 30

Field size 100 m x 100 m
Initial energy 1 Joule

Initial energy of sink | 100 Joule

MAC Layer IEEE 802.11
Propagation model Shadowing
Transmission power 0.281838 watt
Path loss 2.5

Simulation Time 100 s (10 tours)

Each result is averaged over 100 repetitions, and each repetition consists
of 100 seconds. We evaluate three parameters in our simulations, such as:

the average of MCUR,

— the average number of CHs,

the average number of isolated nodes,
the average residual energy per round.

As shown in Figure 7, the ILP and the proposed algorithm have the high
MCUR values. LEACH and our reference don’t use a balancing mechanism
in the cluster approach, so we can notice their low curves compared to the
others. We can explain that in LEACH, the node can be CH, isolated node or
maybe member of CH that’s why we have an average of MCUR 1.5.

Figure 8 shows the average number of CHs as a function of the number of
nodes for ESCC, our ref [28], LEACH and the literature protocol [27]. We can
notice that the number of CHs in LEACH and the other protocol are very close,
the two curves are overlapped, because they use the same threshold to elect
CHs. The number of CHs in ESCC is lower than with LEACH and protocol
of literature, that is because we avoid to have many CHs in neighborhoods.

Figure 8 represents the average number of isolated nodes according to the
number of nodes, for the protocol of the literature and LEACH. Since our
protocol ESCC, [28] and the ILP eliminates the isolated nodes, it is not mark
in the figure. The results of average number of isolated nodes for the two
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Average number of MCUR vs. number of nodes

4 T T T
[LP —o—
ESCC
35  OUR ref —o—
LEACH —&—
| REF literature

Average number of MCUR
N

0
10 15 20 25 30
Number of nodes

Fig. 7 Average number of MCUR vs. number of nodes

Average number of CHs vs. number of nodes
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Fig. 8 Average number of CHs vs. number of nodes
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Average number of isolated nodes vs. number of nodes
12 T T

LEACH —&—
REF literature —#—

Average number of isolated nodes

0
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Number of nodes

Fig. 9 Average number of isolated nodes vs. number of nodes

protocols are very close because it uses the same phase to join the CH. The
number of isolated nodes increase with increasing the number of nodes.

Figure 7, 8 and 9 are in proportional relationship. The protocol that have
the least nember of CHs must have more memebers in their clusters than other
protocols, we can see that with the ILP’s MCUR, and our protocol in Figure 7
and 8. For our reference [28], we can notice the highst average number of CH
because in the join period, it eliminate the isolated nodes and they become CH
or member of new CH. The literature protocol [27] and LEACH have nearly
the half of nodes as CHs so it’s logic to have the minimum MCUR and some
isolated nodes.

Figure 10, 11 et 12 shows the average residual energy per round as a func-
tion of the number of rounds, for ESCC, protocol [27] and LEACH. Figure
9 is for a network of 10 nodes, Figure 11 for 20 nodes and Figure 11 for 30
nodes. We can see in the results, that our ESCC outperforms our reference,
the literature protocol and LEACH. The value of residual energy decreases
with the number of rounds. We outperform the other protocols because we
use first less control messages in the election and join steps. Second, the en-
ergy is distributed between nodes due to the balancing clusters. ESCC has a
low performance in a small size of network, we consume more energy because
of because of the new periods FORCE-JOIN and isolated nodes.
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Average residual energy (joule) vs. number of rounds (for 10 nodes)
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Fig. 10 Average residual energy in joule vs. number of rounds (for 10 nodes).

Average residual energy (joule) vs. number of rounds (for 20 nodes)
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Fig. 11 Average residual energy in joule vs. number of rounds (for 20 nodes).
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Average residual energy (joule) vs. number of rounds (for 30 nodes)
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Fig. 12 Average residual energy in joule vs. number of rounds (for 30 nodes).

5 Conclusion

We presented in this paper, firstly the different load-balancing based on clus-
tering protocols that aims to avoid congestion and load-balance the energy
and traffic in WSNs. Secondly, we presented our protocol ESCC that aims
to balance the number of members in clusters in order to reduces congestion
in WMSNs, we proposed a new metric called MCUR, and we proposed our
integer linear program that calculated the optimal minimum MCUR.

Simulation results showed that our protocol outperforms the literature pro-
tocol cited in [27] and the LEACH protocol. ESCC reduces the number of CHs
and avoids isolated nodes compared to the two other protocols. Also, ESCC
presentes more residual energy over 1000 seconds of simulation. The perspec-
tives of this work include the data routing.
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