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Abstract

The ever expanding of greenhouse gas emission and limitation of fossil energy sources
are driving demand for the green energies. Among the variety of the renewable en-
ergy sources, the wind power in large scale is known as the best replacement for the
conventional source of energies. However, due to the intermittency of wind power,
this source without any control is not efficient neither technically nor economically.
Technically, fluctuation of wind power should be smoothed while it is dispatched to
the grid power to avoid system faults. On the other hand, in competitive deregu-
lated electricity market, the financial issue concerns the economic revenue of wind
power plant. It is well understood that applying storage system with proper control
mechanism is required to address to technical and economical shortcomings.

In this report, a new control strategy is presented to manage the amount of
energy that is generated by wind farm plant and sold to the electricity market.
Contributions of this report are three-fold: 1. As the battery plays a fundamental
role in our control system, we addressed a novel generic battery model which reflects
the effects of chemical reactions as the battery is charging, discharging and storing
energy; 2. Our control method reduces the fluctuation of supplied wind power while
it empowers the operator to make a balance between energy supply and demand
in a profitable way using battery energy storage; 3. Lastly, we employ monotonic
charging and discharging strategy in our control system to maximize the profit of
WPP operator by significantly reducing the capital cost.

Optimization of the overall system behavior given physical constraints using the
Model Predictive Control (MPC) is one of the advantages of the proposed system.
Moreover, adaptive updating of a reference signal based on system states, predicted
price and wind power data helps improve the controllability of the wind farm power
generation with the Battery Energy Storage System BESS into the electricity mar-
ket while keeping the ramp rate of the power signal within a predefined range.
Furthermore, it is depicted that battery capacity has highly affected on profit of
the WPP. Therefore, choosing a suitable amount of battery for a specific WPP can
improve the efficiency accordingly. The controller managing the Wind and battery
energy storage is based on MPC theory and dynamic programming. Wind and price
predictions are attached to the system for enhancing its improvement.
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Chapter 1

Introduction

1.1 Introduction

In recent years, energy policies of worldwide are moving toward exploiting Renewable
Energy Sources (RES) such as the wind and solar energies. Since greenhouse gas
emission is caused by consumption of fossil energies, it persuades governments to
motivate electricity plant operators to switch to the renewable sources. Moreover,
increasing electricity demand and the crisis in fuel price in the world led us to utilize
green resources. Due to the technology improvements among all renewable energy
resources, wind power gets the attention of many developed countries as a clean and
cheap source of energy for future generation. [1, 2].

Furthermore, Recent impressive technical and economical developments in wind
power energy generation led to engage large percentage of electricity generation by
this source of energy specially in European countries such as Denmark and Germany
[3,4]. However, there are many troubles and challenges ahead when large percentage
of energy produce by wind power as its pure power without any control can not
satisfy the standards.

There are some technical and financial issues ahead of applying this source of
energy which are required to be organized in a way that wind power can be dis-
patchable to the grid network to be technically reliable and financially profitable.

In this regard, some issues such as fluctuation of wind power plant output that
causes by the nature of wind power should be controlled so that the output power
to the grid can not destroy the electricity grid [5, 6]. Other trouble that should
be managed is the stability of wind power. Furthermore, since Wind Power Plants
(WPPs) in large scale are one of the major electricity producers in developed coun-
tries [7], they need to contend in the competitive electricity market to sell their
energy. Therefore, again fluctuated nature of this source of energy raises another
challenge which needs to be deliberated to improve the overall income of the WPP.
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1.2 Wind power challenges

1.2.1 Technical wind power challengers

In order to increase the portion of wind power in network electricity grid in compare
with other sources of energies, we need to decrease the issues that raise up in usage
of wind power. The intermittency of wind power is called ’Ramp Rate’ [8]. This
phenomenon should be under control that this power be able to match the standards
of electricity network grid. In Fig.1.1 a sample of one day wind power is illustrated.
Ramp rate is shown in this typical real sample of wind power for one day. Another
challenge is transmission of wind power in large scale. In this situation, in order to
avoid congestion in the line that transmit the power, the output power needs to be
crossed off [9].
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Figure 1.1: One day typical wind power.

1.2.2 Economical wind power challengers

In the competitive deregulated electricity market such as in Australia, financial issue
concerns the economic revenue of wind power plant. Although wind power is acces-
sible occasionally depends on weather condition, an appropriate control strategy is
required to maximize the economic benefits form WPP.
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1.3 Energy storage and wind power

At first glance, a applicable solution to cope with this challenge is adding an Energy
Storage System (ESS) to the wind power plant. This idea not only can save the
energy in times of off peak and low demand but also it can reduce all technical
challenges which explained above [10]. Currently, the cost of this technology is
quiet high [11] but there are such a good improvements have be done in this area
to reduce the capital cost of energy storages.

In recent years there are two main subjects that researchers have focused on as
interested fields in renewable energy industry.

1- Reducing the ramp rate or in other word smoothing the output power from
wind power plant

2- Increasing profit of implementing wind power in the competitive electricity
market.

A key objective of both problem statements leads to make the wind power more
dispatchable. Since In majority of related works, energy storage system is integrated
to the wind, we first review battery energy storage as the main tool in this study
and then its application in wind power plant will be discussed. There are several
energy storage technologies which are applied in industries to store the energy recent
years. Flywheels, batteries, supercapacitors, hydrogen, pneumatic, and pumped
storage technologies are some examples which they are currently employed in power
industry to accumulate the energy for different purposes. Review studies on energy
storage technologies show that batteries are the common devices that apply for power
system utilities [12]. Therefore, in this report we focus on battery energy storage as
a powerful and reliable devise for storage and control purposes. Using batteries in
combine with wind power plant will improve not only the overall performance of the
dispatched power but also it will increase the total revenue of WPP. However, there
are different strategies in applying BEES with WPP [12] .Hence, one of main scopes
of this report is using an appropriate control strategy to raise the performance of
battery and at the same time mitigate the explained challenges while using wind
power. To increase the performance and also improve accuracy of the controller,
we are looking for an appropriate battery model which reflects the characteristics
of battery features. In all previous studies, battery models belong to a specific
kind of battery and therefore it cannot be applicable to other type of batteries.
In this report we propose a new nonlinear battery model which represents most
properties of a battery while it is integrate with wind power plant. With the aid of
this comprehensive nonlinear model, we can control the system by considering most
features of the system and in this regard designing the controller could be more
accurate in compare with related works.

1.4 Australian energy market

Studying on Electricity market by itself is a research topic which is out of the scope
of this report. However, we need to apply the regulations of electricity market
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in our design section to improve the revenue of WPP. Therefore, a perspective of
Australian National Energy Market (ANEM) as the case study target is required.
ANEM is known as one of the powerful and dynamic markets in the world. We
proposed our control strategies in price section based on the regulation of ANEM
since our data basis in this report gathered from ANEM. The regulations will be
explained in chapter 4 of this report.

1.5 Control system design

In the last few decades, Model Predictive Control (MPC) has gained the attention
of researchers in industry to obtain the benefit of this control method to enhance the
performance and capabilities of their systems. One of the most important factors
which effect on choosing this control method in industry and is its potential to handle
the systems with physical limitations which are difficult to control with other control
methods such as PID. Wind power plant as the case study of this report, has variety
of practical system constraints such as battery charging and discharging threshold
and wind power plant maximum and minimum capacity. Indeed, we choose MPC
as a practical solution to mitigate these challenges. Since the nonlinearity of the
battery model, dynamic programming as a powerful optimization tool has been
selected in this study which will be expanded in chapters 4-6.

1.6 Contributions

Nowadays, wind power penetration in worldwide is increasing with a high rate in
compare with other types of renewable energy sources; therefore, we highlighted the
challenges that turn up as a result of connecting wind power into the electricity
market, technically and financially. Batteries provide a feasible solution when they
are integrated with wind farms. As one of the main contributions of this report, we
proposed a new nonlinear battery model which has a general characteristic rather
than type of battery in order to facilitate designing a hybrid battery and wind power.
This model considers internal features of battery by defining specific parameters
based on battery type. In the next stage, we implemented the new model to smooth
out the wind power output using model predictive control. Since the proposed model
is nonlinear, the optimization method which we combined with MPC is dynamic
programming. As the other novel contribution in this study, we proposed a reference
generator in our controller design section to improve the performance of the output
plant. The policy of this reference generator is based on wind power and electricity
market price prediction. The policy behind applying this mathematical reference
generator in the proposed control scenario is increasing overall revenue of the plant.
At last, this study provides a solution to choose an appropriate battery capacity
for any specific wind power plant while it is connected to battery energy storage by
considering maximum revenue of the plant. Since the charging/discharging behavior
of battery has a significant impact on both cost and revenue of wind power plant
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(WPP), we combine the monotonic charging/discharging methodology to our system
design. This causes minor reduction in revenue of wind power plant by decreasing
the total battery capacity while we employ optimal size of BESS.

1.7 Report outline

In this chapter we explained about the basic motivation for the work and introduced
the problem statement. We also highlighted the contributions of the study in brief.
The rest of the report is organised as follows:

Chapter 2 presents a new and novel nonlinear battery model. In this chapter
firstly we discuss about the reasons of designing a new battery model. In addition,
the detail stages of designing a general state space battery model are explained.
Since the this model designed for any type of batteries depends on the defined
parameters, we choose Nas battery (sodiumsulfur battery) as a case study and we
proposed this specific battery model for implementation in later chapters in order
to control the wind power.

Chapter 3 provides a control strategy to decrease the ramp rate of the wind
power with the aid of new model which defined in chapter 3. We present an MPC
approach to smooth wind power fluctuations while the plant integrated with BESS.
Next the control objectives and physical constraints of the system are specified.
Following that, an overview and a basic formulation of model predictive controller
with dynamic programming optimization is described. Then, the efficiency of this
control strategy is assessed under different scenarios via simulation of an actual wind
farm data.

Chapter 4 covers a market oriented control approach of wind power plant. In
this chapter, we model a wind power plant in a close loop system. We implement
MPC with dynamic programming approach to increase the overall revenue of WPP.
In this chapter we propose a strategy to produce a reference signal which is based
on a mathematical model. Then, the simulation results are presented. The wind
power data which applied in the simulation are obtained form an actual wind power
plant in Australia and also the price data are provided by Australian energy market
database. At the end, the battery capacity and its effect on revenue is examined
under different scenarios in order to provide a best match capacity with specific
wind power plant.

Chapter 6 brings forward the effect of charging/discharging methodology and
optimal battery capacity on both the cost and the revenue of wind power plant.
In this chapter we apply the monotonic charging/discharging strategy as one of
the effective solutions of reducing both overall battery capacity and capital cost
of wind power plant on the control system design which has been introduced in
chapter 5. Following that, the revenue analysis of WPP in presence of monotonic
charging/discharging strategy is discussed.

chapter 7 concludes the report by discussing the achievements of this report and
potential future works.
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Chapter 2

A Nonlinear Battery Model

Due to the recent researches in the renewable energy area, integrating wind power
plants to a energy storage systems is a method to enhance the technical efficiency
of WPP and also increase the revenue of these systems [13]. Furthermore, some
studies are dedicated to the type of ESS in order to determine what kind of ESS
technologies are technically more adjustable to WPP. In [12, 14], all types of ESSs
technologies are compared and finally the authors in [12] suggested that battery
energy energy storage system is a suitable choice for integrating with wind farms in
order to reach to a maximum benefit. However, an important issue in this regard
is the model of the battery. In the last few years, lots of efforts have been accom-
plished to generate a model for the batteries. In [15–18] a few models are designed
based on the type of batteries and their unique specifications. Most of them use
impractical assumptions that lead to some errors when they employ in integration
with WPP. [19,20]. Therefore, a novel nonlinear battery model which reflects most
characteristics of battery is presented in this chapter.

2.1 Introduction

In recent years, battery becomes one of the most attractive researched elements
because of its significant rule in power systems engineering and specifically in re-
newable energy plants such as wind power [21–23]. Integrating batteries with wind
power plant provides an opportunity to develop the technical and financial issues
related to wind power nature [19, 20]. In most of the studies, researchers empha-
sis on battery technology, battery chemistry, battery charging-discharging schedule
and some studies concentrate on battery parameter estimation. However, there is
not any comprehensive model which reflect all features of batteries and can be ex-
pandable to all types of batteries in order to simulate battery model in wind power
system.

In order to estimate parameters of the battery, large quantity of data is needed to
produce a model based on experimental data and therefore in this type of estimation
which is not accurate the model is unique and it can not be expanded to other types
of batteries even in the same category [24–27]. Due to lack of a generic model for
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batteries in simulation studies, there are variety of softwares which can be applied.
In this case, there are some problems that occurs. For instance, they only reflect
battery charging or discharging characteristic. In the other words, available models
are not capable to reflect the behaviour of battery in all the possible situations such
as charging, discharging and storing periods.

In [28] a type of generic battery model has been introduced. In this study, the
manufacturers battery discharging characteristic curves is represented with the aid
of data sheet of that specific battery model. However, this method as we described
earlier in this chapter are not be able to show a comprehensive schematic of batter-
ies. For instance in [28] hysteretic effect is assumed to be zero and therefor in the
cases that current of discharging is high this proposed model will not be accurate
enough. In order to avoid generating excessive complexity, in [19,20] representative
models for the battery is considered as linear for simplicity. They consider the linear
relationship between input and output of the energy.

These type of linear models [20] imply that the total energy is entered into the
battery can be delivered out with no loss and therefore the battery model roles
as an ideal storage with 100 % efficiency. This model is not able to represent
some parameters which impact on the battery as some chemical reactions inside the
battery [29] that cause nonlinear behavior during charging, storage and discharging.
There are also some ambient effects such as temperature and humidity that can
influence the performance of the battery.

Each type of battery based on its chemical and physical character has a different
mathematical model. Though, a unique model which can be applicable to all types
of batteries has not been published yet.

Therefore in this chapter, we introduce a generic model which can be spread
out to any type of battery by defining its coefficient depends on the specific type
of battery. To achieve a good estimation of the output of wind power plant, we
need a battery model that considers the leakage of the energy and the rate of charg-
ing/discharging. One of the advantages of this model is that it takes into account
the leakage of the energy inside the battery not only during charging and discharging
but also when the energy is stored inside it.

2.2 Battery Model

In general there are different types of battery model which are applicable in industry
and research studies. Some models are based on voltage and current of battery
circuits which explained in chapter 2. These types of models are not matched
with energy models when the battery is simulated in energy model of wind power
plant. Therefore, in our later control design we are looking for a energy model
of battery which describes features of this energy storage system. Before we go
through the design part of the research we need to have an overview about the
battery characteristic.
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2.2.1 Charging and discharging analysis of the battery

Basically, any changes inside of the battery include charging, discharging and storage
processes are based on chemical reactions which varies with the following conditions:

1. State of Charge

2. Battery storage capacity

3. Rate of charge/discharge

4. Environmental temperature

Hence, in order to have a comprehensive model, each of these conditions should
be considered.

Since we are going to introduce a generic energy model of the battery, we divide
the battery behaviour within three main periods:

• Charging period

• Discharging period

• Storing period

In each of the above durations, battery has different action which is essential to
be analysed before designing the model.

Charging mood

While the battery is charging, a conversion of energy occurs inside the battery. Based
on the parameters such as ambient temperature, rate of charge, battery capacity and
state of charge, a specific amount of entering energy absorbed inside the battery.
For instance, there are some losses within the internal resistance of battery which
results a fraction of energy to be dumped.

Discharging mood

During the discharge process, similar to the charging regime, ambient temperature,
rate of charge, battery capacity and state of charge of the battery influence on the
amount of energy which is extracted from the batter. However, these effects are not
the same as charging based on empirical results from any type of batteries. It is
observed that the percentage of loss energy in the discharging process is larger than
the time of charging with the same conditions.

To have a exact overview about the characteristic of battery during charging
and discharging process, manufacturer data is mandatory which is provided in their
catalogue. Therefor, we employ these data in our design and it is explained in next
section.

The effect of temperature also need be investigated since it can change the
rhythm of charging and discharging. In [30] and [31] this phenomena is studied
for various temperature for Li-ion batteries and lead acid batteries respectively.
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Figure 2.1: Effect of temperature on battery capacity [32].

Storage mood

In those times that energy stores inside the battery without any charging or dis-
charging, some energy will loss due to the chemical reactions inside the battery. The
rate of this deduction is factors which is highly depends on type of battery and the
materials which the battery has been made by them [32].

In all of the above mentioned situations, temperature plays a fundamental rule
since its has highly effect on the performance of the battery. Fig.2.1 shows the impact
of temperature on lead acid battery capacity. In order to achieve maximum efficiency
from the battery, normal ambient temperature which is 25◦ as the experimental test
results reveal this idea [32].

The age of battery is another factor which has direct influence on its output.
Experiments reveal that self discharge rate of the batteries increase as the its age
grow up [32].

2.3 Modeling battery energy storage for wind power

plant application

On of the important issues in modeling renewable energy plant is providing a simple
and applicable model although it is comprehensive. Battery energy storage is a
key part of wind power plant, though a practical model help a control designer to
control and optimize the performance of real plant easier. As mentioned earlier
in introduction and literature review sections, there are variety of battery energy
storage models which each of them specifically represent one particular type of
battery. In this these we put our effort to propose a new generic model based on all
properties of batteries which has been explained earlier in this chapter. This new

10



model can be applied to any type of batteries by defining some parameters which
are required to be identified.

Since the real behaviour of the battery is nonlinear and we are looking for a
model which demonstrate this manner, a nonlinear model of BESS is defined in the
state space form as follows:

x(k + 1) = f(x(k)) + g(x(k), u(k)) (2.1)

We define functions f and g as follow,

f(x) = α(x)x (2.2)

and,

g(x, u) =


β(x)Mc for u > Mc

β(x)u for 0 ≤ u ≤Mc

−γ(x)u for −Md ≤ u < 0

−γ(x)Md for u < Md

(2.3)

with following constraints


f(x(k)) ≤ x(k) ∀ x(k)

g(x(k), 0) = 0 ∀ x(k)

g(x(k), u(k)) ≤ u(k) ∀ x(k), u(k)

(2.4)

Table 5.1 defines parameters of battery model.

Table 2.1: Parameters of Battery Model
Parameter Description Unit
α Battery self discharge rate %/day
β Charging efficiency %
γ Discharging efficiency %
Mc Maximum charging threshold MW
Md Maximum discharging threshold MW

In (2.5), x(k) and u(k) are the energy inside of the battery and energy fed to the
battery, respectively. The battery is charged with positive input energy (u(k) > 0)
and discharged with negative input (u(k) < 0).
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Figure 2.2: Function g(x,e)

According to the experimental results from different type of batteries such as
lead acid and sodium sulfur (NaS), and based on the trend of charging, discharging
and storage moods, functions f and g are designed by the following strategies. In
(2.6), function f captures the state loss while energy is stored in the battery. Rate
of loss is defined by battery self-discharge rate (0 < α(x) < 1) which varies on x.
The absorbed energy in battery is represented by g in (2.7) as a function of feeded
energy (u(k)) and also amount of energy inside the battery (x(k)) . In Fig. 3.8,
atypical the behaviour of function g is illustrated. For positive input energy, the
battery will be charged by the rate of β(x) (0 < β ≤ 1) till it gets saturated at
Mc. The same trend is observed in the discharging process by rate of γ(x) (γ ≥ 1),
when input energy is negative. Depends on the amount of state x, α, β and γ will
be changed. In general case, there is a contrariwise relation between x and these
coefficients. This idea comes from the fact that if battery reaches to its full capacity,
a higher percentage of energy will lose inside it. The relationship between α, β and
γ and x can be figure out by experimental examination on a specific type of battery.

2.4 BESS model for Sodium Sulfur (NAS) bat-

tery

As a case study, we choose NAS (sodium-sulfur) battery because of its compatibility
when it is integrated to the wind power plant in compare with other type of battery
technologies. The NAS battery was firstly implemented as a device to manage the
energy for purpose of ’load leveling’ and ’peak shaving’ and the first place which this
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Figure 2.3: ’System size Vs discharge time of NAS battery in compare with other
common industrial batteries’ [38].

type of battery applied was in Japan [14,33,34]. Due to the technology development
in the industry of battery production, NAS was designed in such a way to response
in large scale in order to increase the quality of power in demand section [35–37].

There are three main reasons that we choose this type of battery in our study:

1. Long duration

2. High Power

3. Long life expectancy

1- Long duration
It is shown that NaS batteries among other kind of batteries are more suitable

for large scale usages such as implementing them in wind power plants [33]. In the
other word, NaS batteries are able to produce energy three times more than lead
acid batteries as a result of their ’per unit volume’ which are higher in compare with
the lead acid ones [35]. In Fig.2.3 this feature is illustrated.

2- High power
Nas batteries are compatible with large scale plants such as wind or solar (10 to

100s of MW) [33, 35, 38]. In order to control wind power plant in large scales, NAS
is the best choice in terms of its efficiency and compatibility.

3- Long life expectancy
One of the other features of this specific battery is its high capacity in terms of

energy and its ’long life span’ as it is counted at 100% depth of discharge (DOD) up
to 2500 cycles [39]. Fig.2.4 shows a typical wind power plant which is equipped with
NAS battery. Based on the data collection from manufacturer catalogue of NAS
battery which includes charging and discharging trends and also other factors such
as temperature effects, we extracted our model parameters for this batter. Later in
chapter 4,5 and 6 we employ this model in our control designs. In order to simplify
the model, in this particular case of study, we assume all α, β and γ as constant for
all x. Battery model parameters are defined in Table.2.2.
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Figure 2.4: A sample wind farm with capacity of 34MW 51 MW and integrated
NAS battery with capacity of (245 MWh). [38].

Table 2.2: Battery model parameters for NAS battery
α 0.98
β 0.95
γ 1.05
Md -37
Mc 54
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Therefore, the nonlinear NAS battery model is as follow:

x(k + 1) = f(x(k)) + g(x(k), u(k)) (2.5)

Which based on the battery model parameters in Table.2.2, functions f and g
are defined as:

f(x) = 0.98x (2.6)

and,

g(x, u) =


0.95Mc for u > Mc

0.95u for 0 ≤ u ≤Mc

−1.05u for −Md ≤ u < 0

−1.05Md for u < Md

(2.7)

2.5 Conclusion

Battery energy storage system plays a fundamental role in controlling and enhancing
the performance of renewable energy sources. There are wide range of batteries in
industry and each type has its own unique features. Control designers need to figure
out appropriate mode base on the battery that they apply in their system. Therefore,
lack of a generic energy model of BESS for all types of batteries is sensed. In this
study, based on all features of batteries and a deep literature review on available
battery models, we proposed a generic energy model for BESS which can be exploited
in renewable energy plant applications. As a case study for later works, we provided
model parameters for NAS battery in this chapter.
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Chapter 3

Model Predictive Control for
Wind Power Generation
Smoothing with Controlled
Battery Storage Based on A
Nonlinear Battery Mathematical
Model

The aim of this chapter is to design a controller based on model predictive control
(MPC) theory along with a nonlinear battery energy storage model to smooth wind
power output by controlled storage of the wind energy in battery with respect to
use battery plant and battery constraints. The goal of the control is to use BESS
maximally smoothing the output power dispatched to the grid while using forecasted
wind power. This chapter is organised as follows. A brief introduction is provided
in section 4.1. Following that, section 4.2 states the problem. In section 4.3 the
proposed control system and the controller design are described. The simulation
results are given in Section 4.4 .Finally, the chapter is concluded in Section 4.5.

3.1 Introduction

In recent years, due to technology improvements among all other renewable energy
resources, wind power gets attention of many developed countries as a clean and
cheap source of energy for future generation [1, 2]. However, Stochastic nature
is a significant challenge of this source of energy which brings intermittency due
to different weather conditions during a year. This kind of behaviour should be
managed to prevent some unpredictable conditions that may have impact on the
stability of the system. In order to have a reliable electricity grid which connected
with a wind power plant, some measures may be required to smooth the output
fluctuation [40,41].

16



Figure 3.1: Location of Woolnorth on the Australia map.

Recent advances in technology provide a solution to mitigate the challenges in
Integrate energy storage system (ESS) with the wind farms is one of the possible
options to smooth out the unpredictable intermittent wind power output. Therefore,
implementing battery energy storage system (BESS) in wind power plant reduces its
fluctuation and hence makes this renewable energy resource more dispatchable. Our
objective is to develop a control system based on model predictive control (MPC)
combined with BESS, capable of ensuring the optimal operation of battery storage
system with intermittent wind power under certain limitations and constraints.

The efficiency of this control strategy has been evaluated via simulation of an
actual wind farm data of 5 minute resolution from Woolnorth wind farm site in
Tasmania, Australia Fig. 3.1.The wind farm is situated at a coastal site on a cliff
which gives the site a very high wind resource with extreme variations [42].

3.2 Problem Statement

In order to use wind power energy in the electricity market despite of its fluctua-
tion, that makes it impossible to connect the power directly to the grid, smoothing
the wind power output is one of the best possible solutions that can be applied to
resolve this problem. Therefore, a storage system which combined with a control
system is required. As explained in section 4.1, the basic objective of this chapter
is smoothing the wind power generation along with the controlled energy storage
in batteries. We consider a nonlinear model of the battery. In Fig.3.2, a schematic
diagram of the complete system in a gird is illustrated. As it is shown in this figure,
the difference between fluctuated wind power (Pw) and smoothed dispatched power
(Pg) will be compensated by battery energy storage (Pc).
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Figure 3.2: Diagram of the grid-connected wind farm integrated with BESS

3.3 Control System Design Description

In this study, we propose the following control system model for wind power energy
storage system, {

x1(k + 1) = r(k)− u(k)

x2(k + 1) = f(x2(k)) + td.g(x1(k), x2(k)),
(3.1)

With the following cost function

J :=

N0+N∑
k=N0

((r(k)− u(k))2 → min (3.2)

Subject to following constraints,

0 ≤ u(k) ≤ c3 (3.3)

−c4 ≤ u(k)− u(k − 1) ≤ c4 (3.4)

0 < c2 ≤ x2(k) ≤ c1 (3.5)

−c5 ≤ x1(k) ≤ c5 (3.6)

Physical concepts of constraints of proposed system has been explained in brief
in [9], [43], [20] and related references in these studies. In 5.1, r(k) denotes as the
production output of the farm, and let u(k) represents as the amount of energy sent
to the grid, x1(k) is the error between the real and smoothed power, x2(k) is the
battery state of charge. For positive values of x1(k) (x1(k) > 0), the battery energy
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storage will be charged and it will be discharged for negative ones (x1(k) < 0). Fur-
thermore, the cost function (5.6) penalize the deviations of wind smoothed power
from the actual wind power. There are some constraints which imposed by this
system that indicated by (c1), (c2), (c3), (c4), (c5). In order to keep the smoothed
output of the system between 0 and rated value of the wind power (c1), constraint
(5.8) is introduced. Constraint (5.10) is defined to control the degree of smooth-
ing. It describes the difference between two consecutive amounts of smoothed wind
power. The constraint (5.7) is chosen to avoid overloading or under loading of the
battery and c5 in (3.6) is the maximum charging/discharging rated capacity of the
battery. In (5.1), td is conversion coefficient (MW to MWh for each 5 min), i.e.,
td = 5min/60min = 1/12. This value is chosen based on Australian energy market
operator (AEMO) [44] which defines 5min for power dispatch process. Therefore,
each k step is 5 min (t = kh, k = 0, 1, 2, ..., and h = 5 is the sampling time in
minutes).

3.3.1 Proposed Prediction Model

Wind farm prediction system is attached with the energy storage system to improve
the overall performance of the control system. In this regard, we get short-term wind
power prediction method in [45]. This model consists of two stages, the prediction
of wind speed and direction which is achieved in the first stage and in the second
stage, the predicted wind speed is converted to predicted output power.

Wind speed and direction prediction

Since there is a direct relationship between two parameters if wind speed and its di-
rection [46], there should be an accurate prediction system to represent and efficient
operation of wind turbine system. Therefore, the model in [45] which we implement
in this study aims to predict wind speed and direction simultaneously. To reach to
this aim, the data which gather from a wind farm plant is firstly translated to wind
vectors as it is depicted in Fig.3.3.

The Woolnorth wind farm photo is shown in Fig. 3.4. The data has a 5 min
resolution and it is for 17th June 2010. The data is properly filtered by removing
noise and any outliers.

3.3.2 Controller Design

MPC is based on the solution of an on-line optimal control problem where a receding
horizon approach is utilized in such a way that for any current state x(k) at time
k, an open loop optimal control problem is solved over some future interval taking
into account the current and future constraints. The algorithm of MPC computes
an open loop sequence of the manipulated variables in a manner that the upcoming
behaviour of the plant is optimized. Then we insert the first value of the optimization
into the plant. This procedure is repeated at time (k + 1) using the current state
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Figure 3.3: Wind vector representation.

Figure 3.4: The Woolnorth wind farm at a cliff.
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x(k+1) [47]. Some of the major advantages of the MPC are its capability to handle
the constraints, its practical usage, and online optimization. Optimization method
in this study for minimizing (5.6) is dynamic programming algorithm subject to the
system model (5.1) and constraints (5.7),(5.8),(5.10) with a given initial condition
for (x1) and (x2).

In order to apply dynamic programming procedure firstly we introduced a func-
tion

V (x1, x2,m) := min
u(.)

N0+N∑
k=N0

((r̂ − u(k))2 (3.7)

In (3.7), r̂ is the predicted wind power.
We calculate this equation by complete search method, since −c5 ≤ x1 ≤ c5 ,
c2 ≤ x2 ≤ c1 , we can take all x1, x2 with some small step ε > 0 for all 0 ≤ m ≤ N .
The optimization problem at each step is solved using MATLAB.

3.4 Simulation

3.4.1 Database

In order to simulate the proposed control system in MATLAB software, actual wind
farm data is being used. The data that selected as a case study in this simulations
gathered from Woolnorth wind farm power generation, which is located in Tasmania,
Australia with the maximum capacity of 140 MW. These data are available in 5-
minute resolution and is obtained from AEMO database [44].

3.4.2 Battery Type Selection

The battery which is used in this simulation is NaS battery (sodium-sulfur), because
of its compatibility when it integrated to the wind power farm in comparison with
other type of battery technologies. High efficiency (89%), high energy capacity and
long life span at 100% depth of discharge (DOD) up to 2500 cycles are some of its
remarkable features [12, 20]. Therefore, the data of NaS battery is gathered from
NGK insulators company [38].The energy capacity of this studied battery is 480
MWh.

Table 3.1: Simulated Constraints Parameters
c1 Upper bound of battery capacity 72 MW
c2 Lower bound of battery capacity 8 MW
c3 Maximum rated value of wind power 140 MW
c4 Maximum ramp rate of wind power 1.4 MW
c5 Maximum charging/discharging rated capacity 80 MW
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Figure 3.5: Actual and smoothed power

3.4.3 Results and discussion

The simulation is carried out for one day (17th July 2010). For simplicity, prediction
horizon considered to be the same as control horizon to be 3 in the MPC algorithm
(N = 3). Therefore, the prediction horizon assumed for this simulation is 15 minutes
ahead. Constrains are all chosen based on physical limitation as they are shown in
table 5.3. The upper and lower bounds of battery capacity are selected as 90% and
10% of 80 MW total capacity of battery (i.e., 72 MW and 8 MW). The maximum
rated value of wind power is chosen as maximum generating capacity of Woolnorth
wind farm (140 MW). Maximum Ramp rate is 1% of rated value in this simulation.
Due to the battery type, the last constraint parameter is set as 80 MW. Simulation
results are shown in Fig. 3.5 - Fig. 3.8. Simulations performed using a predicted
wind farm data and a nonlinear BESS model indicate that the performance of this
control scheme is quite good; it smoothed the wind power data while keeping energy
capacity of battery between its limitation. Due to the limited battery capacity, the
output is not perfectly smoothed (Fig. 3.5). For instant, at time 7 am, the battery is
full charged (Fig. 3.6), therefore, the controller cannot keep the ramp rate within the
desired interval of [−c4, c4] (Fig. 3.7.b). The same phenomena is observed at time
6 pm when battery is discharged. This means that meeting the battery constraints
prevents achieving the smoothed output. However, the output ramp rate is mostly
limited within the required boundaries (Fig. 3.7) compared to wind power ramp rate
(Fig. 3.8). We define a metric to measure the smoothness, that is the fraction of
time in which the ramp rate resides in the required boundaries (i.e., [−0.01, 0.01]).
The controller achieves a smoother output when the battery capacity constraint is
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Figure 3.6: Battery energy capacity

Table 3.2: Measurement of Smoothness
Battery Capacity Constrain [10% 90%] [20% 80%] [30% 70%]
Measurement of Smoothness 90% 84% 79%

less tight, for instant if the battery limit is set between 30% and 40% instead of
the current setup (i.e., 10% and 90%), we expect result with more fluctuation in
ramp rate (less smoothness). In table 3.2 the measurement is shown for different
scenarios. The results in this chapter are presented in [48]

3.5 Conclusion

This study proposed a nonlinear battery model in order to integrate it with a wind
power farm to smooth its output while the battery operates within a safe mar-
gin. We simulated our control system using MPC based on dynamic programming.
The controller performs well under tight realistic constraints taken from commercial
plant ensuring the stability of the system. Wind power predictor with multiple ob-
servation point can be improved and made more robust to unmodelled uncertainties
using the networked control systems approach of the papers [49–52]The proposed
control scheme is not limited to the wind power. It can also be leveraged for other
intermittent energy sources such as large scale photovoltaic solar farms. We plan to
involve other important parameters such as energy price to maximize efficiency of
the system while we benefit from all kind of available energy resources.
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Figure 3.7: Ramp Rate for Wind power
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Figure 3.8: Ramp Rate for Controlled Wind Power
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Chapter 4

Maximizing Profit of a Wind
Battery Energy System Using
Model Predictive Control Driven
by a Dynamic Reference Policy

In this chapter we present a new control approach to manage the income by Wind
Power Plant (WPP) while it is intergraded with a Battery Energy Storage System
(BESS). With the aid of this control strategy the WPP operator will be enabled
to make a balance between energy supply and demand in a profitable way using
BESS. Furthermore, we demonstrate that there is a nonlinear relationship between
battery capacity and overall revenue and profit of WPP. Therefore, a suitable battery
capacity for a WPP should be chosen to achieve maximum revenue. In this study,
the Controller is based on Model Predictive Control (MPC) theory using a dynamic
programming algorithm along with a nonlinear battery energy storage model. We
propose a selling policy model with two parameters by which the selling or saving of
wind power can be tuned accordingly to maximize the overall income of the WPP by
applying the electricity market pattern of Australia. Since the total profit depends
on not only the selling policy but also other factors such as total battery capacity and
control techniques. Therefore, we also experiment the effect of battery capacity to
maximize the profit of the output power dispatched to the grid while using forecasted
dispatch price and wind power. The efficiency of this control strategy is assessed
under different scenarios via simulations with actual data of wind farm and price
data of NSW Australia. Reminder of the chapter is organized as follows. After a
brief introduction in section 5.1, the problem description and control system design
is provided in section 5.2. Following that, in section 5.3, the simulation results are
given. Finally, the chapter is concluded in Section 5.4.
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4.1 Introduction

In recent times, energy policies of worldwide are moving toward exploiting Renew-
able Energy Sources (RES) such as the wind and solar energies. Since greenhouse
gas emission is caused by consumption of fossil energies, it persuades governments
to motivate electricity plant operators to switch to the renewable sources. Moreover,
increasing electricity demand and the crisis in fuel price in the world led us to utilize
green resources.

However, due to the nature of these resources, there are some challenges of
applying the wind or solar energies when they are planned to connect directly to the
network grid. In general, there are two main issues namely technical and financial.
Some studies focused on technical difficulties of wind power plants and they figure
out effective solutions to mitigate the risk of applying this type of RES [9,53,54]. On
the other hand, some researchers emphasize on commercializing wind power output
when it is in the competitive electricity market [9,53,54]. In all these studies, battery
energy storage system (BESS) is seen a reasonable solution that can be applied in
wind farm plant to control the power by charging and discharging energy based on
the control signal command.

The works on smoothing the fluctuation of wind power output for its safe and
reliable connection to the electricity grid vary from simple schemes of charging and
discharging the BESS as the wind power output goes beyond a minimum or max-
imum threshold [55, 56] to much more sophisticated control algorithms [9, 53, 54].
Specifically, The authors of [53] applied an optimal control method on the linear
model of the leadacid battery to smooth the generated wind power and make it
dispatchable on an hourly basis. They used one-hour ahead average forecasted wind
power as the reference power to be dispatched. Also in [45] a prediction model for
short-term wind power forecasting was presented. In [9], an open-loop MPC scheme
was proposed to find the optimal wind power output integrated with a BESS. In
these studies, the prediction of wind power is based on a new model and the goal is
the reduction in the intermittency of wind power.

Some studies have been carried out to make wind power more commercial than
before by control the wind power while it is connected to the grid in presence of
BESS. Thus, BESSs enables wind energy to be stored during off peak demand
times when the price of electricity is relatively low. Such stored energy can be sold
simultaneously with the power generated by the wind farm at peak demand times
when the price of electricity is higher. such dispatch schedules are highly dependent
on firstly, the electricity market rules of the region where the power is sold, and
secondly, the constraints of the BESS.

For instance, the authors of [57] presented an economic and technical analysis
for hourly energy management of a wind farm with three different BESSs through
detecting peak and off-peak electricity consumption periods. In another work, the
profitability of a wind power plant plus a BESS was examined from the supply
chain perspective considering price volatility in the electricity market [58]. In [59],
an iterative optimization technique for scheduling the wind power based on hourly
electricity tariff prediction with a dual BESS structure was applied.
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However, little attention has been paid to improve the controllability of wind
farm dispatching with BESS in the area of control systems considering electricity
price and optimal use of BESS with the aim of providing the potential of trading
within a competitive electricity market while considering battery capacity effective-
ness. In [20], an intelligent control system is implemented to manage the wind
power injected to the grid using a BESS in time shifting application. In such previ-
ous models which have been studied [9, 20], batteries were used as simple storages
that linearly store the energy and did not take into account the losses inside the
battery as their chemical reactions. We consider a model based on its inputs and
outputs and consider a model which shows some nonlinear behaviors of the battery
during charging, discharging and storing period.

In this paper, the main objective is to develop a control system based on model
predictive control (MPC) combined with BESS, capable of generating a dynamic
reference signal based on predicted price and wind data with any of intermittent
energy sources under certain limitations and constraints to increase the revenue of
wind power farm. A new control strategy for selling wind power energy to the grid
while using non linear model of the battery is introduced in this study. The proposed
control system consists of two main components: (a) an active reference generator
block and (b) an MPC based controller block. The application of this controller
with an real-time reference generator in the design of the proposed control system
is a novel insight to the problem of controlling wind farm power which is integrated
with BESS.

The advantages of the proposed control system are as follows: real-time opti-
mization of the overall system behavior and physical constraints handling using the
MPC, adaptively updating the reference signal based on system states and predicted
price and wind power data, and improving the controllability of the wind farm power
generation with the BESS into the electricity market while keeping the ramp rate
of power signal inside the predefined barriers. Moreover, it is depicted that battery
capacity has highly affected on profit of the WPP. Therefore, choosing a suitable
amount of battery for a specific WPP can improve the efficiency accordingly.

We test our controller with different scenarios based on the parameters used
in the proposed system. Finally we determine a battery capacity and values of
parameters to achieve the maximum profit for a given WPP. In order to illustrate
the strength of the proposed methodology, we compare the results with other possible
situations such as no-control or control with simple on-off policy which are explained
in this paper. The control system is simulated with real wind farm data from
Woolnorth wind farm site in Tasmania, Australia and the dispatch electricity price
data of the New South Wales electricity market for the corresponding dates of the
wind power generation. The wind farm is situated at a coastal site on a cliff which
gives the site a very high wind resource with extreme variations [42].
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4.2 Problem Description

The key objective of this chapter is enhancement the benefits of wind power in the
electricity market. To archive this goal, a dynamic algorithm is designed to provide
a reference power signal which is capable of changing dynamically with the status
of the electricity price although satisfy the determined constraints simultaneously.
Therefore, a control system which combined with a BESS is required to control the
signal that charges and discharges the battery to produce the desired power as close
as possible to the reference power signal.

4.2.1 Dynamic model of the system

In this study, we propose the following control system model for wind power energy
storage system, {

x1(k + 1) = r(k)− u(k)

x2(k + 1) = f(x2(k)) + tdg(x2(k), u(k)),
(4.1)

y(k) = x1(k) (4.2)

In (5.1), r(k) denotes as the production output of the farm, and let u(k) rep-
resents as the power control command, i.e., for positive values of u(k) (u(k) > 0),
the battery energy storage will be charged and it will be discharged for negative
ones (u(k) < 0) and x2(k) is the current battery energy capacity. In (5.1), td is
conversion coefficient (MW to MWh for each 5 min), i.e., td = 5min/60min = 1/12.
This value is chosen based on Australian energy market operator (AEMO) [44]
which defines 5min for power dispatch process. Therefore, each k step is 5 min
(t = kh, k = 0, 1, 2, ..., and h = 5 is the sampling time in minutes).

4.2.2 Reference Generator

For any closed-loop control system, the reference signal or desired output should
be defined according to the desired requirements and the control objectives of the
system [20]. Thus, we propose a decision-making system to generate the reference
signal. Our reference generator is dynamic and it is as a fraction of battery state,
predicted wind power and predicted price. The decision-making system is mathe-
matically expressed by,

yref (k) =

{
r(k) + (2w(P )− 1)x2(k) w >= 0.5

r(k) + (2w(P )− 1)(x2max − x2(k)) w < 0.5
(4.3)

where yref (k) is reference power signal, r(k) is predicted wind power and x2(k) is
battery available energy. w is the decision weight based on price and is expressed by,

w(P ) =
1

1 + e−λ(P−P0)
(4.4)
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Figure 4.1: Fraction of available energy (Battery + Wind power) to be delivered to
the grid (2.w − 1) (P0 = 25).

It is the most convenient nonlinear exponential function of parameter λ. The
proposed decision system is based on two main concepts, (a) whenever the price is
high, we deliver energy as much as possible to the grid (It means less storage and
more delivery) and (b) whenever the price is low, we store energy in the battery as
much as possible (It means more storage and less delivery to the grid). To implement
our decision-making system, we consider a fraction of available energy (Battery +
Wind power) to be delivered to the grid and it is expressed by (2.w(P ) − 1). We
call it ”Weight Function”. As it is shown in Fig. 4.1, it is an increasing function of
price.

In (4.4), parameters λ and P0 are chosen by plant operator, which λ represents
the rate of storage/delivery based on our policy. P0 is called ”Hot Price” at which
we neither store energy to nor extract from the battery. In other words, we want to
deliver all energy generated by wind plant farm to the grid (yref (k)|P=P0). If P = 0
then we store the wind into the battery till it gets fully charged and we deliver
the rest of energy to the grid. P is the predicted price that is determined by price
predictor block which is explained in section 5.2.4. In Fig. 4.1, the behaviour of this
function for different λ is illustrated. We plot the weight fraction (2w(P )− 1) with
P0 = 17($/MW ) and two values of λ. Red curve (corresponding to λ = 10 sharply
rises at P0 resulting an ”On-Off Policy” whereas the blue corresponding to λ = 0.3
curve slightly increases in price represents a dynamic policy.
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Figure 4.2: Block diagram of the proposed control system.

4.2.3 Wind Power Prediction Model

A wind farm prediction system is combined with the energy storage system to im-
prove the overall performance of the control system. In this regard, we get short-term
wind power prediction method in [45]. This model consists of two stages, the pre-
diction of wind speed and direction which is achieved in the first stage and in the
second stage, the predicted wind speed is converted to predicted output power.The
data has a 5 min resolution and it is for 17th June 2010. The data is properly
filtered by removing noise and any outliers.

4.2.4 Price Prediction

In our proposed control strategy, in order to generate the reference signal, we need
a forecasted price for a short term ahead to enhance the benefit of the wind power
plant in deregulated market. There are several methods for forecasting the price for
a short term period of time [60]. In this study we choose a simple autoregressive
(AR) model which is used in [61]. In this stochastic model we use previous price
data to forecast the price for future. We use following AR model,

pn(k + 1) = τp(k)pn(k) + ε(k) (4.5)

where, p(k) Average short price in week (k)
pn(k) Normalized value of p(k)
τp(k) Autocorrelation coefficient
ε(k) Normal random variable

4.2.5 Controller Design

MPC is based on the solution of an on-line optimal control problem where a receding
horizon approach is utilized in such a way that for any current state x(k) at time
k, an open loop optimal control problem is solved over some future interval taking
into account the current and future constraints. The algorithm of MPC computes
an open loop sequence of the manipulated variables in a manner that the upcoming
behavior of the plant is optimized. Then we insert the first value of the optimization
into the plant. This procedure is repeated at time (k + 1) using the current state

31



x(k+1) [47]. Some of the major advantages of the MPC are its capability to handle
the constraints, its practical usage, and online optimization.The structure of the
proposed control system is illustrated in Fig. 4.2. Therefore, the proposed control
law for the system in (5.1) will be obtained by minimizing the following cost function,

J :=

N0+N∑
k=N0

((y(k)− yref (k))2 → min (4.6)

where N is prediction horizon. Optimization method in this study for minimizing
(5.6) is dynamic programming algorithm subject to the system model (5.1) and
following constraints,

x2min ≤ x2(k) ≤ x2max (4.7)

−Umax ≤ u(k) ≤ Umax (4.8)

0 ≤ x1(k) ≤ c1 (4.9)

for all k ∈ 0, ..., N − 1 with a given initial condition for (x1) and (x2) as (x1(N0))
and x1(N0) respectively. Physical concepts of constraints of proposed system has
been explained in brief in [9], [43], [20] and related references in these studies.
The cost function (5.6) penalize the deviations of the reference power signal (yref (k))
from the power output (y(k)) . There are some constraints which imposed by this
system that indicated by (5.7), (5.8) and (5.10).The constraint (5.7) is chosen to
avoid overloading or under loading of the battery i.e., the BESS should not be
discharged less than x2min or charged over x2max. Umax in (5.8) is the maximum
charging/discharging rated capacity of the battery. In order to keep the output of
the system between 0 and rated value of the wind power (c1), constraint (5.10) is
introduced. In order to apply dynamic programming procedure firstly we introduced
a function

J(x1, x2,M) := min
u(.)

N0+M∑
k=N0

((y(k)− yref (k))2 (4.10)

Where M is control horizon. We calculate this equation by complete search
method, since 0 ≤ x1(k) ≤ c1 , x2min ≤ x2(k) ≤ x2max, we can take all x1, x2 with
some small step ε > 0 for all 0 ≤ M ≤ N . For simplicity, wind power prediction
in the MPC algorithm is used with control horizon to be the same as prediction
horizon and to be equal to three (N = M = 3).

First we assume that

J(x1, x2,M) := min
u(.)

N0+M∑
k=N0

{(y(k)− yref (k)}2

= min
u(.)
{(y(N0)− yref (N0))2 + ....+ (y(N0 +M)− yref (N0 +M))2}.

(4.11)

We suppose that,
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JN0 = y(N0)− yref (N0))2,

JN0+1 = y(N0 + 1)− yref (N0 + 1))2,

...

JM = y(N0 +M)− yref (N0 +M))2

(4.12)

As we want to optimise J(x1, x2,M) then we presume that

J∗
N0,M = min{J∗

0,M−1 + JM},
J∗
N0,M−1 = min{J∗

0,M−2 + JM−1},
...

J∗
N0 = min{JN0}

(4.13)

In order to calculate J∗
N0, we do a complete search for all x1, x2 by considering

their defined constrains to find y(N0) from our propose model (5.1) for all −Umax ≤
u ≤ Umax with a small step ε. After finding an optimal value for J∗

N0 then we go to
next step to find J∗

N0+1 and this procedure continues to find J∗
N0+M .

At the end of the optimization the optimal control signal sequence , uopt(k), will
be found for k = {N0, ..., N0 +M} that minimize the whole cost function (5.12).

uop = {uop(N0), uop(N0 + 1), ..., uop(N0 +M)} (4.14)

Then we choose the first value of this sequence (uop(N0)) as the first value of
the optimization and apply it into the plant. This procedure is repeated at time
(k+ 1) and in the new step N0 will be N0 + 1 and also current states ,according to
the model, will be x(k + 1) . This procedure is repeated for our whole trajectory.
The optimization problem at each step is solved using MATLAB.

4.3 Simulations

In order to evaluate our control scheme, we apply our proposed model to actual
wind and price data taken from the Woolnorth wind farm and AEMO, respectively
and simulate in Matlab. Given wind and price at each sample time along with the
prediction of these signals for next 3 sample times (N = M = 3), we generate our
reference signal. Then, we apply reference signal to our closed loop system (Fig. 4.2).
We use dynamic programming in our controller to minimize the objective function
(5.6).

4.3.1 Dataset

The wind power represent 1 day data and the maximum capacity of wind power
generation is 140 MW. Also, the dispatch electricity price data of the New South
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Table 4.1: Simulated Constraints Parameters
x2max Upper bound of battery capacity 432 MWh
x2min Lower bound of battery capacity 48 MWh
c1 Maximum rated value of wind power 140 MW
Umax Maximum charging/discharging rated capacity 80 MW
c2 Maximum ramp rate of wind power 1.4 MW

Wales electricity market for the corresponding date of the wind power generation is
selected. Price data is obtained from AEMO database [44]. Both wind power and
price data are available in 5-minute resolution.

4.3.2 Battery Type Selection

The battery which is used in this simulation is NaS battery (sodium-sulfur), because
of its compatibility when it integrated to the wind power farm in comparison with
other type of battery technologies. High efficiency (89%), high energy capacity and
long life span at 100% depth of discharge (DOD) up to 2500 cycles are some of its
remarkable features [12, 20]. Therefore, the data of NaS battery is gathered from
NGK insulators company [38].The energy capacity of this studied battery is 480
MWh. We use battery model parameters as follows,

α = 0.98, β = 0.95, γ = 1.05, Mc = 54MW and Md = −37MW

Figure 4.3: Sodium-Sulfur (NaS) Battery Structure

4.3.3 Results

For simplicity, prediction horizon is considered to be the same as control horizon
in the MPC algorithm (i.e. N = M = 3). Therefore, the prediction horizon is
assumed for this simulation to be 15 minutes ahead. Constrains are all chosen
based on physical limitation as they are shown in table 5.3. The maximum rated
value of wind power (c1) is chosen as maximum generating capacity of Woolnorth
wind farm (140 MW). Due to the battery type, the constraint parameter (Umax) is
set as 80 MW. Simulation results are shown in Fig. 4.4 - Fig. 4.21. Since our study
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Figure 4.4: Wind power data for one day.

of MPC is more price constrict, therefore our reference generator highly depends on
choice of hot price namely (a) low hot price (i.e. 20$/MW ), (b) moderate hot price
(25$/MW ) and (c) high hot price (30$/MW ). Primary results in this chapter are
presented in [62].

Low hot price

In this case, we expect to dispatch more power to the network since the hot price
is chosen low enough to affect the control system releasing the energy more often.
As it is shown in Figs. 4.6,4.7,4.8, during 4 am and 7 pm, system stores energy in
the battery as much as possible till it reaches to the full capacity and then from 7
am that price goes more than 20$, controller command the system to release more
energy to the grid and use the battery capacity as a back up. The same trend
happens during 1 am and 4 am next day.

Moderate hot price

When the operator choose moderate hot price (25$/MW ), controller use the battery
to store energy more often than first case scenario (Low hot price) and as it is
depicted in Figs.4.9,4.10,4.11, during 4 am and 9 am, most part of the wind power
stored in the battery. After fully charge the battery, the rest of the wind power
will be sent to the grid. If there was not any concern about battery costs and we
could apply unlimited capacity in the proposed system, then all the wind power
production had been stored in the battery according to the defined rules between 4
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Figure 4.5: Price data for one day

Figure 4.6: Results when Hot price is 20 $ per MWh: Reference and output power
signal.
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Figure 4.7: Results when Hot price is 20 $ per MWh: Battery’s state.

Figure 4.8: Results when Hot price is 20 $ per MWh: Control input or charg-
ing/dicharging power of the battery
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Figure 4.9: Results when Hot price is 25 $ per MWh: Reference and output power
signal.

am and 9 am.

High hot price

High hot price is defined for specific conditions where there is enough capacity and
also the owner of the wind power plant prefer to sell the energy with high price in
compare with the other scenarios . In this case study, majority of time the price is
lower than high hot price and therefore controller send signal to the system to store
the energy as much as the capacity allow to the system. As in this particular study
the capacity is same as two above scenarios, it is shown in Figs. 4.12,4.13,4.14 that
between 4 am to 7pm, the battery is fully charged and rest of the wind power will
be sent to the grid. After a pick during 7pm and 8pm again system come back to
its previous status.

4.3.4 Impact of dynamic storage policy

The Impact of parameter λ on revenue

Fig. 4.18 shows plant revenue for two weeks when λ changes from 0.1 to 10 (in
the dashed blue curve). The solid red curve represents the total revenue while no
battery is presented on the plant which means that the wind power is completely
dispatched without any control. As it is depicted, maximum of revenue occurs at
λ = 0.6 reaching to 715k$ that results 47% improvement in revenue compared to the
baseline (which represents no control scenario). We can see that the revenue falls
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Figure 4.10: Results when Hot price is 25 $ per MWh: Battery’s state.

Figure 4.11: Results when Hot price is 25 $ per MWh: Control input or charg-
ing/dicharging power of the battery
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Figure 4.12: Results when Hot price is 30 $ per MWh: Reference and output power
signal.

Figure 4.13: Results when Hot price is 30 $ per MWh: Battery’s state.
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Figure 4.14: Results when Hot price is 30 $ per MWh: Control input or charg-
ing/dicharging power of the battery

Figure 4.15: Weight fraction for three different Hot Prices: Hot Price =20.
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Figure 4.16: Weight fraction for three different Hot Prices: Hot Price =25.

Figure 4.17: Weight fraction for three different Hot Prices: Hot Price =30.
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after this point since increasing the λ causes the storage policy to become similar
to ”on-off” scenario . From λ = 3 we can observe that the revenue is stabilized.
Note that at large λ (for instance λ = 10) the revenue is higher than the situation
in which no battery is applied on the WPP. In Fig. 4.19 zoomed-in range of λ
(0.1 <= λ <= 10) is depicted to specify the main changes of λ.

Figure 4.18: The Impact of parameter λ on revenue (Large Range of λ (0.1 <=
λ <= 10))

Impact of Battery Capacity

In order to investigate the impact of battery capacity on the revenue of the system,
we simulated a sample data of two weeks for a range of 100 to 750 MWh battery
capacities for three different λ (λ = 0.1, 0.6, 10). It was expected that there should be
a linear relationship between battery capacity and revenue of the system. However,
simulated results in Fig. 4.20 show that the trend is nonlinear. It was clarified in
chapter 3 that battery has some leakages during charging and discharging processes.
Therefore, by increasing the capacity, cycle of charging and discharging will grow
up and consequently the higher amount of power will be lost. However, since this
simulation has been done for a specific WPP, it is experienced that by increasing
the battery capacity to 750MWh, not only there is no more rising in the revenue of
the WPP, but also some dropping happened in revenue.
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Figure 4.19: The Impact of parameter λ on revenue (Zoomed-in range of λ (0.1 <=
λ <= 1)).

Joint Impact of λ and capacity

As we have seen, the total revenue is a function of two main variables namely λ and
battery capacity. We plot the joint impact of these two drivers on the revenue in a
3-D diagram shown in Fig. 4.21. It can be observed that global maximum of revenue
is perceived at λ = 0.6 and battery capacity 600 MWh. Note that this graph is quite
useful for plant operators to strategize their profitable region of operation. Table
4.2 summarizes the system parameters including two weeks revenue corresponding
to different battery energy storage capacities with a fix λ.

Table 4.2: System parameters: variable battery energy storage capacity.

Capacity
(MWh)

λ Max Ca-
pacity

Min Ca-
pacity

Initial
Capac-
ity

Two
Weeks
Profit
(K$)

100 0.6 90 10 50 61.9

300 0.6 270 30 150 568.2

400 0.6 360 40 200 661.6

600 0.6 540 60 300 932.3
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Figure 4.20: Impact of battery capacity on revenue on WPP

4.4 Summary

In this study, a novel control scheme has been proposed to manage the amount of
energy which is generated and sold to the electricity market with respect to plant
and battery constraints. we considered two objectives: (1) empowering the operator
to make a balance between energy supply and demand in a profitable way using
battery storage; and (2) maximizing the total revenue of the WPP with the aid of
choosing appropriate battery capacities in compliance with the capacity of WPP
. We simulated our control system using MPC based on dynamic programming.
The controller performs well under tight realistic constraints taken from commercial
plant ensuring the stability of the system.The proposed control scheme is not limited
to the wind power. It can also be leveraged for other intermittent energy sources
such as large scale photovoltaic solar farms.
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Figure 4.21: Joint impact of λ and capacity
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Chapter 5

A Simulation Study on Impact of
Monotonic Battery
Charging/Discharging on Cost and
Revenue of Wind Power Plant

The charging/discharging behavior of battery has a significant impact on both cost
and revenue of wind power plant (WPP). It has been shown that monotonic charg-
ing/discharging strategy has reduced the capital cost of WPP. In this chapter, we
present a control approach to manage the income of WPP while we combine the
monotonic charging/discharging methodology to our system design. The Controller
is based on Model Predictive Control (MPC) theory using a dynamic programming
algorithm along with a nonlinear battery energy storage model. We exploit the
effect of charging/discharging pattern of the battery to maximize the profit of the
output power dispatched to the grid while using forecasted dispatch price and wind
power. This chapter is organized as follows. Section 6.1 gives a brief introduction.
In section 6.2 problem statement is illustrated. Following that, in section 6.3, the
monotonic charging/discharing strategy is expressed, in section 6.4 the proposed
control system and the controller design are described. The simulation results are
given in Section 6.5. Finally, the chapter is concluded in Section 6.6. The efficiency
of this control strategy is assessed under different scenarios via simulations with
actual wind farm data and NSW Australia price data.

5.1 Introduction

Diverse methods are offered in implementing BESS integrated with wind power
plan in order to increase the revenue of WPP. Depends on regulated (fixed tariffs)
or deregulated markets (variable tariffs), different techniques are presented. In a
basic scenario, energy is stored in the duration of off-peaks and is delivered at peak
times in the regulated markets such as Australian electricity market regulations. On
the other hand, in the regulated markets for renewable energy productions, simpler
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strategies can be proposed to enhance the performance of WPP with the aid of
BESS. In this regards, the author of [4] applied a sophisticated control algorithm to
manage the hybrid wind power with a constraint optimizer based on the assumption
of deregulated market. In [4] a management energy system is designed while storage
cost factor is considered. The rule of BESS is essential in all these practical and
theoretical studies. Therefore, research on improving the performance of integrating
BESS should be considered as the main subject to not only decrease the capital costs
of WPP but also increase the total revenue of selling wind power output.

Due to the latest improvement in technology of battery in the market of battery
industry, variety of batteries are provided by companies in this area. The cost of
battery especially in large scales is one of the main factors for customers. One of the
applications of BESSs in large scale is in wind power industry. Charging/discharging
strategy highly effects on a lifetime of batteries and consequently affect directly on
total costs of the plant which is used. Furthermore, the size of the battery is another
parameter which can result in decreasing price of the battery.

Therefore, to improve the lifetime and cost of the battery some studies emphasis
on designing strategies to enhance the performance of BESS while it is connected to
WPP. For instance, in [63], a constrained monotonic charging/discharging strategy
is presented in order to reduce the ramp rate of wind power in respect to the optimal
capacity of battery energy storage. In this study, revenue of the plant has not been
investigated. Also in [9, 20, 63], batteries assume as simple storages that linearly
store the energy and did not take into account the losses inside the battery as
their chemical reactions. We consider a model based on its inputs and outputs
and consider a model which shows some nonlinear behaviors of the battery during
charging, discharging and storing period.

In this chapter, we focus on developing a control strategy to maximize the revenue
of WPP while BESS is combined with the system. Meanwhile, we employ the
monotonic charging and discharging strategy to not only optimise the capacity of
BESS but also enhance the life time of battery simultaneously. We examine the effect
of applying the presented strategy in [63] on the revenue of WPP. The proposed
controller is examined with real wind farm data from Woolnorth wind farm site in
Tasmania, Australia and the dispatch electricity price data of the New South Wales
electricity market for the corresponding dates of the wind power generation.

5.2 Problem Statement

In this chapter we focus on maximizing wind power plant revenue while WPP is
integrated with BESS. Indeed, we employ a strategy that consider the future state
of both energy price and wind power by which a reference signal will be dynamically
generated. A novel approach in this chapter is emphasising on optimal capacity
of BESS by applying monotonic charging and discharging strategy. Therefore, a
control system which combined with a BESS is required to control the signal that
charges and discharges the battery to produce the desired power as close as possible
to the reference power signal.
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5.3 Monotonic charging/discharging methodology

In [63], a monotonic chaging/dishcaging statutory has been presented to smooth
out the fluctuated wind power produced by wind power plant. In this paper we
investigate the reflection of applying this method on revenue of the WPP. Since this
method plays a fundamental rule in this research, we elaborate it in this section. In
this regard we

5.4 Control System Design Description

5.4.1 Dynamic Model of the System

The following nonlinear dynamic equations are proposed based on the system struc-
ture in chapter 3: {

x1(k + 1) = r(k)− u(k)

x2(k + 1) = f(x2(k)) + tdg(x2(k), u(k)),
(5.1)

y(k) = x1(k) (5.2)

where x1 or pg(k) in Fig.5.2 is the power which is sent to the grid, x2(k) is
the battery energy capacity at time step k, r(k) is the uncontrolled wind power
output, u(k) or pc is power control signal in case of positive values (u(k) >= 0)
and for negative values of u(k) (u(k) < 0)the battery is charged and discharged
respectively. td is a factor to convert MW to MWh. In (5.1),functions f and g are
defined to represent the nonlinear behaviour of the battery as below:

f(x) = α(x)x (5.3)

and,

g(x, u) =


β(x)Mc for u > Mc

β(x)u for 0 ≤ u ≤Mc

γ(x)u for Md ≤ u < 0

γ(x)Md for u < Md

(5.4)

with following constraints
f(x(k)) ≤ x(k) ∀ x(k)

g(x(k), 0) = 0 ∀ x(k)

g(x(k), u(k)) ≤ u(k) ∀ x(k), u(k)

(5.5)

In order to reflect the real behaviour of battery during charging/dischaging and
storing periods, functions f and g are presented. Based on defined function In 5.3,
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Figure 5.1: Block diagram of the proposed control system.

battery is charged with a coefficient α. In addition, in 5.4 function g represents the
procedure of charging and discharging when control power signal u(k) is sent to the
battery. Parameters (α, β and γ) are identified due to extracted experimental data
from specific type of battery. In this study, we assume all α, β and γ as constant for
all x for simplicity. As mentioned earlier in this paper, the methodology of charging
and discharging of each individual battery is based on the proposed strategy in [63].
The novelty of this work in compare with what it has been presented in [63] is in
two folds. First, the problem statement in [63] is smoothing the wind power which
is sent to the grid, while in this study we maximize the revenue of WPP and the
second contribution is behind the model of the battery. The proposed model in this
article is a complementary model of the battery which includes the losses of energy
which occurred as explained in this section.

Table 5.1 defines parameters of battery model.

Table 5.1: Parameters of Battery Model
Parameter Description Unit
α Battery self discharge rate %/day
β Charging efficiency %
γ Discharging efficiency %
Mc Maximum charging threshold MW
Md Maximum discharging threshold MW

5.4.2 Controller Design

MPC is based on the solution of an on-line optimal control problem where a receding
horizon approach is utilized in such a way that for any current state x(k) at time k,
an open loop optimal control problem is solved over some future interval taking into
account the current and future constraints. The algorithm of MPC computes an
open loop sequence of the manipulated variables in a manner that the upcoming be-
haviour of the plant is optimized. Then we insert the first value of the optimization
into the plant. This procedure is repeated at time (k + 1) using the current state
x(k+1) [47]. Some of the major advantages of the MPC are its capability to handle
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the constraints, its practical usage, and online optimization.The structure of the
proposed control system is illustrated in Fig. 5.1. Therefore, the proposed control
law for the system in (5.1) will be obtained by minimizing the following cost function,

J :=

N0+N∑
k=N0

((y(k)− yref (k))2 → min (5.6)

where N is prediction horizon. Optimization method in this study for minimizing
(5.6) is dynamic programming algorithm subject to the system model (5.1) and
following constraints,

x2min ≤ x2(k) ≤ x2max (5.7)

−Umax ≤ u(k) ≤ Umax (5.8)

0 ≤ x1(k) ≤ c1 (5.9)

−c2 ≤ x1(k)− x1(k − 1) ≤ c2 (5.10)

for all k ∈ 0, ..., N − 1 with a given initial condition for (x1) and (x2) as (x1(N0))
and x1(N0) respectively .
The cost function (5.6) penalize the deviations of the reference power signal (yref (k))
from the power output (y(k)) . There are some constraints which imposed by this
system that indicated by (5.7), (5.8) and (5.10).The constraint (5.7) is chosen to
avoid overloading or under loading of the battery i.e., the BESS should not be
discharged less than x2min or charged over x2max. Umax in (5.8) is the maximum
charging/discharging rated capacity of the battery. In order to keep the output
of the system between 0 and rated value of the wind power (c1), constraint (5.10)
is introduced. Constraint (5.10) is defined to control the degree of smoothing. It
describes the difference between two consecutive amounts of smoothed wind power.

In order to apply dynamic programming procedure firstly we introduced a func-
tion

J(x1, x2,M) := min
u(.)

N0+M∑
k=N0

((y(k)− yref (k))2 (5.11)

Where M is control horizon. We calculate this equation by complete search method,
since 0 ≤ x1(k) ≤ c1 , x2min ≤ x2(k) ≤ x2max, we can take all x1, x2 with some small
step ε > 0 for all 0 ≤ M ≤ N . For simplicity, wind power prediction in the MPC
algorithm is used with control horizon to be the same as prediction horizon and to
be equal to three (N = M = 3).

First we assume that

J(x1, x2,M) := min
u(.)

N0+M∑
k=N0

{(y(k)− yref (k)}2

= min
u(.)
{(y(N0)− yref (N0))2 + ....+ (y(N0 +M)− yref (N0 +M))2}.

(5.12)

51



Figure 5.2: Diagram of a sample grid which is connected with a wind farm plus
along with BESS

We suppose that,

JN0 = y(N0)− yref (N0))2,

JN0+1 = y(N0 + 1)− yref (N0 + 1))2,

...

JM = y(N0 +M)− yref (N0 +M))2

(5.13)

As we want to optimise J(x1, x2,M) then we presume that

J∗
N0,M = min{J∗

0,M−1 + JM},
J∗
N0,M−1 = min{J∗

0,M−2 + JM−1},
...

J∗
N0 = min{JN0}

(5.14)

In order to calculate J∗
N0, we do a complete search for all x1, x2 by considering

their defined constrains to find y(N0) from our propose model (5.1) for all −Umax ≤
u ≤ Umax with a small step ε. After finding an optimal value for J∗

N0 then we go to
next step to find J∗

N0+1 and this procedure continues to find J∗
N0+M .

At the end of the optimization the optimal control signal sequence , uopt(k), will
be found for k = {N0, ..., N0 +M} that minimize the whole cost function (5.12).

uop = {uop(N0), uop(N0 + 1), ..., uop(N0 +M)} (5.15)

Then we choose the first value of this sequence (uop(N0)) as the first value of
the optimization and apply it into the plant. This procedure is repeated at time
(k+ 1) and in the new step N0 will be N0 + 1 and also current states ,according to
the model, will be x(k + 1) . This procedure is repeated for our whole trajectory.
The optimization problem at each step is solved using MATLAB.
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Figure 5.3: BESS numbers vs the optimal BESS capacity

5.5 Simulation Results

The proposed control system design has been examined by simulation in MATLAB
using actual wind and price data taken from Woolnorth wind farm and AEMO, re-
spectively. In order to implement the monotonic charging/dischagig strategy, firstly
we need to calculate the parameter a in (5.16) by Empirical Cumulative Distribu-
tion Function (ECDF) [64]. As it is shown in Fig.5.4, we take the absolute values
and we chose the higher value against the confident level which assumed 98% as
specified in the graph. The calculated value then determine the optimal capacity by
the Theorem 1. The minimum capacity of each battery extracts from the formula
(5.17) based on the chosen value for a and it is assigned for 4,6,8,10 batteries which
is represented in Fig.5.3. As it is depicted, there is an decreasing trend in amount of
capacity by increasing the number of batteries. Moreover, After 10 batteries, there
is a negligible diminish. Hence, we simulate the control system for n = 2, 3, 4, 5.

a <=

∫ T

0

e(t)dt <= a ∀T > 0 (5.16)

c(n) =
a

(αM − αm)(n− 1))
(5.17)

Since the objective of this study is maximizing the revenue of WPP, we calcu-
lated the revenue for different battery capacities while using 4,6,8 and 10 individual
batteries. The comparison has been made between a unique battery with total
BESS capacity 400 MWh which we simulated in [65] and the case when we employ
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Figure 5.4: The ecdf of absolute values of error signal in (5.16)

Table 5.2: Comparison of Revenue for BEESs
Number of Battries 1 4 6 8 10
Capacity (MWh) 400 338 253 225 211
Revenue (K$) 661 615 541 530 516

individual batteries based on the Theorem 1 which specified in section 6.3. It is il-
lustrated in Table.5.2 that in case of using 2n batteries with total capacity of C(n),
the revenue is slightly lower than using a single battery of capacity 400MWh. In
contrast, the capital cost of WPP is decreased dramatically by increasing the num-
ber of batteries in BESS. Therefore, although there is a reduction in total revenue
of the WPP, a huge saving will be archived in capital cost of WPP by applying the
proposed strategy in [63],

Fig.5.6 shows the monotonic behaviour of battery during charging and discharg-
ing process for 4 batteries. In this regard, we observe a reduction in number of cycles
of each battery in compare with the case of using of one battery with capacity of
C(n). Aa s result, the lifetime of battery improves.

To display the performance of the proposed control system design, Fig.5.7 indi-
cates that the output of the closed loop system (Fig. 5.1) follows the reference power
which is generated by (4.3) in an acceptable way(with average error of (1.2%). Bat-
tery model parameters which is utilized in this case study are as follows, α = 0.98,
β = 0.95, γ = 1.05, Mc = 1.5 ∗ c(n) and Md = −2.1 ∗ c(n).
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Figure 5.5: Charging and discharging of 4 batteries in a monotonic pattern during
10% and 90% of operation zone for one day sample.
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steps.(p = 20$/MWh and λ = 0.6.)

Table 5.3: Simulated Constraints Parameters
x2max Upper bound of capacity

for each battery
10%c(n) MWh

x2min Lower bound of capacity
for each battery

90%c(n) MWh

c1 Maximum rated value of
wind power

140 MW

Umax Maximum charg-
ing/discharging rated
capacity

20%c(n) MW

c2 Maximum ramp rate of
wind power

1.4 MW

5.6 Conclusion

A control strategy to maximize the revenue of WPP in presence of monotonic charg-
ing/discharging strategy has been studied while BESS was integrated with WPP. It
has been investigated the effect of monotonic charging/discharging methodology on
the cost of the battery as well as revenue of WPP. The simulation results demon-
strate a minor reduction in revenue of wind power plant by decreasing the total
battery capacity while we employed optimal size of BESS based on the Theorem ex-
plained in section 6.3. Furthermore, the outcomes show the improvement in lifetime
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of battery by reducing cycle numbers of charging and discharging of each individual
battery. The proposed control scheme is not limited to the wind power. It can also
be leveraged for other intermittent energy sources such as large-scale photovoltaic
solar farms.
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Chapter 6

Conclusions and Future Works

High penetration of wind power energy in the electricity network grid as a result
of reducing the consumption of fossil fuels by governments, encourages researchers
and industries to emphasise their effort to not only improve technologies related to
the wind power plants but also to enhance the efficiency of its output, technically
and financially by employ control theories. Comprehensive literature review on this
topic disclosed that energy storage system is the best tool in hand of control theories
to change the wind power to a reliable source of energy technically by reducing
its fluctuation and financially it helps to raise its total revenue in the competitive
electricity market. Background studies also revealed that among a variety of energy
storage technologies, batteries are the best match with wind power plants since their
size and charging/discharging methodologies. Therefore, in this report, we focused
on employing battery energy storage with a new model in wind power plant with
a new control strategy to mitigate the challenges related to this attractive green
energy.

6.1 Conclusions

Since the battery plays a fundamental role in this research, we firstly designed a
new generic model in chapter 3 which is applicable to all type of batteries. This
new nonlinear battery model captures chemical processes and physical features of a
real battery. The model was developed to improve the accuracy of control designing
by considering the real property of the battery in the modelling of the system.
In previous models, it was needed to investigate equations of chemical reactions
inside the battery and there was a complicated procedure to figure out the electrical
model of the battery. However, using the proposed model in this report, we can easily
change the parameters to obtain a new type of battery based on real data from either
experimental result or data from the manufacturer of the battery. Parameters of
the proposed model are totally dependent on different factors that are explained in
chapter 3 in details. In order to simplify the battery model in some control designs,
there should be some assumptions such as no variations in temperature which has
been considered in this study.
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In chapter 4, we presented a wind power smoothing model. We employed a
nonlinear battery model long with a model predictive control technique and applying
dynamic programming as an optimization tool to smooth the natural intermittency
in the wind power output. The Battery energy storage system (BESS) has been used
in many control systems. The purpose of choosing Model Predictive Controller is its
capability in handling physical constraints of wind power system (such as battery
charging/discharging rate, maximum and minimum rated value of wind power, lower
and upper bounds of battery capacity). This controller exploits the inputs from the
prediction model which has been embedded in the proposed system in its predictive
optimization enhancing the overall performance of the system. The final simulation
results showed that the controller worked well under forced practical constraints and
it could reduce the ramp rate of output wind power. The data that was used in
this case study was obtained from one of real wind farm plants located in Australia.
Since this model is flexible compared to other renewable energy sources, the control
can be utilized on solar plants as another major source of green energy.

In chapter 5, we emphasize on wind power plant from the financial point of
view. We presented a new control approach to increase the overall income of a
typical wind power plant. Therefore, we proposed a mathematical formula to create
a reference signal for a closed-loop system based on an idea of selling more energy
during the time in which the electricity price is higher. The controller is MPC-based
and the BESS model implemented in the system is nonlinear. Optimal operation
of the system is tested under tight constraints of the real system. Both predicted
price and wind power inputs have been inserted into the control system to maximize
the income of WPP. The control strategy is based on Australian Electricity Market
which is a non-fixed tariff. For other types of electricity markets [66] for renewable
energies that exist in the works such as fixed-tariff in Canada, this control strategy
can be modified by presenting another methodology in the reference signal. The
controller and the model can be applied without any changes for those systems.

Finally, in chapter 6, the optimal capacity of battery energy storage in compli-
ance with the controller design has been investigated. In this regard, a monotonic
charging/discharging strategy [63] has been applied to the control system to increase
the lifetime of the battery and also decrease the capacity of BESS. The output re-
sults of using the optimal capacity methodology revealed that the total capacity of
BESS was significantly reduced (much less capital expenditure), though we observed
a little reduction in the total revenue of wind power plant. In other words, smaller
capacity has a major effect on total cost of wind power plant and it can be good
motivation for owners of wind power plants to apply this optimal strategy combined
with the control system designed in chapter 5 to improve the total performance of
their system technically and financially.

6.2 Future works

In the generic nonlinear model of the battery, we put aside the temperature effect on
the parameters of the systems. Although in normal situations, we can assume that
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the temperature does not have large fluctuation, the variation of ambient tempera-
ture can influence the performance of the battery [30, 31, 67]. Therefore, it can be
useful to insert the effect of this phenomena in the design of our model. In addition,
the charging and discharging efficiency factors which introduced in chapter 3 can
be varied based on the rate of charging and discharging. Therefore, to improve the
precision of the model, it is more realistic to consider these coefficients as depen-
dent rather than constant. The mathematical equation of these relations should
be investigated in future works. The estimation and selection of model parameters
may be improved using advanced intelligent techniques instead of intensive empirical
studies.

In the smoothing model of wind power plant, the proposed model can be tested
for other types of green energies such as solar power. However, some changes should
be applied to the model to be matched with that specific renewable energy. Since
solar panels recently are being popular especially in small scales such as home us-
ages [68, 69], it may be useful to apply our control strategy to reduce the short-
comings of this source of energy. Batteries in small sizes can be controlled by our
proposed strategy for home usages on beside of solar panels. In general, to enhance
the overall performance of the control system, further study is essential on the ro-
bustness, uncertainty and noise effects in future works. Another direction of future
research is to improve the quality of our modelling by using robust model valida-
tion and Kalman state estimation techniques such as in [49, 70–73]. For control of
BESS modelled as a system with uncertainties, we will need to use more advanced
methods of modern robust control such as H-infinity based control design [74–77],
robust switched controllers [78–82] and sliding mode control [83–87]. Despite the
fact of recent developments of wind power plants in large-scale and increasing its
popularity in all countries [3], it has caused various issues of profitability in compet-
itive electricity markets. Hence, complicated price prediction models are needed in
compliance with wind power prediction systems to grow the revenue of wind power
plant. Each country has its unique electricity market rules [66,88], thus we suggest a
dynamic prediction model to satisfy these differences. Also, large prediction horizon
may help to have a better performance on the control outcomes. Combination of
lifetime model of battery by considering technical parameters mentioned in [89, 90]
with the designed battery model can help in control design to increase the lifetime
of batteries. Then it can then incorporated into the cost function of the MPC as one
of the parameters for optimal operation of the BESS. One of the approaches to esti-
mate the lifecycle of BESS is known as ”Rainflow Cycle Counting” [91]. Therefore,
finding a model for the BESS lifecycle and including it in the optimization problem
is an interesting future line of research.

BESS expenses always are a big concern for investors in renewable energy plants.
We suggest to consider the battery cost for each charging and discharging cycle in
the control system design and the cost function ;however, this cost value is nontrivial
and can change the overall control strategy [92]. In chapter 6 we studied the effect of
optimizing battery capacity on revenue of wind power plant. By considering the cost
of battery per kw, we may reach to a more realistic overview for measuring the net
revenue for wind power plant. In future studies, we recommend to calculate the cost
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of BESS per kw in the energy modeling of the system to improve its accuracy [92].
Another direction of future research will be extension of some of the results

of this report to the case of decentralized BESS where each battery has its own
controller with limited communication to other batteries. In this problem, we will
use distributed storage framework of [93,94] that is based on the concept of consensus
in multi-agent systems [95–97].
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