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Christina Lichtenthäler1, Tamara Lorenz23, Alexandra Kirsch1

1 Department of Informatics, Technische Universität München
2 Experimental Psychology, Ludwig-Maximilians-University München

3 Automatic Control Engineering (LSR), Technische Universität München

Abstract. Our goal is to assess the perceived value of autonomous robots in hu-
man working and living environments. As a specific indicator we define legibility
as an important prerequisite for high perceived value. Inspired by recommender
systems, which also target the perceived value of products, we identify different
measurements for explicit and implicit user feedback in a framework to compare
different algorithms. Finally we propose the design of a specific study to measure
the legibility of robot navigation behavior in dynamic situations.

1 Introduction

For successful human-robot interaction the user acceptance of a robot system plays
an important role. Only if humans feel comfortable with a robot it will be used and
accepted. This paper describes our approach to develop a general metric for measuring
the quality of comprehensive activities of service robots that can perform tasks for, or
together with, a user.

In marketing, the term perceived value describes the subjective value attached to
a product, which is not necessarily connected to its objective worth or price. It rather
reflects the degree to which user needs are satisfied by the product [9]. The perceived
value consists of different properties: perceived compliance, reliability, usefulness and
confidence. In the domain of human-robot interaction all these factors depend in part on
the ability to infer the actions of the robot. Imagine a robot performing some household
task such as preparing a meal, where the robot fulfills its duty, but manipulates objects
with sudden movements or moves in the kitchen with rapid changes of direction. Even if
this robot will eventually serve the meal, a person might not have enough confidence to
leave this robot alone in the kitchen, because he doesn’t understand the robot’s actions
or is unable to predict the next moves.

We therefore assume that an important factor for determining the perceived value
of a robot is the legibility of its actions, which we define as follows: Robot behavior
is legible, if a human can infer the next actions, goals and intentions of the robot with
high accuracy and confidence. In order to quantify the extent to which a person can
estimate the behavior of a robot, we need to answer the following questions: 1) How
can we measure legibility of robot actions? 2) How is legibility related to the general
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concept of perceived value? In this work-in-progress paper, we only consider the first
question.

Our contribution is the development of a framework to compare algorithms con-
trolling robot behavior with the concept of perceived value, in particular the aspect of
legibility. The method is based on the notions of implicit and explicit feedback bor-
rowed from recommender systems. With the work at hand we propose a specific study
to measure the legibility of two different navigation algorithms in dynamic situations.

In the following we first state how our approach fits the context of related research.
Afterwards we introduce our framework, which we plan to test in a pilot study. With
this work-in-progress paper we present the design of this planned study.

2 Related Work

A recommender system provides personalized content based on the observed user be-
havior [4]. Online stores, for instance, suggest products to costumers based on their
previous behavior. The recommender systems are used to find products with a high per-
ceived value. Thus they address similar challenges which are also faced when designing
and evaluating robots that ought to interact with human partners, namely, to assess the
desires and needs of a human customer. To observe the costumers’ behavior the re-
commender system uses explicit and implicit feedback. Explicit feedback comes in the
form of user ratings, while implicit measures include clicks-through, zooming image,
the resting time or the gaze in controlled user studies [4, 3].

In Takayama et al. [6] we find a similar study towards the legibility (in their work
called readability) of the robot behavior. They present a simulation-based study to ve-
rify the readability of robot behavior and found support for their hypothesis that the
readability is influenced by showing forethought and goal-oriented reactions.

Weiss et al. [7] have developed a framework for an outdoor robot based on ques-
tionnaires to assess the social acceptance of the robot, showing that a variation of a
breaching experiment is a reasonable method to evaluate robot behavior in real life
situations.

3 Towards an Evaluation Framework

Analogous to the aforementioned recommender systems we propose a framework to
measure the legibility, and therewith the perceived value, of the robot behavior.

Figure 1(a) shows the overall strategy of our evaluation method. The participant
will be confronted with two or more different robot behaviors, either by direct inter-
action or by observation. For each run we will collect implicit and explicit feedback
as described in 3.1. We can then compare the individual data points or combine them
to an integrated measure of perceived value to discriminate the quality of the different
algorithms underlying the observed robot behavior.

3.1 Measuring Legibility
Explicit Feedback. Like user ratings for recommender systems, we use questionnaires
to get explicit feedback from our participants. We use structured questionnaires with a
limited number of questions. Answers offer either the choice between yes/no or allow
the participant to rate the intensity of a perceived experience on a Likert scale.
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Fig. 1. Evaluation approach and design of the navigation study.

Implicit Feedback. Some methods for implicit feedback can also be borrowed from
recommender systems [3]. One factor is time. While recommender systems use the
time a customer has spent on a product website as an indication of interest, we measure
the reaction time for a user to determine the intention of a robot, assuming that shorter
reaction times indicate higher legibility. Another possibility is to measure idle times of
a person in cooperative scenarios. Longer times of idleness could indicate an inefficient
cooperation, possibly caused by poor legibility of the robot’s actions.

In addition, recommender systems use gaze behavior as implicit feedback. This
could also be beneficial for measuring legibility. We assume that the more often or the
longer the robot is watched by a participant, the less legible and thus predictable is its
intention. Therefore we conclude that the focus is a possible implicit feedback measure.
Rapid gaze changes could also be an indication of arousal, the source of which might be
illegible robot behavior. Arousal of the user, caused by the uncertainty of the situation,
can also be measured by the size of the pupils and skin conductance [5].

All those measures, implicit as well as explicit ones, are noisy. Therefore, it is im-
portant to compare and relate the results of the different measures. Moreover, the mea-
sured degree of legibility should also be related to explicit and implicit measures of
other aspects of perceived value like the price a user would be willing to pay for the
robot’s services. In summary, we want to determine the legibility, and thereby the per-
ceived value, using reaction time, idle time, focus, gaze changes, pupil size, and skin
conductance as implicit feedback and a questionnaire as explicit feedback.

3.2 Study Design

The purpose of the planned study is to compare the behavior of two different navigation
algorithms in dynamic situations.

We have designed a controlled experiment to determine the legibility of two dif-
ferent navigation algorithms, a human-aware navigation approach [2] and a standard
navigation from the ROS navigation stack (www.ros.org/wiki/navigation).

For this study we have recorded short movie sequences in the MORSE simulator [1]
with a simulated human crossing the robot’s path (see Fig. 1(c)). Woods et al. [8] have
convincingly argued that videotaped trials are a feasible approach for pilot studies like
this one. Our robot has to pick up one of three objects from a table while a person is
crossing its way as shown in Figure 1(b). With three objects (i.e. possible goal positions



of the robot), three crossing angles of the human and two navigation algorithms, we
can test (3 × 3 × 2) = 18 different observation tasks. Each observation task (object
× crossing angle × navigation algorithm) will be displayed five times per participant
in random order. For a pilot study, we will recruit 7–8 participants. If the results are
promising, we will extend the study to 12–15 participants.

Throughout the study, we ask for explicit feedback at two points: 1) we stop the
video sequence at an early time to ask the participant about his/her opinion which object
the robot will move to and his/her confidence about this estimation; 2) after playing
the complete sequence we first ask whether the participant was surprised by the robot
behavior and in addition ask questions about the perceived safety and competence of
the robot. In addition, we will measure implicit feedback as described in 3.1.

4 Outlook

We have proposed a framework how to measure the legibility and therefore the per-
ceived value of robot behavior. As a next step we will carry out the study described in
3.2 and analyze the results. In the future we can use such feedback to personalize the
robot behavior just as recommender systems personalize the shopping experience.
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