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Analytic properties of the electromagnetic Green’s function are established and
extended to a second complex frequency, introduced as a new degree of freedom, and
to complex wavevectors. Next, Kramers-Kronig expressions for the inverse Helmholtz
operator and the electromagnetic Green’s function are derived by analogy with the
permittivity. These Kramers-Kronig expressions are the starting point to propose a
new method to obtain an expansion of Green’s function on the leaky or quasinormal
modes for open systems. This method is illustrated in the situation of a single dis-
persive layer. Finally, the second frequency introduced as a new degree of freedom
is exploited to characterize non-dispersive systems. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4993199]

I. INTRODUCTION

The electromagnetic Green’s function is a fundamental quantity in the analysis of systems
described by macroscopic Maxwell’s equations.1 It is defined from the inverse of the Helmholtz
operator,2 which provides the electric field radiated by a current source. For a medium described by
the electric permittivity ε(x, z) depending on the space variable x ∈R3 and the complex frequency z,
the Helmholtz operator He(z) is given by[He(z)E]

(x, z)= z2ε(x, z)µ0E(x, z) − ∂x×∂x×E(x, z), (1)

where ∂x× is the curl operator and µ0 is the vacuum permeability. Then, the electromagnetic Green’s
(dyadic) function can be defined from the inverse of the Helmholtz operator by[He(z)−1S]

(x)=
∫

R3
dy Ge(x, y; z) S(y), (2)

where S(x) is proportional to a current source density.
The electromagnetic Green’s function Ge(x, y; z) is an analytic function in the upper half space

of complex frequencies z: this is a direct consequence of the causality principle and passivity.1,3

These properties can be used in time-dependent electromagnetic fields,4–6 for instance, defining
analytic continuation in the plane of complex frequencies. They are also the starting point to derive
Kramers-Kronig relations for the reflection and transmission coefficients of multilayers.7–10

In this paper, analytic properties of the electromagnetic Green’s function Ge(x, y; z) are rigorously
established and extended, and are then exploited in different situations. These properties are derived
using simple arguments based on the permittivity function and are then transposed to the inverse
Helmholtz operator (1) and to Green’s function (2). In Sec. II, basic properties of the permittivity
ε(x, z) and the inverse Helmholtz operator are presented in a rigorous frame. This general approach
is then used to extend the analytic properties of Green’s function to a second complex frequency
and to complex wavevectors. This second complex frequency appears as an additional degree of
freedom, which is exploited in Sec. VI, to provide a rigorous characterization of non-dispersive
systems satisfying the analytic properties and the causality requirement.
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The electromagnetic Green’s function is introduced in Sec. III, and in Sec. IV, an analogy
with the permittivity is drawn to obtain Kramers-Kronig relations for the inverse Helmholtz oper-
ator and Green’s function. These Kramers-Kronig relations are exploited in Sec. V as the start-
ing point to extend to open systems the eigenmodes expansion established for a closed cavity.11

These relations are used as integral expressions, which unveil the leaky or quasinormal modes12–14

by analytic continuation. In particular, the proposed method provides new arguments showing
the validity of the expansion on the quasinormal modes in the situation of a single dispersive
layer.15,16

II. ANALYTIC PROPERTIES OF THE HELMHOLTZ OPERATOR
AND EXTENSION OF ITS DEFINITION

A. Maxwell’s equations

We start with Maxwell’s equations in dielectric media. Let E(x, t), H(x, t), and P(x, t) be, respec-
tively, the time-dependent electric, magnetic, and polarization fields. Then, equations of macroscopic
electromagnetics1 are

ε0 ∂tE(x, t) + ∂tP(x, t)= ∂x×H(x, t) − J(x, t),

µ0 ∂tH(x, t)=−∂x×E(x, t),
(3)

where ∂t is the partial derivative with respect to time and J(x, t) is the current source density. In
addition, the electric field is related to the polarization through the constitutive equation

P(x, t)=
∫ t

−∞

ds χ(x, t − s)E(x, s), (4)

where χ(x, t) is the electric susceptibility. A Fourier decomposition with respect to the time of the
equations above leads to

−iωε(x,ω) E(x,ω)= ∂x×H(x,ω) − J(x,ω) ,

−iωµ0H(x,ω)=−∂x×E(x,ω),
(5)

where the dielectric permittivity is defined as

ε(x,ω) − ε0 =

∫ ∞
0

dt exp[iωt] χ(x, t). (6)

Here, according to the causality principle, it has been used that the susceptibility χ(x, t) vanishes
for negative times, i.e., χ(x, t)= 0 if t < 0. Also, without loss of generality, it can be assumed that
the susceptibility χ(x, t) must be bounded by a linear function of the time t. Consequently, the
expression above of the permittivity is actually well-defined if the real frequency is replaced by the
complex frequency z=ω + iη with positive imaginary part Im(z)= η > 0. Under these conditions,
its derivative with respect to the complex frequency is also well-defined since the function in the
integral

∂ε

∂z
(x, z)=

∫ ∞
0

dt (it) exp[izt]χ(x, t) (7)

has exponential decay for Im(z)> 0. It follows that the permittivity ε(x, z) is an analytic function in
the half plane of complex frequencies z with positive imaginary part, which will be denominated by
the “upper half plane” from now on. Finally, the susceptibility can be retrieved through the inverse
Laplace transform

χ(x, t)=
1

2π

∫
Γη

dz exp[−izt] [ε(x, z) − ε0], (8)

where Γη is the horizontal line of complex numbers z=ω + iη with ω ∈R at a distance η from the
real axis.

The Helmholtz equation is obtained from the set of Eq. (5),[He(ω)E]
(x,ω)=ω2ε(x,ω)µ0E(x,ω) − ∂x×∂x×E(x,ω)

=−iωµ0J(x,ω). (9)
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Since the permittivity is well-defined in the upper half plane Im(z)> 0, the definition of the Helmholtz
operator He(ω) can be also extended to all complex frequencies z with Im(z)> 0. It can be shown
rigorously using the auxiliary field formalism17 that the operator He(z) is invertible and that the
inverse He(z)−1 is analytic with respect to the complex frequency z in the domain Im(z)> 0. The
main arguments to show these properties are the following.17 Adding a new auxiliary field A(t) to
the electromagnetic field to form the total vector field F(t)= [E(t), H(t), A(t)]T , the set of Maxwell’s
equations (3) [without the source J(x, t)] can be written as the unitary time-evolution equation ∂tF(t)
=−iKF(t), where K is a time-independent and self-adjoint operator. The inverse [z − K]−1 is then
well-defined for all complex numbers z with Im(z)> 0 and is moreover an analytic function of z. Next,
the inverse He(z)−1 of the Helmholtz operator is retrieved by projecting the total field F(z) on the
electric fields E(z) and by using the Feshbach projection formula.18,19 Since the projector on electric
fields is z-independent, the inverse of the Helmholtz operator has the same analytic properties as the
inverse [z − K]−1.

In this paper, the analytical properties of the inverse Helmholtz operator and of Green’s function
are extended to other variables. It is proposed to obtain these new properties avoiding the construction
of the auxiliary field formalism17 and rather using arguments based on the properties of the permittivity
ε(x, z) which can be transposed directly to the Helmholtz operator and then to the electromagnetic
Green’s function.

B. The permittivity

Properties of the permittivity are derived in this subsection, in view to transpose them to the
electromagnetic Green’s function. The starting point is the generalized expression of Kramers-Kronig
relations17,20 for the permittivity

ε(x, z)= ε0 −

∫
R

dν
σ(x, ν)

z2 − ν2
, (10)

where

σ(x, ν)= Im
ν[ε(x, ν) − ε0]

π
≥ 0. (11)

Notice that the derivation of Kramers-Kronig relations like (10) is based on the asymptotic behaviors
ε(x, z)→ ε0 occurring when the complex frequency z tends to infinity. These behaviors are direct
consequences of expression (6) where the real frequencyω is replaced by the complex one z=ω+ iη,
showing that the permittivity is the Fourier transform of an integrable [L1(R)] function of the time.
The relationship (11) between the function σ(x, ν) and the imaginary part of the permittivity can be
retrieved taking the limit Im(z)= η ↓0 in (10). In this Eq. (11), it has been assumed that only passive
media are considered. Indeed, under this assumption, the electromagnetic energy at any time t must
be lower than that at the initial time, and thus the permittivity must have a positive imaginary part:3

the function σ(x, ν) is then positive as specified by Eq. (11). At the microscopic scale, this function
corresponds to the oscillator strength21 (a positive quantity).

The passivity requirement (11) can be extended to all complex frequencies in the upper half
plane: using that σ(x, ν)=σ(x,−ν), the expression (10) can be written as

z[ε(x, z) − ε0]=−
∫
R

dν
σ(x, ν)
z − ν

, (12)

which implies

Im{z[ε(x, z) − ε0]} = Im(z)
∫
R

dν
σ(x, ν)

|z − ν |2
≥ 0. (13)

This passivity condition extended to complex frequency (13) is a key argument to obtain the analytic
properties of Green’s function in Secs. II C and II D.

In order to transpose the Kramers-Kronig expression from the permittivity to Green’s function,
additional inequalities are needed. The starting point is the relativity requirement implying that
the derivative (∂t χ)(x, t) of the susceptibility must be bounded. Indeed, this derivative corresponds
to the microscopic currents, i.e., the charge velocities, and is then bounded by the light velocity
in vacuum [and the susceptibility χ(x, t) cannot increase faster than a linear function of the time
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as assumed before]. The derivative of the susceptibility is calculated using the Kramers-Kronig
relation (12),

(∂t χ)(x, t)=
1

2π

∫
Γη

dz exp[−izt] (−iz) [ε(x, z) − ε0]

=
1

2π

∫
R

dν σ(x, ν)
∫
Γη

dz (i)
exp[−izt]

z − ν
. (14)

The last integral is computed by closing the line Γη by a semicircle in the upper (for t < 0) or
lower (for t > 0) half spaces. It is retrieved that the susceptibility χ(x, t) vanishes for t < 0, and, for
t > 0,

(∂t χ)(x, t) =
∫
R

dν σ(x, ν) cos[νt]. (15)

This implies in particular that the integral of the function σ(x, ν) is finite since∫
R

dν σ(x, ν)= [∂t χ](x, 0+)<∞. (16)

Also, it is obtained that, except at t = 0, the function [∂t χ](x, t) is continuous of t, and it can be
checked that [∂t χ](x, t) is bounded by [∂t χ](x, 0+).

Finally, the asymptotic behavior of the permittivity can be specified when the modulus |z| of the
complex frequency tends to infinity (see Appendix A for a proof),

z2[ε(x, z) − ε0] −→
|z |→∞

−[∂t χ](x, 0+). (17)

The extension of this behavior in the limit where the real part ω of the complex frequency tends to
infinity requires additional assumptions in the physics underlying the construction of the permittivity.
Nevertheless, it can be established that the function ε(x, z) − ε0 is integrable [L1(R)] with respect to
the real part of the frequency, ∫

Γη

dz ��ε(x, z) − ε0�� ≤
π

η
[∂t χ](x, 0+). (18)

A proof is provided in Appendix B.

C. Helmholtz operator and extension of its definition

In order to rigorously define the inverse of the Helmholtz operator for complex frequencies z,
the set of equations (5) is written as[M0(z) + V(x, z)

]F(x)=S(x), (19)

where F(x) contains the electromagnetic field and S(x) is the current source,

F(x)=

[
E(x)
H(x)

]
, S(x)=

[
−iε−1

0 J(x)
0

]
. (20)

The operator M0(z) corresponds to Maxwell’s equations in vacuum and V(x, z) contains the response
of the material,

M0(z) =

[
z iε−1

0 ∂x×
−iµ−1

0 ∂x× z

]
,

V(x, z) =

[
z{ε(x, z)/ε0 − 1} 0
0 0

]
.

(21)

Let 〈·, ·〉 be the standard inner product in the Hilbert space of square integrable electromagnetic
fields, 〈F1, F2

〉
=

∫
R3

dx[
ε0E1(x) · E2(x) + µ0H1(x) · H2(x)

]
. (22)
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If for all fields F there exists a constant α > 0 such that

��
〈F,

[M0(z) + V(x, z)
]F〉�� ≥ α

〈F, F〉
, (23)

then the operator [M0(z) + V(x, z)] is invertible, and its inverse is bounded by α−1. Using that the curl
is self-adjoint, the following relationship is obtained:

Im
〈F, M0(z)F〉

= Im(z)
∫
R3

dx[
ε0 |E(x)|2 + µ0 |H(x)|2

]
= Im(z)

〈F, F〉
. (24)

The term with V(x, z) containing the relative permittivity is estimated using the passivity requirement
extended to the complex plane (13),

Im
〈F, V(x, z)F〉

=

∫
R3

dx |E(x)|2Im{z[ε(x, z) − ε0]} ≥ 0. (25)

The combination of the two equations leads to

��
〈F,

[M0(z) + V(x, z)
]F〉�� ≥ Im(z)

〈F, F〉
, (26)

which implies that the inverse [M0(z) + V(x, z)]−1 is well-defined for Im(z)> 0 and bounded by
α−1 = 1/Im(z). In addition, this inverse is an analytic function of the complex frequency z for Im(z)> 0
as well as the permittivity function ε(x, z) in V(x, z), and M0(z). The analyticity property can be also
inferred using the first resolvent formula,22 as shown in Appendix C.

The inverse Helmholtz operator can be retrieved from the well-defined inverse
[M0(z) + V(x, z)]−1. It is obtained using the projector on electric fields P, defined by PF(x)=E(x).
Then, Eq. (19) yields

E(x)=PF(x) =P[M0(z) + V(x, z)
]−1S(x)

=P[M0(z) + V(x, z)
]−1PS(x),

(27)

since, according to (20), S(x)=PS(x) with the single “electric component” −iε−1
0 J(x). Equation (9)

implies that the inverse Helmholtz operator is given by E(x)=−izµ0He(z)−1J(x), and the comparison
with the above expression provides

He(z)−1 =
1

zµ0ε0
P[M0(z) + V(x, z)

]−1P. (28)

This expression shows that all the properties of the inverse [M0(z) + V(x, z)]−1 can be directly trans-
posed to the inverse Helmholtz operator. In particular, the inverse Helmholtz operator is bounded
by

He(z)−1 ≤
1

|z |ε0µ0Im(z)
. (29)

It is stressed that the bound α = Im(z) in (26) is governed by the imaginary part of z in M0(z)
only and thus is independent of the complex number z in V(x, z), hence there is a possibility to
independently consider the two complex frequencies in M0(z) and V(x, z). This remark leads to the
following result: the inverse [M0(z) + V(x, ξ)

]−1
≤ [ Im(z) ]−1 (30)

exists and is analytic with respect to both complex frequencies z and ξ in the domain Im(z)> 0 and
Im(ξ)> 0. Also, power series expansions like (C3) can be independently stated for both variables
z and ξ. This property can be transposed to the inverse of a generalized version of the Helmholtz
operator. The expression of this operator, denoted by H(z, ξ), can be obtained by replacing V(x, z) by
V(x, ξ) and then by eliminating the magnetic field H(x) in Eq. (19),

H(z, ξ)= z2ε0µ0 + zµ0ξ[ε(x, ξ) − ε0] − ∂x×∂x× . (31)
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A relation similar to (28) shows that the inverse of H(z, ξ) exists and is analytic of both complex
variables z and ξ in the domain Im(z)> 0 and Im(ξ)> 0. In addition, it is bounded by

H(z, ξ)−1 ≤
1

|z |ε0µ0Im(z)
. (32)

This extended definition of the Helmholtz operator is used in Sec. VI to analyze non-dispersive
systems.

D. Analytic properties with respect to the wavevector

In this section, it is assumed that a wavevector k can be defined, which requires for the geometry
of the system to be invariant under a group of translations. The starting point is the expression of
Maxwell’s equations (21) introduced in Sec. II C. In case the group of translations is discrete (periodic
structure), the curl operator becomes [∇ + ik]× after a Floquet-Bloch decomposition and, in case the
group of translation is continuous (homogeneous structure), the curl operator becomes ik× after a
Fourier transform. The resulting free operator introduced in (21) becomes M0(k, z), while the potential
V(x, z) is left invariant. The wavevector k can have one, two, or three components if the geometry of
the system is invariant under translations in one, two, or three dimensions, respectively. Let k′ and
k′′ be the real and imaginary parts of the wavevector, k=k′ + ik′′. Then the “imaginary” part of the
free operator M0(k, z) can be computed as follows:

M0(k, z) −M0(k, z)†

2i
=

[
Im(z) −ε−1

0 k′′×
µ−1

0 k′′× Im(z)

]
, (33)

where the symbol † indicates the adjoint. The eigenvalues of this matrix are

λ0 = Im(z) , λ± = Im(z) ± ck′′, (34)

where c is the light velocity in vacuum (1/c2 = ε0µ0), and (k′′)2
=k′′ · k′′. Consequently, this

imaginary part of the free operator is strictly positive as soon as

Im(z) > c ��k′′�� > 0. (35)

Since the imaginary part of the potential V(x, z) is also positive (25), the inverse [M0(k, z)+V(x, z)] is
well-defined and analytic in the domain Im(z)− c |k′′ | > 0 of complex frequencies z and wavevectors
k. And it is straightforward to extend this property to the inverse [M0(k, z) + V(ξ, z)] in the domain
defined by (i) Im(z)−c |k′′ | > 0 and (ii) Im(ξ)> 0. As a remark, it is stressed that the analytic property
of the inverse Helmholtz operator in the domain (35) is equivalent to the relativity requirement
stating that the electromagnetic field cannot propagate faster than the light velocity in vacuum c. This
equivalence can be shown using arguments inspired from the Paley-Wiener theorem.23

An analogous property has been used in Ref. 10 to derive new Kramers-Kronig relations for
the reflection and transmission coefficients (via Green’s function) in the case of multilayered stacks
illuminated with incident angle θ , 0. Indeed, in this situation, the square of the wavevector appears
to be k · k= (z2/c2)sin2θ, which always meets the requirement (35).

III. THE ELECTROMAGNETIC GREEN’S FUNCTION

The electromagnetic Green’s function is related to the inverse Helmholtz operator as shown by
Eq. (2). While the left side of the equation, He(z)−1S, is well-defined, there is no argument ensuring the
existence in electromagnetism of Green’s function in the right side. Indeed, the existence of Green’s
function is usually the consequence of the compact or Hilbert-Schmidt nature of the corresponding
inverse operator.22 However, this compact nature cannot be obtained in the case of electromagnetism,
even by considering the difference24 of the original inverse [M0(z) + V(x, z)]−1 with the free inverse
M0(z)−1. This lack of compactness in electromagnetism results from the presence of the “static”
modes which generate a “Dirac” singularity in Green’s function (see Ref. 25 for investigations on
the singularity). In practice, for square integrable functions φ and ψ, it is always possible to define
coefficients like 〈

φ, He(z)−1ψ
〉

e
=

∫
R3

dx φ(x)
[He(z)−1ψ

]
(x) (36)
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corresponding to ∫
R3

dx
∫
R3

dy φ(x)Ge(x, y; z)ψ(y). (37)

Here, the bar indicates the complex conjugated and the brackets 〈·, ·〉e denote the standard inner
product (36) for the solely electric fields. The functions φ andψ can be the elements of an orthonormal
basis {φp(x)} of the square integrable functions. Then, the coefficients

〈
φp, He(z)−1φq

〉
e

can be used
to define “formally”

Ge(x, y; z)=
∑
n,m

〈
φp, He(z)−1φq

〉
e
φp(x) ⊗ φq(y), (38)

where the symbol ⊗ means that the tensor product is considered. Notice that this definition is only
“formal” because there is no argument ensuring that the convergence of the sum in the case He(z)−1 is
not Hilbert-Schmidt. The functions φ andψ in (36) and (37) can be also chosen to approach the identity.
Let the function φa be defined by φa(x)= (3/4π)a−3 if |x| ≤ a and φa(x)= 0 if |x| ≥ a in order to
approach the Dirac function δ(x) when a ↓0. Then, for a small enough, φx0 (x)= φa(x−x0)≈ δ(x−x0)
and φy0

(y)= φa(y − y0)≈ δ(y − y0), and the coefficient
〈
φx0 , He(z)−1φy0

〉
e

can approach Green’s
function 〈

φx0 , He(z)−1φy0

〉
e

=

∫
R3

dx
∫
R3

dy φa(x − x0)Ge(x, y; z)φa(y − y0)

≈Ge(x0, y0; z). (39)

Here, it is stressed that nothing proves that the coefficients like (36) and (39) exist at the limit a ↓0
since the function φa is not square integrable at this limit. Thus the coefficient

〈
φx0 , He(z)−1φy0

〉
e

only allows us to address an approximation of Green’s function Ge(x0, y0; z).
According to these arguments above, it is assumed that the electromagnetic Green’s function

can be defined and that its properties can be established from the coefficients 〈φ, He(z)−1ψ〉e. Under
this assumption, all the analytic properties of He(z)−1 and H(z, ξ)−1 can be directly transposed to
coefficients 〈φ, He(z)−1ψ〉e and 〈φ, H(z, ξ)−1ψ〉e since all the arguments presented in Subsection II C
and Appendix C (C3) can be directly used with these coefficients. Hence, all the following results
established for the inverse Helmholtz operator remain true for the electromagnetic Green’s function.

The asymptotic behavior (17) and the integrable nature (18) of the permittivity can be also
transposed to the inverse Helmholtz operator and to Green’s function. This can be established for the
Helmholtz operator writing the difference

He(z)−1 − H0(z)−1 =−H0(z)−1z2µ0[ε(x, z) − ε0]He(z)−1. (40)

Then, using the bound (29) and the asymptotic behavior (17), it is obtained that

He(z)−1 − H0(z)−1 ≤
|z |→∞

‖∂t χ‖∞

|z |2 ε2
0 µ

2
0 Im(z)2

, (41)

where ‖∂t χ‖∞ is the upper bound of the function [∂t χ](x, 0+). In the case of the limit where the real
part ω of the complex frequency tends to infinity (while the imaginary part is fixed), the integrable
nature (18) of the permittivity and bound (29) implies∫

Γη

dz He(z)−1 − H0(z)−1 ≤
π

η

‖∂t χ‖∞

ε2
0 µ

2
0 η

2
. (42)

These properties and asymptotic behaviors will be used in Sec. IV to derive a version of Kramers-
Kronig relations for the inverse He(z)−1 and the electromagnetic Green’s function.

IV. KRAMERS-KRONIG RELATIONS FOR THE ELECTROMAGNETIC
GREEN’S FUNCTION

The Kramers-Kronig relations can be applied to all functions derived from a causal signal. It
is generally used in electromagnetism to analyze the permittivity, the permeability, or the optical
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index.1,3 A new version of Kramers-Kronig relations for complex frequencies, given by Eq. (10), has
recently been proposed.17,20 This version shows that the general expression of the permittivity is a
continuous superposition of elementary resonances given by the elastically bound electron model: it
extends the classical Drude-Lorentz expression1 of the permittivity and also its quantum mechanical
justification based on the electric dipole approximation.21 In particular, the continuous superposition
of resonances in (10) describes a regime with absorption, while the quantum mechanics model is
reduced to a discrete superposition of resonances without absorption.

In this section, it is proposed to obtain the version of Kramers-Kronig relations with complex
frequencies for the electromagnetic Green’s function or, equivalently, for the inverse operator He(z)−1.
The objective is to transpose all the properties of the permittivity and to make it possible to use all
the knowledge on permittivity ε(x, z) for the electromagnetic Green’s function.

The inverse operators He(z)−1 and H0(z)−1 are expected to behave similarly as the permittivities
ε(x, z) and ε0, respectively. Thus the following difference is considered:

R(z)=He(z)−1 − H0(z)−1. (43)

First, it is noticed that, as well as the inverses He(z)−1 and H0(z)−1, the adjoint operator of R(z) is[R(z)
]†
=R(−z), (44)

which is related to ε(z)= ε(z)† = ε(−z). Next, let the operator X(t) be defined by

X(t)=
∫
Γη

dz exp[−izt] R(z), (45)

where, as previously, Γη is the horizontal line parallel to the real axis at a distance η (i.e., the complex
numbers z=ω + iη with fixed imaginary part η > 0). It is stressed that this integral is well defined
since, thanks to (42), R(z) is integrable. Also, it implies that X(t) is expressed from the Fourier
transform of an integrable function, and thus X(t) is continuous of t. The integral expression of X(t)
is independent of η thanks to the analytic nature of the function under the integral. The operator X(t)
is self-adjoint since, for z=ω + iη,

X(t)† =
∫
Γη

dz exp[izt] R(−z)=
∫
Γη

dz exp[−izt] R(z), (46)

where (44) has been used and the change ω→−ω has been performed to obtain the last expression.
In addition, it can be checked that X(t) vanishes for negative times. Indeed, for t < 0, integral (45) can
be computed by closing the line Γη by a semicircle with infinite radius in the upper half plane. With
the asymptotic behavior (41), the integral on this semi-circle vanishes and, since all the functions are
analytic, it is found that X(t)= 0 if t < 0. Hence X(t)= θ(t)X(t), where θ(t) is the Heaviside function:
θ(t)= 0 for t < 0 and θ(t)= 1 for t > 0. The quantity X(t) is then analogous to the real susceptibility
χ(x, t): it is self-adjoint, symmetric, and it is associated with causality principle. And the difference
R(z) is, as expected, analogous to ε(x, z) − ε0.

Next, it is possible for Im(z)= η > 0 to express the difference R(z) as the inverse Laplace transform
of Eq. (45),

R(z)=
1

2π

∫ ∞
0

dt exp[izt]X(t). (47)

Here, the operator R(z) appears as the Laplace transform of X(t)= θ(t)X(t). It follows that R(z) can
be written as the convolution of itself with the Laplace transform of θ(t), i.e., with 1/z. Let ξ = ν + iζ
be a complex number with positive imaginary part ζ such that Im(z)= η > ζ > 0. Then, a convolution
expression of R(z) is

R(z)=−
1

2iπ

∫
Γζ

dξ
R(ξ)
z − ξ

. (48)

Notice that this expression can be also obtained using Cauchy’s integral formula. Thanks to the
analyticity with respect to the variable ξ, the integration line Γζ above can be shifted to the real
axis,

R(z)=−
1

2iπ

∫
R

dν
R(ν)
z − ν

. (49)
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Finally, using the odd or even nature of the symmetric or antisymmetric parts of R(z), expressions
similar to (10) and (12) can be established (see Appendix D). Let D(ν) be defined by

D(ν)= lim
ζ↓0

D(ν + iζ) , D(ξ)=
1

2iπ
[
ξR(ξ) − ξR(−ξ)

]
, (50)

where ξ = ν + iζ . It is the symmetric part of ξR(ξ) with respect to ν, and it is then left invariant when
ν is changed in −ν. It implies the following expressions (see Appendix D):

R(z) =−
∫
R

dν
D(ν)

z2 − ν2
Imz > 0,

zR(z) =−
∫
R

dν
D(ξ)
z − ξ

Imz > Imξ ≥ 0.

(51)

These equations define Kramers-Kronig expressions for the inverse Helmholtz operator. The first line
of the equation above implies for the coefficients,

〈
φ, He(z)−1ψ

〉
=

〈
φ, H0(z)−1ψ

〉
−

∫
R

dν

〈
φ, D(ν)ψ

〉
z2 − ν2

, (52)

and for the Green’s function,

Ge(x, y; z)=G0(x, y; z) −
∫
R

dν
ρ(x, y; ν)

z2 − ν2
, (53)

where

ρ(x, y; ν)=
νIm[Ge(x, y; ν) −G0(x, y; ν)]

π
(54)

is related to the imaginary part of the relative Green’s function [modulo of the free Green’s function
G0(x, y; ν)]. It is stressed that the quantity ρ(x, y; ν) is closely related to the local density of states,
which is proportional to the trace of ρ(x, x; ν) [modulo of the density of states in vacuum].

V. EIGENMODES EXPANSION OF THE GREEN’S FUNCTION

The Kramers-Kronig relations obtained in Sec. IV can be exploited to extend to open systems
the classical eigenmodes expansion of Green’s function11 in a closed cavity. This extension to open
systems uses a development of the inverse Helmholtz operator and Green’s function on the leaky
or quasinormal modes.12–16 Indeed, the Kramers-Kronig relations provide integral expressions like
(48) and (51), which can be used in the most general situations (including open systems) where the
causality principle applies with frequency dispersion and absorption.

The idea to exploit is to deform the integration line Γζ (which can be the real axis R) in (48) and
(51). . . in order to obtain an expression of the inverse Helmholtz operator and of Green’s function
reduced to a sum of isolated quasinormal modes (see Fig. 1). This technique is illustrated in a simple
situation in Subsections V A and V B.

FIG. 1. The original integration contour Γ ζ in red is the Kramers-Kronig expression (48) of the inverse R(z). After defor-
mation, this contour becomes the blue path C and the blue circles around the isolated resonances (black crosses) of the
system.
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A. Green’s function of a dispersive and absorptive homogeneous layer

The one-dimensional scalar Helmholtz equation is considered,[He(z)E
]
(x, z)= z2ε(x, z)µ0E(x, z) +

d2E

dx2
(x, z), (55)

where x is the space variable in R. This equation can describe a system made of the scalar field
amplitude E(x, z) and of a dispersive and absorptive homogeneous layer in vacuum (see Fig. 2). The
permittivity ε(x, z) is defined as

x> d : ε(x, z)= ε0,

d > x>−d : ε(x, z)= ε0ε1(z),

−d > x : ε(x, z)= ε0.

(56)

It is assumed that the relative permittivity ε1(z) is well described by a finite sum of Drude-Lorentz
resonances

ε1(z)= 1 −
N∑

n=0

σn

z2 + iγnz − ω2
n

, (57)

where σn, γn, and ωn are real and positive parameters. Let Ge(x, y; z) be the total Green’s function
associated with the Helmholtz equation (55). The expression of its free part G0(x − y; z), defined
taking ε(x, z)= ε0 in (55), is proportional to

G0(x − y; z)∝ exp[iz |x − y|/c]. (58)

Without loss of generality, the point source in Green’s function is fixed at y> d as shown in Fig. 2.
Then, the part of Green’s function diffracted by the layer, denoted by G1(x, y; z), is given (outside
the layer) by

x> d : G1(x, y; z)= exp[izy/c] r(z) exp[izx/c],

−d > x : G1(x, y; z)= exp[izy/c] t(z) exp[−izx/c],
(59)

where r(z) and t(z) are the reflection and transmission coefficients (see Fig. 2). The expressions of
these coefficients are26,27

r(z)=
r0(z) {1 − exp[4iz

√
ε1(z) d/c] }

1 − r0(z)2 exp[4iz
√
ε1(z) d/c]

exp[−2izd/c] ,

t(z)=
[1 − r0(z)]2 exp[2iz

√
ε1(z) d/c]

1 − r0(z)2 exp[4iz
√
ε1(z) d/c]

exp[−2izd/c],

(60)

where

r0(z)=
1 −
√
ε1(z)

1 +
√
ε1(z)

(61)

FIG. 2. The considered dispersive and absorptive homogeneous layer of thickness 2d. The point source in Green’s function
is located at y> d.
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is the reflection coefficient at the interface separating the vacuum from the dielectric of relative
permittivity ε1(z).

A remarkable property is that the coefficients r(z) and t(z) are even functions of the square root
√
ε1(z), as shown in Refs. 26 and 27. This implies that the set of singularities in r(z) and t(z) reduces

to isolated poles, leading to the absence of branch points and branch cuts (with respect to the complex
frequency z) in the function G1(x, y; z). It is stressed that the expression of the function G1(x, y; z)
inside the homogeneous layer is also free from branch cuts, and thus the following statements remain
valid for Green’s function in the whole space of (x, y).

B. Eigenmodes expansion of Green’s function

The starting point is the integral expression of the function G1(x, y; z) derived from the Kramers-
Kronig equation (48),

G1(x, y; z)=−
1

2iπ

∫
Γζ

dξ
G1(x, y; ξ)

z − ξ
. (62)

Let zp be the poles of the reflection and transmission coefficients, and r(p) and t(p) be the associated
residues (see Appendix E)

r(p) = lim
z→zp

(z − zp) r(z)=±ic/(4d),

t(p) = lim
z→zp

(z − zp) t(z)=∓ic/(4d).
(63)

These poles can be estimated theoretically in the present case of the dispersive layer.27 In more
complex situations, numerical methods can be used to compute these poles,28,29 with the possibility
to implement linearization techniques of the frequency dispersion.30,31 The residues G(p)

1 (x, y) of
Green’s function G1(x, y; z), corresponding to the poles zp, are given by

x> d : G(p)
1 (x, y)= exp[izpy/c] r(p) exp[izpx/c],

−d > x : G(p)
1 (x, y)= exp[izpy/c] t(p) exp[−izpx/c].

(64)

As shown on Fig. 1, the integration line Γζ in (62) can be deformed in a path C in the lower half
plane, below the set of isolated poles, which reveals the contributions of the poles zp in the expression
of G1,

G1(x, y; z)=
∑

p

G(p)
1 (x, y)

z − zp
+

1
2iπ

∫
C

dξ
G1(x, y; ξ)

z − ξ
. (65)

At this stage, in order to obtain an expansion on the solely modes associated with the poles zp, it is
enough to show that the resulting integration over the path C vanishes. However, a severe difficulty
appears in this situation with the exponentially growing nature of Green’s function G1(x, y; ξ) when
the complex frequency ξ has negative imaginary part. A solution is to introduce perfectly matched
layers13,14,32 in order to damp this exponential growth and to allow the analytic continuation of
Green’s function for ξ with a negative imaginary part on the path C. These perfectly matched layers
can be defined by the dilation of coordinates

x−→ xα = αx , y−→ yα = αy, (66)

where α takes complex values. Hence the following Green’s function is introduced:

G1(x, y; ξ)−→Gα(x, y; ξ)=G1(αx, αy; ξ). (67)

Then, for dilation coefficient α with a positive imaginary part (or a positive argument), the expo-
nential functions in (59) become exp[iαξy/c] and exp[±iαξx/c] and they decay with respect to
the space variable. Finally, the behaviour of the coefficients r(ξ) and t(ξ) in the expression of
G1(x, y; ξ) is analyzed in Appendix E. This analysis shows that, except in a strip around the curve
Im(ξ)=−(c/d) ln[Re(ξ)] in which the poles zp are located, the coefficients r(ξ) and t(ξ) tend to 0
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or are bounded when the frequency ξ tends to infinity. Let ξ = |ξ |eiφ; the integral in (65) can be
written as ∫

C
dξ

G1(x, y; ξ)
z − ξ

=

∫ 2π

π

dφ iξ
G1(x, y; ξ)

z − ξ

≈
|ξ |→∞

−i
∫ 2π

π

dφG1(x, y; ξ).

(68)

First, the following part of the integral is considered:

Iδ =
∫ π+δ

π

dφG1(x, y; ξ) +
∫ 2π

2π−δ
dφG1(x, y; ξ). (69)

The contribution of the strip around the poles (see Appendix E) is the discrete sum in expression (65).
Outside this strip, the coefficients r(ξ) and t(ξ) are bounded and thus also the function G1(x, y; ξ).
Hence the integral Iδ can be made arbitrarily small for δ small enough. In the second part of the
integral ∫ 2π−δ

π+δ
dφG1(x, y; ξ), (70)

the reflection and transmission coefficients tend to zero and decrease like

r(ξ) ∼
|ξ |→∞

|ξ |2 exp[−2|ξ sin(φ)|d/c],

t(ξ) ∼
|ξ |→∞

|ξ |4 exp[−4|ξ sin(φ)|d/c].
(71)

The modulus |ξ | can be chosen large enough to make this second part (70) of the integral arbitrarily
small. It has been shown that integral (68) tends to zero when the path C is a semicircle with infinite
radius, and thus expression (65) becomes

G1(x, y; z)=
∑

p

G(p)
1 (x, y)

z − zp
, (72)

which shows that the one-dimensional Green’s function can be expanded on the quasinormal
modes.

Notice that no justification has been provided to show the convergence of the expansion above on
the quasinormal modes. This can be made using classical perfectly matched layers like (66). Indeed,
the phase of the poles zp tends to zero when p goes to infinity and it is enough for α to have a positive
imaginary part (or a positive argument) to make the imaginary part of product αzp positive. The
convergence of the series

Gα(x, y; z)=G1(αx, αy; z)=
∑

p

G(p)
1 (αx, αy)

z − zp
(73)

is ensured since the coefficients G(p)
1 (αx, αy) have exponential decay for p large enough.

VI. ANALYTIC PROPERTIES IN NON-DISPERSIVE SYSTEMS

In non-dispersive systems, the dielectric permittivity is independent of the frequency. Here, it is
assumed that the dielectric constant is given by expression (10) of permittivity where the frequency
has been fixed to the real value z=ω0,

ε(x,ω0)= ε0 −

∫
R

dν
σ(x, ν)

ω2
0 − ν

2
. (74)

The Helmholtz operator for the corresponding non-dispersive system is[Hd(z)E]
(x)= z2ε(x,ω0)µ0E(x) − ∂x×∂x×E(x). (75)

In this paper, it is proposed to exploit the new degree of freedom offered by the second
complex frequency ξ in H(z, ξ) [see Sec. II C and Eq. (32)] to analyze the analytic properties
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of the non-dispersive Helmholtz operator Hd(z). The identification of Hd(z) with expression (30)
leads to

z[ε(x,ω0) − ε0]= ξ[ε(x, ξ) − ε0]. (76)

The permittivities are replaced by their Kramers-Kronig expressions (74) and (12), which provides
the following condition:

z
∫
R

dν
σ(x, ν)

ω2
0 − ν

2
=

∫
R

dν
σ(x, ν)
ξ − ν

. (77)

A sufficient condition to ensure this equation is

z(ξ − ν)=ω2
0 − ν

2⇐⇒ ξ = ν +
ω2

0 − ν
2

z
. (78)

In that case, the imaginary part of ξ is related to the one of z according to

Im(ξ)= Im(z)
ν2 − ω2

0

|z |2
. (79)

In order to preserve the analytic properties of the inverse Helmholtz operator, it is necessary to have
Im(ξ) ≥ 0. Since Im(z)> 0, it is found that the difference ν2 − ω2

0 has to be positive. This condition
is realized if the function σ(x, ν) vanishes for frequency ν smaller than a frequency ν0 >ω0. The
resulting dielectric constant is given by

ε(x,ω0)= ε0 +
∫
|ν | ≥ν0

dν
σ(x, ν)

ν2 − ω2
0

. (80)

The function under the integral is strictly positive and purely real. Thus the dielectric constant ε(x,ω0)
is real, positive, and takes values greater than ε0: it describes a transparent dielectric. Notice that this
can be established directly from Eq. (75) with ε(x,ω0)> 0. However, the present method, leading to
the condition ε(x,ω0)> ε0, is more restrictive since it also contains a causality requirement for the
permittivity, as shown hereafter.

It has been established that the analytic properties of the inverse Helmoltz operator can be
preserved in non-dispersive systems if the permittivity is the one of transparent dielectric. This
analyticity property implies that such non-dispersive systems are physically acceptable. Indeed, it
can be checked that the causality principle is preserved for the solution E(x, t) of Maxwell’s equation.
Let J(x, t) be a current source switched on at t = 0, and hence J(x, t)= 0 for t < 0. Then, after the
frequency decomposition, the current source

J(x, z)=
∫ ∞

0
dt exp[izt] J(x, t) (81)

is an analytic function in the upper half plane of the complex frequencies z. The time dependent
electric field is given by

E(x, t)=
1

2π

∫
Γ

dz exp[−izt]He(z)−1(izµ0) J(x, z), (82)

where Γ is an horizontal line, parallel to the real axis, in the upper half plane. For negative time t,
the integral can be computed by closing the line Γ by a semicircle with infinite radius in the upper
half plane. Since all the functions are analytic, it is found that the electric field vanishes for negative
times: E(x, t)= 0 if t < 0. Hence, the causality principle is preserved.

In addition, it can be checked that the light velocity v is always smaller than the one in vacuum
c since the dielectric constant takes values larger than ε0,

v= 1√
ε(x ,ω0)µ0

≤ c=
1

√
ε0µ0

. (83)

Notice that if the analyticity property is derived directly from Eq. (75), then the situation ε0

> ε(x,ω0)> 0 can occur, which is not physically acceptable: it is in contradiction with the causality
requirement for the permittivity and with a light velocity below the one in vacuum c.
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Finally, it is stressed that expression (80), obtained for the permittivity and derived from Eq. (76),
is merely a sufficient condition which might be too strong. This condition means that a physically
acceptable description of a metallic behaviour with ε(x,ω0)< 0, ultra-refraction with ε(x,ω0)< ε0

or absorptive materials, must include frequency dispersion.

VII. CONCLUSION

Analytic properties of the inverse Helmholtz operator and the electromagnetic Green’s function
have been established. These properties follow the causality principle and the passivity requirement
in frequency dispersive and absorptive media. Notably, the general inverse Helmholtz operator has
been shown to be analytic in the domain Im(z) − c |k′′ | > 0 of complex frequencies z and complex
wavevectors k=k′ + ik′′ (Sec. II D). Moreover, it has been shown that an additional degree of
freedom (the second frequency ξ) can be introduced in the inverse Helmholtz operator, which remains
analytic as soon as Im(ξ) ≥ 0 (Sec. II C). This additional frequency has been then exploited to
retrieve that causal systems with non-dispersive permittivity must have purely real dielectric constant
taking values above the vacuum permittivity ε0 (Sec. VI). Finally, Kramers-Kronig expressions
have been established for the inverse Helmholtz operator and the electromagnetic Green’s function
(Sec. IV). These Kramers-Kronig expressions can be used as a starting point to extend the well-known
eigenmodes expansion of Green’s function in the case of a closed cavity.11 In particular, it has been
shown in the situation of a single dispersive layer that Green’s function can be developed on the
quasinormal modes,12–14 which confirms previous results in the literature.15,16

The results established in this paper may be used to calculate time-dependent electromagnetic
fields5,6 and to obtain rigorous expansion on quasinormal modes12–16 in dispersive and absorptive
open systems.

All these results can be extended to magneto-electric materials.19 Indeed, in that case, it is enough
to add the permeability µ(x, z) in the expression of the matrix V(x, z),

V(x, z)=

[
z[ε(x, z) − ε0] 0
0 z[µ(x, z) − µ0]

]
, (84)

and then to apply the arguments proposed in this paper. Also, the analytic properties with respect
to the wavevector can be used to extend the Kramers-Kronig expressions (like in Sec. IV) to spatial
dispersion.
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APPENDIX A: BEHAVIOR OF THE PERMITTIVITY AT |z| →∞

According to estimate (17), let C(z) be defined by

C(z)= z2[ε(x, z) − ε0] + [∂t χ](x, 0+), (A1)

so that (17) becomes equivalent to C(z)→ 0 at the limit |z | →∞. The function C(z) is expressed using
the Kramers-Kronig relation (10) and the sum rule (16),

C(z)=−
∫
R

dν σ(x, ν)
ν2

z2 − ν2
. (A2)

The integral is split into two parts as follows: C
�

(z) for |ν | < V and C+(z) for |ν | > V . Let z be written
as z= |z | exp[iφ], then it is obtained that |z2 − ν2 | ≥ ν2sin2φ, and the coefficient C+(z),

��C+(z)�� ≤
1

sin2φ

∫
|ν |>V

dν σ(x, ν), (A3)
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can be made arbitrarily small for V large enough sinceσ(x, ν). Notice that this first step is independent
of the modulus of z. Next, the modulus of |z| is taken larger than V, and the second part of the integral
is bounded by

��C−(z)�� ≤
V2

|z |2 − V2

∫
|ν |>V

dν σ(x, ν), (A4)

which can be made arbitrarily small for |z| large enough. Hence the asymptotic behavior (17) is
valid.

APPENDIX B: THE PERMITTIVITY ε(x, z) AS AN INTEGRABLE FUNCTION
OF THE REAL PART ω OF z

The integral in (18) is expressed using the Kramers-Kronig relation (10),∫
R

dω ��ε(x, z) − ε0�� =
∫
R

dω
�����

∫
R

dν
σ(x, ν)

z2 − ν2

�����
≤

∫
R

dω
∫
R

dν
σ(x, ν)

|z − ν | |z + ν |
. (B1)

Using that |a|2 + |b|2 ≥ 2|a| |b|, it is found that the last integral is bounded by

1
2

∫
R

dω
∫
R

dν σ(x, ν)

[
1

|z − ν |2
+

1

|z + ν |2

]

=

∫
R

dν σ(x, ν)
∫
R

dω
1

|z − ν |2
. (B2)

The last integral over the variable ω can be calculated by closing the real line R by a semi-circle,∫
R

dω
1

(ω − ν)2 + η2
=
π

η
. (B3)

Hence it is obtained that ∫
R

dω ��ε(x, z) − ε0�� ≤
π

η

∫
R

dν σ(x, ν) (B4)

which, combined with the sum rule (16), leads to (18).

APPENDIX C: THE ANALYTICITY PROPERTY OF THE INVERSE
HELMHOLTZ OPERATOR

In this section, the analyticity property of the inverse Helmholtz operator is shown using the
first resolvent formula.22 Denoting M(z)=M0(z) + V(x, z), the difference of the inverses at z and
z0 is

M(z)−1 −M(z0)−1 =M(z)−1(z0 − z)A M(z0)−1, (C1)

where, using expression (12) for V(x, z),

A=
[

1 + m 0
0 1

]
, m= ε−1

0

∫
R

dν
σ(x, ν)

(z − ν)(z0 − ν)
. (C2)

The operator A is bounded thanks to condition (16), and M(z0)−1 is bounded by 1/Im(z0). The identity
(C1) implies

M(z)−1 =M(z0)−1
[
1 − (z0 − z)AM(z0)−1]−1

=M(z0)−1
{
1 +

∑
p

(z0 − z)p
[
AM(z0)−1]p}

. (C3)

The last series converges in norm provided |z� z0| is smaller than the inverse of the norm of [AM(z0)−1].
This power series expansion shows that the inverse [M0(z) + V(x, z)]−1 is an analytic function if
Im(z0)> 0.
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APPENDIX D: KRAMERS-KRONIG RELATIONS FOR THE INVERSE
HELMHOLTZ OPERATOR

The starting point is expression (47) of R(z) as the inverse Laplace transform of Eq. (45). Using
integration by parts, this expression becomes

R(z)=−
1

2π

∫ ∞
0

dt
exp[izt]

iz
∂tX(t) (D1)

since the values at the bounds vanish [X(t) is continuous and vanishes at t = 0]. Let ξ = ν + iζ
be a complex number with positive imaginary part such that Im(z)= η > ζ > 0. Then, Eq. (D1)
implies

iξR(ξ) =−
1

2π

∫ ∞
0

dt exp[iξt]∂tX(t) (D2)

and the self-adjoint part is

iξR(ξ) − iξR(ξ)† =−
1

2π

∫ ∞
0

dt exp[−ζ t] 2 cos[νt]∂tX(t)

=−
1

2π

∫
R
dt exp[iνt] exp[−ζ |t |]

{
∂tX(t) + ∂tX(−t)

}
. (D3)

The inverse Fourier transform is used: for t > 0,

1
2π
∂tX(t)= θ(t)

∫
Γζ

dξ exp[−iξt]
ξR(ξ) − ξR(ξ)†

2iπ
. (D4)

Injecting this expression in (D1) yields

R(z)=−
∫ ∞

0
dt

exp[izt]
iz

∫
Γζ

dξ exp[−iξt]
ξR(ξ) − ξR(ξ)†

2iπ
. (D5)

Next, by analogy with the function σ(x, ν) defined by (11), the following quantity is considered:

D(ξ)=
1

2iπ
[
ξR(ξ) − ξR(−ξ)

]
, (D6)

which is self-adjoint [but, contrary to σ(x, ν), it is not positive since it is the difference of the one in
the media minus the one in vacuum]. The integral over the time in (D5) is performed,

R(z) =−
∫
Γζ

dξ
1
iz
−1

i(z − ξ)
D(ξ)

=−

∫
Γζ

dξ
D(ξ)

z2 − ξ2

z + ξ
z

.

(D7)

The integral over ν in (D4) and above is independent of the imaginary part ζ of ξ. Hence the integral
in (D4) and above can be considered in the limit ζ ↓0. Let D(ν) be defined by

D(ν)= lim
ζ↓0

D(ν + iζ), (D8)

and it is left invariant when ν is changed in−ν [as well as in D(ξ)]. It implies the following expressions:

R(z) =−
∫
R

dν
D(ν)

z2 − ν2
Imz > 0 ,

zR(z) =−
∫
Γζ

dξ
D(ξ)
z − ξ

Imz > Imξ ≥ 0.

(D9)

These equations define Kramers-Kronig expressions for the inverse Helmholtz operator.
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APPENDIX E: BEHAVIOUR OF REFLECTION AND TRANSMISSION COEFFICIENTS
AT LARGE FREQUENCY

According to expressions (60), the poles zp of the coefficients r(z) and t(z) are given by

r0(z)−1 =± exp[2iz
√
ε1(z) d/c]. (E1)

At large frequency modulus, the following estimates hold:

ε(z)≈ 1 −
σ

z2
, r0(z)≈

σ

4z2
, σ =

N∑
n=0

σn. (E2)

Assuming that the poles have real part much larger than their imaginary part, the poles are located
approximately on the curve

ln
4z2

σ
≈ ln

4[Re(z)]2

σ
≈−

2d
c

Im(z). (E3)

On this curve, the coefficient r0(z) is almost real and Eq. (E3) implies that the real part of the poles
is close to 2Re(zp)d/c= pπ with p integer. Hence the expression of the poles zp for p in Z is

Re(zp)≈
pπc
2d

, Im(zp)=−
c
d

ln
2Re(zp)
√
σ

. (E4)

The residues of the coefficients r(z) and t(z) can be estimated from (60),

r(z) ≈
z→zp

±ic/(4d)
(z − zp)

, t(z) ≈
z→zp

∓ic/(4d)
(z − zp)

. (E5)

Outside a strip around the curve (E3) on which the poles are located, the behaviour of r(z) and t(z)
can be evaluated on the curves Cβ with | β | , 1 and defined by

r0(zβ)= β exp[−2izβ
√
ε1(zβ) d/c], (E6)

where

r(zβ) −→
|zβ |→∞

β

1 − β2
, t(zβ) −→

|zβ |→∞

1

1 − β2
. (E7)

The case where 1> | β | ≥ 0 corresponds to the domain delimited by the pole curve (E3) and the real
axis. And the limit β→ 0 in (E7) provides the same result than the limit

r(z) −→
Re(z)→∞

0 , t(z) −→
Re(z)→∞

1. (E8)

As to the limit β→∞ in (E7), it provides the same result than the limit |z | →∞ when the phase φ is
fixed in z= |z |eiφ ,

r(z) −→
|z |→∞

0 , t(z) −→
|z |→∞

0. (E9)
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