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Abstract—In this study, we propose a method for texture
image labeling that works with a small number of training
images. Our method is based on a tree of shapes and histogram
features computed on the tree structure. Labeling results could
be obtained by simply classifying the histogram features of all
nodes in a tree of shapes. However, it is difficult to obtain
satisfactory results because features of smaller nodes are not
sufficiently discriminative. Consequently, our method selects
optimal discriminative subtrees for image labeling. We model
an objective function that includes the parameters of a classifier
and a set of thresholds for each training image to be used to
select optimal subtrees. Then, labeling is performed by mapping
the classification results of selected subtrees into corresponding
blobs in the image. Experimental results with synthetic and real
datasets that we created for evaluation show that the proposed
method performs qualitatively and quantitatively much better
than the existing methods.

Index Terms—Image labeling, Texture analysis, Tree of shapes,
Histogram features, Mathematical morphology

I. INTRODUCTION

TEXTURE is one of the most important cues for image

understanding. A number of texture descriptors, such

as wavelet transforms [1], [2], local binary patterns (LBPs)

[3], Gabor [4], [5], and textons [6], have been proposed to

model texture in images, and image labeling and segmentation

methods using such texture descriptors have been proposed.

One of the limitations of these texture descriptors is the

difficulty of representing a wide variety of changes in texture

appearance. More specifically, texture appearance changes in

geometry, scale, and contrast. Therefore, learning-based image

segmentation methods must have a large number of training

images with ground truth segmentation labels to be able to

adapt to the texture variations. However, these methods are not

applicable to cases with a small number of training images.

In this study, we propose a method for texture image

segmentation that works with a small number of training

images. In some cases, such as segmentation of natural images,

we might be able to collect and use a large number of training

images, whereas in other cases, such as in medical image
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analysis, collecting data and creating ground truth labels are

very expensive and difficult.

There has been a promising attempt to deal with geometrical

and contrast changes in texture. Xia et al. [7] have proposed

a texture descriptor, shape-based invariant texture analysis

(SITA), for a texture image classification task based on the tree

of shapes [8], [9]. In the field of mathematical morphology, a

hierarchical representation, the morphological tree, is popular,

and a number of hierarchical trees, such as min/max trees [10],

[11], binary partition trees [12], minimum spanning forests

[13], the tree of shapes [8], [9], and color tree of shapes [14],

have been proposed. Morphological trees have been applied to,

for example, biomedical imaging [15], [16], [17]. Xia et al.

[7] focused on the natural scale-space structure and invariance

of contrast change in the tree of shapes and proposed the

SITA descriptor based on the tree of shapes (details are

described in Section III-B). To the best of our knowledge,

this was the first attempt to create texture descriptors from

the tree of shapes. A SITA feature is a histogram of texture

features aggregated from all of the nodes in a tree, with

the root node of the tree representing the SITA feature of

the image. It can be noted that a node corresponds to a

part (or a region or blob) of the image, whereas the root

represents the entire image. A parent node corresponds to a

blob that contains blobs of children nodes. This constitutes a

hierarchical structure of the image, which is called the tree of

shapes. Xia et al. [7] show through their experimental results

that this hierarchical structure renders SITA features invariant

to local geometric, scale, and radiometric changes, with good

performance in image classification and retrieval problems.

Other texture descriptors based on the tree of shapes have

also been proposed. Liu et al. [18] introduced a bag-of-words

model of the branches in a tree of shapes and represented the

co-occurrence patterns of shapes. He et al. [19] adopted the

basic idea of LBPs to propose a texture descriptor. However,

these methods handle only texture patch classification and

retrieval tasks, and no work has been performed on handling

multiple textures in a single image for texture segmentation.

Inspired by the invariance property of SITA, in this study,

we propose a novel segmentation method for texture images
1. An overview of the proposed method is shown in Figure

1. The idea of our method is to adopt SITA, but to use it

for segmentation of an image rather than for classification of

images. In the original work on SITA [7], a SITA feature

1A conference version of this paper was presented [20]. This paper
extends that version with the extension of the objective function, effective
optimization, and more quantitative evaluations with different datasets.
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Fig. 1. Overview of the proposed method.

is computed for a classification task at the root of the tree

of an image. Here, for a segmentation task, we compute the

SITA features at all of the nodes in the tree and classify every

node to predict labels of pixels corresponding to the nodes.

In other words, we compute SITA features at root nodes of

all of the subtrees of the original tree. This simple concept

is rather straightforward but has a problem of instability

for histogram feature computation. If we compute a SITA

feature at the root of a small subtree, for example, near the

leaf nodes of the original tree, then the resulting histogram

(i.e., the SITA feature) is less stable and discriminative for

classification because the small subtree has a small number

of nodes available for SITA histogram computation. For this

reason, we propose to find subtrees that are sufficiently stable

and discriminative for classification by jointly estimating the

sizes of subtrees and training a classifier in the training stage.

At the labeling stage, given a test image, we estimate (again

simultaneously) the sizes and labels of the subtrees of the tree

of the test image.

The contribution of our work is two-fold. First, we propose

a novel image segmentation framework based on the tree of

shapes that makes our method robust to changes in texture

appearance. Second, our method works on a small dataset of

training images. We use the SITA features of many nodes from

an image instead of a single SITA feature at the root node

per image. Therefore, our method learns sufficient features to

be discriminative for training, whereas the number of training

images can still be small (details are described in Section V).

The remainder of the study is organized as follows. Section

II reviews related work on texture analysis and image labeling.

In Section III, we briefly introduce the basic notions and

definitions of the tree of shapes and SITA. Then, in Section

IV, we describe the details of the proposed texture image

segmentation method. Experimental results with a synthetic

texture image dataset and a real image dataset and discussion

of those results are provided in Section V. We conclude the

study in Section VI.

II. RELATED WORK

Texture image labeling (or segmentation) is a well-studied

task in the field of computer vision, medical imaging [21],

[22], [23], and synthetic aperture radar (SAR) image process-

ing [24], [25], and a number of methods for performing that

task have been proposed. One popular approach uses Markov

random fields (MRFs). For modeling spatial consistency, an

MRF comprises unary data terms of individual pixels (patches,

sometimes super pixels) and pairwise terms between neigh-

bors. The accuracy of MRFs highly depends on the unary

term, for which various texture descriptors are used. A number

of unsupervised texture image segmentation methods based

on MRF have been proposed [26], [27], [28], but we focus

here on supervised texture image segmentation methods using

MRFs. One of the supervised MRF approaches was proposed

by Hirakawa et al. [29]. They proposed a patch-based method

that uses a posterior probability obtained from a support vector

machine (SVM) with bag-of-visual words (BoVW) histograms

using more than 1,000 labeled patches for training.

Another popular approach uses conditional random fields

(CRFs); MRF is a generative model, whereas CRF is a

discriminative model. CRF has a structural-learning property

and can train the spatial structures of labels. Shotton et al.

[30], [31] proposed TextonBoost for object segmentation. They

introduced a novel texture descriptor, the texture-layout filter,

into the CRF framework. For evaluation, they used the MSRC-

21 dataset and 271 images [31] for training. Bertelli et al.

[32] adopted a kernel-structured SVM for object segmentation.
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They introduced a pairwise term to a structured SVM that is

the same as the CRF framework. Their method was evaluated

via 3-fold cross validation with three datasets [33], [34]. For

each trial, 400, 218, and 56 images for the three datasets,

respectively, are used for training. A fully connected CRF has

been proposed [35] that uses a mean field approximation with

a linear combination of Gaussian kernels for a pairwise edge

potential for efficient inference. In their experiment, they used

approximately 270 images on the MSRC-21 [31] dataset and

770 images on the PASCAL Visual Object Classes (PASCAL

VOC) dataset [36] for training.

Recently, convolutional neural networks (CNNs) have been

proposed for computer vision tasks that include image label-

ing. Farabet et al. [37] proposed a labeling method for scene

parsing. Their approach assigns estimated labels to pixels

and then refines the results using superpixels, CRFs, and

optimal-purity covers on a segmentation tree. Long et al. [38]

used a fully convolutional network trained in an end-to-end

manner. These two methods use the SIFT flow dataset [39] for

evaluation, with 2,488 images used for training and 280 images

used for testing. Other methods have also been proposed [40],

[41], [42] using hundreds of images for training. Consequently,

these CNN-based approaches have shown good performance,

as long as large numbers of training images are available. It

would be difficult to achieve good performance for smaller

datasets.

In contrast to the methods above, our proposed method

works effectively with a small number of training images. In

this study, we show a comparison of the proposed method

with these related approaches using a small dataset of texture

image segmentations.

III. TREE OF SHAPES AND SITA

Herein, we briefly describe the definition of tree of shapes

and the SITA histogram feature.

A. Tree of shapes

A tree of shapes [8], [9] is an efficient image representation

in a self-dual form. Given an image u : R2 → R, the upper

and lower level sets of u are defined for λ ∈ R as follows:

χλ(u) = {x ∈ R
2|u(x) ≥ λ} (1)

χλ(u) = {x ∈ R
2|u(x) < λ}. (2)

From these level sets, we can obtain tree structures T≥(u)
and T<(u) that comprise connected components of upper- and

lower-level sets as follows:

T≥(u) = {Γ | Γ ∈ CC(χλ(u)), ∀λ} (3)

T<(u) = {Γ | Γ ∈ CC(χ
λ(u)), ∀λ}, (4)

where CC is an operator giving a set of connected components.

Furthermore, we define a set of upper shapes S≥(u) and

lower shapes S<(u). These sets are obtained by the cavity

filling (saturation) of components of T≥(u) and T<(u). A tree

of shapes of u is defined as the set of all shapes defined as

G(u) = S≥(u) ∪ S<(u).

Fig. 2. Example of a synthetic image (left) and corresponding tree of shapes
(right). Alphabet letters denote the correspondence between blobs and tree
nodes, and numbers denote gray levels. Inequality signs, i.e., < and >, denote
dark and bright nodes, respectively.

As a consequence of the nesting property of level sets, the

tree of shapes forms a hierarchical structure. Figure 2 shows

an example of a tree of shapes. Let T = {V,E} be a tree of

shapes, where V = {vj} is a set of nodes and E = {(vj , vk)}
is a set of edges. Let sj be a blob in u corresponding to vj ,

and let aj be the area (the number of pixels) of sj . The area

of an image u is denoted as A. We define parent and children

nodes of vj as

Pa(vj) = {vk|(vj , vk) ∈ E, aj < ak} (5)

Ch(vj) = {vk|(vj , vk) ∈ E, aj > ak}, (6)

respectively, and we similarly define Pa(sj) and Ch(sj).
Note that we use blob sj and node vj interchangeably in the

following discussion.

B. SITA

Xia et al. [7] proposed SITA, a texture descriptor based

on the tree of shapes. It comprises four features of blobs

corresponding to nodes. For more details on SITA, we refer

the interested reader to [7].

The first two features of SITA are elongation

ǫ(sj) =
λ2j

λ1j
(7)

and compactness

κ(sj) =
1

4π
√

λ1jλ2j

, (8)

where λ1j , λ2j , (λ1j ≥ λ2j) are major and minor axes of blob

sj approximated to ellipse. The third feature is the scale ratio

α(sj) defined by

α(sj) =
µ(sj)

∑

sk∈
⋃

M PaM (sj)
µ(sk)/M

, (9)

where Pa
M (sj) is the M th ancestor blob and µ(sj) is area

of sj . This is the ratio of blob sizes between sj and the

ancestor blobs. In accordance with [7], we set M = 3 in our

experiments. The fourth feature comprises normalized gray

values, {γ(x)}, computed for each pixel x ∈ sj as follows:

γ(x) =
u(x)−mj(x)

σj(x)
, (10)
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where mj(x) and σ2
j(x) are the mean and variance of u(x) over

sj(x), respectively.

Then, the computed four texture features are used for

histogram feature computation with respect to dark and bright

nodes. Here, let ν(sj) be the gray level of blob sj defined as

follows:

ν(sj) =
1

µ(sj)− µ(Ch(sj))

∑

x∈sj/Ch(sj)

u(x). (11)

A blob is defined as dark if ν(sj) ≤ ν(Pa(sj)) and as bright

otherwise. The root node is simply defined as dark. For all dark

nodes, we compute three histograms of the first three texture

features, i.e., ǫ(sj), κ(sj), and α(sj), and we do the same

for all bright nodes. For all nodes, we compute a histogram

of {γ(x)}. Consequently, we obtain seven histograms2. These

seven histograms are concatenated into a single one, which is

called a SITA feature.

C. Recursive representation of SITA

In the original study, the authors did not describe how

to compute a SITA feature. Here, we propose a recursive

procedure because of the relation to our proposed method.

The SITA computation can be performed by aggregating

histograms from leaf nodes to the root as follows. Let gj be

a concatenated histogram computed from node vj only. The

aggregated histogram h(vj) from nodes below vj in the tree

is computed recursively as

hj = gj + wagg

∑

vk∈Ch(vj)

hk, (12)

where wagg is the weight for aggregating histograms of

children nodes. Finally, the histogram hroot at the root node

vroot is normalized to have a unit L1 norm with respect to

each of the seven histograms.

IV. PROPOSED METHOD

Here, we define notions of trees of shapes for a set of

images. Let {ui}
N
i=1 be a set of images and Ai be the area of

ui. A tree of shapes of ui is defined as Ti = {Vi, Ei}, and

ni = |Vi| is the number of nodes in Ti. Each node vij ∈ Vi

has the corresponding blob sij with the area aij .

We assume that each blob is given a ground truth label

yij ∈ L for training images, where L is a set of labels (in our

case L = {−1, 1}.)
In contrast to the original SITA, we compute aggregated

histograms at every node. Let gij be a histogram computed

from node vij only. Then, the aggregated histogram hij nodes

below node vij in the tree are computed recursively as

hij = gij + wagg

∑

vik∈Ch(vij)

hik, (13)

and then normalized to have a unit L1 norm.

2In this study, we set the number of bins as 25 and the histogram range as
(0, 1) for ǫ(sj), κ(sj), and α(sj). For {γ(x)}, we set the number of bins
as 50 and the histogram range as (−25, 10). Note that we set the histogram
range for {γ(x)} experimentally.

Fig. 3. Examples of labeling results using subtrees with different node sizes.
Subtrees used for labeling are determined using an estimated threshold.

We mainly compute SITA features at root nodes of all

subtrees in the tree, whereas the original SITA features are

computed at the root node only. One of the simple ideas for

image labeling is to classify these node-wise SITA features to

obtain labels of blobs. As mentioned previously, small subtrees

are not useful for classification. Figure 3 shows examples of

unstable labeling results. Here, we set three different thresh-

olds to areas of subtree root nodes and classify SITA features

of the subtrees that are larger than the thresholds for labeling.

As shown in the figure, the results would not be satisfactory

with excessively small (or large) subtrees with an excessively

small (or large) area threshold. Based on this observation, we

assume that there exists an optimal threshold for the area (or

size) of subtrees. Furthermore, we have no reason to expect

that a single area threshold is desirable for different training

images whose texture contents might be different.

Therefore, we formulate the task as a joint optimization

problem, estimating thresholds for each training image and

training a classifier. Let θi be a threshold for ui, and let w

and b be parameters of a classifier (here, using SVMs, these

are the weight vector and the bias, respectively). We define

the objective function for ui as follows:

Ei(θi,w, b) =
1

2
‖w‖2

+
1

ni

ni
∑

j

Wijℓ
(

yij(w
Thij + b)

)

+
λ

2
θ2i .

(14)

The first term is the SVM regularizer, and in the second term,

ℓ(·) is the hinge loss function of the SVM. The third term is

the regularizer for θi, and λ is the scale parameter.

In the objective function, we introduce the sample weight

Wij for hij . In the proposed method, we use θi to threshold

smaller subtrees. In other words, we use the histograms of

subtrees larger than θi and ignore the others. This is the basic

concept, and it can be implemented by setting zero or one

as values of Wij . However, this is difficult to solve as an

optimization with gradient-based solvers. Therefore, we adopt

a sigmoid function for representing the thresholding and define

Wij as follows:

Wij = W (aij , θi) =
1

1 + e−β(aij−θi)
, (15)

where β is the gain parameter of the sigmoid.



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, JUNE 2017 5

In the training phase, we have a set of N training images

{ui}
N
i=1, and the objective function to be minimized for

training is

E(θ,w, b) =
1

N

N
∑

i

Ei(θi,w, b)

=
1

2
‖w‖2

+
1

N

N
∑

i

1

ni

ni
∑

j

W (aij , θi)ℓ
(

yij(w
Thij + b)

)

+
λ

2
‖θ‖2,

(16)

where θ = (θ1, . . . , θN )T .

A. Optimization

Given a training set of images, we estimate parameters

θ̂, ŵ, b̂ by

θ̂, ŵ, b̂ = argmin
θ,w,b

E (θ,w, b) . (17)

Since this is non-linear and non-convex, we use a block-

coordinate decent approach, that is, given initial value θ0, we

iteratively estimate, first, the classifier parameters w and b and

then the thresholds θ.

1) Classifier training: To estimate w and b, given θk−1,

we solve

wk, bk = argmin
w,b

E(θk−1,w, b). (18)

This is an SVM formulation with sample weights, which is

convex. We solve this problem using the primal solver of

LIBLINEAR [43] because dual solvers are difficult to apply

to a large number of training samples. (In our case, the SVM

is trained on approximately hundred thousand node features.)

2) Threshold estimation: To estimate θ, given wk and bk,

we solve

θk = argmin
θ

E(θ,wk, bk). (19)

This is non-convex because θ depends on histograms hij .

We solve this using Newton’s method because we confirmed

experimentally that the cost function is smooth and has a single

minimum in many cases (details are described in Section V-A),

and the Hessian is diagonal, as shown below.

The gradient is given by

∇E =

(

∂E

∂θ1
, . . . ,

∂E

∂θN

)

, (20)

where

∂E

∂θi
=

1

Nni

ni
∑

j

−βWij (1−Wij) ℓ
(

yij(w
Thij + b)

)

+ λθi.

(21)

The Hessian is

∇2E =









∂2E
∂θ2

1

0

. . .

0 ∂2E
∂θ2

N









, (22)

where

∂2E

∂θ2i
=

1

Nni

ni
∑

j

β2Wij (1−Wij) (1− 2Wij) ℓ
(

yij(w
Thij + b) + λ

)

(23)

The Hessian is diagonal because there are no cross terms in

the second order derivatives. Therefore, we can parallelize the

implementation to reduce the computation time.

3) Stopping condition: We stop the alternation when θk

converges with the termination criterion of

‖θk − θk−1‖ = ǫ. (24)

B. Labeling procedure

Typically, in the labeling phase of a test image u, we first

construct the tree of shapes of u, compute hj for every node

vj , and then conceptually classify those hj whose area aj is

larger than a threshold. However, here we choose to do this

differently because we have estimated a set of thresholds θi for

training images ui. Instead of the above approach, we propose

minimizing the objective function Eq. (14) again for the test

image as we did in the training phase.

First, we fix the classifier parameters (hence, the loss in

the objective function) and minimize the following objective

function to estimate θ̂ as follows:

E(θ,y) =

1

2
‖w‖2 +

1

n

n
∑

j

W (aj , θ)ℓ
(

yj(w
Thj + b)

)

+
λ

2
θ2,

(25)

where y = {yj}
n
j=1 is a set of labels. This is the same as with

the threshold estimation in the training phase but for only a

single test image (i.e., N = 1).

Algorithm 1 provides details of the labeling procedure. To

obtain a segmentation result, we perform the classification

procedure starting from the root node and proceeding down

to the leaf nodes. At each node nj , if aj ≥ θ̂, we classify

hj and then assign the resulting yj to all pixels in sj , even

including those that have been assigned labels by parent nodes

(i.e., overwriting labels). This downward traversal of the tree

stops once it reaches smaller nodes.

To refine the segmentation result, we apply simple morpho-

logical filtering [44] as a post process.

V. EXPERIMENTAL RESULTS

We tested the proposed method and compared it with

existing methods using synthetic and real image datasets.
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Algorithm 1 Labeling procedure

1: Input: threshold θ̂
2: Input: SVM parameters w and b
3: Input: tree of shapes T of test image u
4: Output: labeling result ul

5: initialize ul = 0

6: for node j = 1 . . . n do

7: if aj ≥ θ̂ then

8: yj ← sign(wThj + b) \\ classify a histogram.

9: else {aj < θ̂}
10: yj ← yPa(vj) \\ assign label of parent node.

11: end if

12: end for

13: ul(x) = yj(x), j(x) = argminj{aj |x ∈ sj} \\ map label

to the corresponding pixel.

14: return ul

Fig. 4. Example of a texture image sub-dataset. The upper and bottom rows
show created texture images and corresponding ground truths, respectively.
Blue and red indicate the class of each pixel.

For the experiments, we created a synthetic dataset from

the UIUC database [45], which comprises 25 various texture

classes, each of which contains 40 images of size 640 × 480

pixels. This dataset comprises seven sub-datasets. Each sub-

dataset includes five images containing one to three regions

made of two classes. Figure 4 shows an example of a created

sub-dataset containing five images and corresponding ground

truth labels. Trees of shapes of these images have sufficient

nodes, 18,855 nodes per image, on average. For each sub-

dataset, we randomly select three images for training and two

for testing. In the experiments, we set sigmoid gain β = 0.1,

initial values of thresholds to 1,000, and weight for aggregating

histogram wagg = 1.0. For quantitative evaluation, we use the

Dice coefficient [46].

We used three methods for comparison: Felsenszwalb’s

unsupervised image segmentation [47], a patch-based MRF

segmentation with SVM [29], and a fully connected CRF [35]

with TextonBoost [30], [31].

A. Energy convergence

First, we show the convergence property of our proposed

method. As mentioned previously, our method minimizes the

cost function using Newton’s method for θ and SVM training

for w, b. Here, we focus on the convergence of Newton’s

method for the nonlinear optimization of θ because SVM

training is convex and guaranteed to converge. Figure 5 shows

the cost function values over different initial values and scale

parameters λ for a training image. Note that we did not add the

regularizer of SVM, i.e., ‖w‖2, to the cost function because it

Fig. 5. Cost function over different initial values and thresholds for a training
image. The horizontal and vertical axes show the threshold and corresponding
cost function value, respectively. Different colors are used for different initial
values of θi. From top to bottom, the initial thresholds are 100, 500, 1,000,
and 5,000.

takes excessively large values that interfere with quantitatively

observing the plot. In the following figures for cost function

values, we also do not add the regularizer of SVM. As can

be observed, the cost function is not convex, but adding the

regularizer for θ renders the energy values rather convex.

Figure 6 shows the cost function values against the threshold

over different iterations, as well as for different initial values

θ0. Note that this figure shows the cost function values of a test

image in the labeling phase because in the training phase we

estimate θi separately for each training image, and it is difficult

to visualize all of them in a single plot. We observe that the

minimum of the cost function decreases, and the threshold

θi converges with different initial values. However, it should

be avoided to use a small initial value, such as θ0 = 10,

because the cost function between θ = [100, 101] looks almost

flat and non-convex and the iteration might not converge. It

would be better to use a large initial value, typically larger

than 1000. For other image datasets, initial values should also

be larger than the minimum. We may use the image size (i.e.,
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Fig. 6. Cost function values against the threshold over different iterations, starting with different initial values θ0 = 100, 500, 1000, 2000, 5000, and 10000.
The horizontal and vertical axes show the threshold and corresponding cost function value, respectively. (a – f) Convergence with different initial values
indicated as vertical green lines. Different colors are used for different iterations; the first iteration is in blue, and the final one is in red. (g) Final iterations
taken from (a) to (f), and (h) its magnified version in the range of 102 and 103.

the maximum of θ) as the initial value because as shown in

Figure 6 the cost function is convex for the large values of θ

due to the regularizer ‖θ‖2 in Eq. (16), pulling the estimated

threshold toward the optimal value. The bottom two plots show

the cost function values of the final iterations of different initial

values. The estimated thresholds θ̂i with different initial values

are close to each other, however, the number of iterations and

computation cost increase when a large initial value is used.

Therefore, using too large values are not recommended. Figure

7 shows the cost function values and estimated thresholds of

figure 6(c) to show the convergence of the entire optimization

procedure over iterations. We observe that the energy and

threshold converge appropriately.

Next, we show the cost function values with different scale

parameter values λ in Figure 8. The top-left plot λ = 10−1

indicates that the value is too large so that the cost function is

over-regularized and only the trivial estimates was obtained.

As λ getting smaller, minimum becomes prominent and the

estimated threshold shifts toward larger values. Labeling re-

sults with different λ values will be shown in Figure 11 in the

following section.

B. Labeling results on a synthetic dataset

Figures 9 show the results for a synthetic sub-dataset. In

Felzenszwalb’s segmentation, there are too many boundaries

that do not fit the ground truth label. The results of SVM-

MRF and CRF are not qualitatively and quantitatively better

than the results of the proposed method. The performances of

the MRF- and CRF-based approaches are highly dependent

on the unary term. In other words, failures by SVM and

TextonBoost have too much impact on performance. For this

kind of small dataset, MRF- and CRF-based methods are not

the best choice for achieving good performance. In contrast,

the proposed method gives reasonable labeling results and

better performance in terms of the Dice coefficient. Note

that since 42,169 nodes (or samples) are used for training,

the primal solver for SVM training is necessary. Figure 10

shows results for another sub-dataset shown in Figure 4 that

contains large geometrical, scale, and contrast changes. In this

result, three low-contrast images are used for training, and

the remaining ones are used for testing. MRF and CRF fail,

whereas the proposed method labels test images reasonably.

Figure 11 shows labeling results of the proposed method

with different scale parameter values λ. A large value of
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Fig. 7. Energies (left) and thresholds (right) at each iteration. The horizontal and vertical axes show the number of iterations and the energy (left) and
estimated threshold (right), respectively.

Fig. 8. Cost function values against the threshold over different iterations with different scale parameter values λ = 10−3, 10−4, 10−5, 10−6, 10−7, and
10−8. The horizontal and vertical axes show the threshold and corresponding cost function value, respectively. (a – f) Convergence with different scale
parameter values. The initial value θ0 = 1000 is indicated as vertical green lines. Different colors are used for different iterations; the first iteration is in
blue, and the final one is in red.

λ = 10−3 provides a small threshold value, and the boundary

between foreground and background disappear. Smaller values

λ = 10−7 and 10−8, provide larger threshold values, and

foreground objects becomes smaller. A better labeling result

can be obtained when an appropriate value of λ, in this case

10−5. The value should be tuned as the accuracy of labeling

results is sensitive to it. Results for other sub-datasets are

shown in Figure 12 to 14. In these results, MRF and CRF

provide some successful results but the proposed method is

stable and better in most of the cases.

For quantitative evaluation, we compute Dice coefficients

over different numbers of training images. In this experiment,

we used a sub-dataset containing ten images by adding five

images to the sub-dataset of Figure 4. Figure 15 shows

the box plots of Dice coefficients for different numbers of

training images. The overall Dice coefficients of MRF and

CRF are lower than those of the proposed method. Even when

nine images are used for training, the median of the Dice

coefficients of MRF and CRF are approximately 0.6. Some of

the Dice coefficients of CRF are extremely low. In contrast, the

proposed method works effectively and provides adequately

high Dice coefficients, even when only one training image

was used.

Here, we show some failure cases of the proposed method,

such as the examples shown in Figure 16. In these results,

CRF outperforms the other methods. Two textures in the sub-

dataset are of pebbles that are similar to each other, and the

SITA feature used in the proposed method is invariant to this

difference between geometrical, scale, and contrast changes.

Therefore, the subtrees cannot be classified correctly, and we
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Fig. 9. Labeling results. The Dice coefficient and number of nodes ni are shown below the images. Red and blue represent each texture class, and the black
of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−6, and the number of training samples is
42,169.

Fig. 10. Labeling results. The Dice coefficient and number of nodes ni are shown below the images. Red and blue represent each texture class, and the
black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the number of training samples
is 59,701.

obtained poor labeling results.

Figure 17 shows further results wherein all of the methods

do not work well. The possible reason for this failure is that

the number of nodes ni is relatively small compared to that

used for the successful results, such as in those in Figure 9. In

this result, we observe that the number of training samples or

nodes in the tree of shapes must be greater than at least 10,000

per image in order to obtain satisfactory labeling results.

Regarding the computational time, our Python implemen-

tation of the proposed method takes approximately 200 s for

training and approximately 30 s for labeling an image in the

above experimental condition. Although we handle more than

10,000 training samples (or nodes), our method can be trained

within a practical time.

C. Labeling results on the MSRC-21 dataset

Hereafter, we show labeling results on the MSRC-21 dataset

[31]. This dataset consists of 591 images with ground truth

labels of 21 object classes. It has 20 subsets according to main

objects of the image shown in the center, such as cow, sheep,

tree, car, and building. To evaluate the proposed method with

a few training images, we selected two subsets having rich
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Fig. 11. Labeling results with different scale parameter values λ, with the same images with Figure 10.

Fig. 12. Labeling results. The Dice coefficient and the number of nodes ni are shown below the images. Red and blue represent each texture class, and the
black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the number of training samples
is 82,218.

texture contents; subset 2 (tree, grass, and sky) and 9 (sheep

and grass). In each subset, the label of the main object of the

subset (trees of subset 2, and sheep of subset 9) is used as

foreground, and the others are as background.

In natural images, color is an important cue for segmen-

tation. To demonstrate the proposed method for color natural

images in this experiment, we use the following tree of shapes

and histogram features. First, we adopted the tree of shapes for

color images [14]. The color version of the tree of shapes is

constructed by merging a set of trees of shapes of each color

component (in this paper, we used RGB) based on shapes

(connected components) and their inclusion relationships. For

more details, please refer to [14]. Moreover, we introduce

two new histogram features in addition to the SITA. One is

a histogram of HSV color values. We construct histograms

of each HSV component and concatenate to the original

SITA histogram feature. The number of bins of each color

component histogram is set to 50, then the total number of

bins of the HSV histogram is 150. The other is a histogram

of textons. We used 17 kernels used in the TextonBoost [31],

and also 32 Gabor kernels 3. The 49-dimensional responses

of training images are clustered by the K-means algorithm.

Then, each response is assigned to the nearest cluster center,

or texton, and a histogram of these textons is created. The

number of bins of the texton histogram is set to 200. In the

experiments, we set sigmoid gain β = 0.1, initial values of

thresholds to 1,000, and weight for aggregating histogram

wagg = 0.8. As a comparison, we used the fully connected

CRF [35].

We show effect of the weight wagg for aggregating children

histograms. Figure 18 shows box plots for Dice coefficients

over different values of wagg . When wagg = 1.0, dice

coefficients are relatively lower than that of smaller wagg

values. With large values of wagg , histograms are affected

3Used Gabor kernels consist of real and imaginary part of scales 3 and 5,
frequencies 0.1 and 0.2, and rotations 0, π/4, π/2 and 3π/4, which is decided
experimentally. These Gabor kernels are convolved with the L component of
the Lab color space.
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Fig. 13. Labeling results. The Dice coefficient and the number of nodes ni are shown below the images. Red and blue represent each texture class, and the
black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the number of training samples
is 76,066.

Fig. 14. Labeling results. The Dice coefficient and the number of nodes ni are shown below the images. Red and blue represent each texture class, and the
black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the number of training samples
is 46,620.

by features of small children nodes, while smaller values of

wagg result in less discriminative histogram features. In this

experiment, we empirically set wagg = 0.8.

Figures 19 and 20 show segmentation results on subset 2

and 9. These results are obtained with five training images

(N = 5). CRF fails to classify pixels correctly due to the

small number of training images. Meanwhile, better results

are obtained by the proposed method.

Figure 21 shows box plots for Dice coefficients over dif-

ferent number of training images from each of two subsets.

N training images are randomly selected from a subset, and

then 10 test images are randomly selected from the rest of the

subset. For subset 2 (top row), the proposed method performs

better than CRF when fewer than 7 images are used. With

9 and 10 training images, CRF works better as expected

because typically CRF needs many training images. For subset

9 (bottom row), the proposed method consistently outperform

CRF even with 10 training images used.

VI. CONCLUSION

In this study, we proposed a labeling method for texture

image segmentation that works with a few training images.

Our method is based on a tree of shapes and histogram

features derived from the tree structure and selects optimal
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Fig. 15. Box plots for Dice coefficients over different numbers of training images. The horizontal and vertical axes show the number of training samples and
the Dice coefficients, respectively.

Fig. 16. Some failure labeling results. The Dice coefficient and number of nodes ni are shown below the images. Red and blue represent each texture class,
and the black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−6, and the number of training
samples is 63,403.

discriminative subtrees for tree node classification. This is

formulated as a joint optimization problem for estimating

the threshold and classifier parameters and is solved using

iterative block-coordinate decent. Then, images are labeled

using the estimated parameters and the tree of shapes by

classifying each node from the root node to leaf nodes and then

mapping classification results into the corresponding pixels.

We evaluated the proposed method on the two datasets: a

synthetic texture image datasets based on the UIUC database

and the MSRC-21 dataset. Experimental results show that the

proposed method outperforms other methods and provides

more reliable results. Our future work includes improving

the sample weights, extending our method to a multi-class

problem, and seeking a more effective form of the labeling

procedure using the hierarchical structure.

ACKNOWLEDGMENT

The authors thank Tetsushi Koide, Shigeto Yoshida, Hiroshi

Mieno, and Shinji Tanaka for their comments and advice. This

work was supported in part by JSPS KAKENHI grant numbers

JP14J00223 and JP16H06540.

REFERENCES

[1] S. G. Mallat, “Multiresolution approximations and wavelet orthonormal
bases of L2(R),” Transactions of the American mathematical society,
vol. 315, no. 1, pp. 69–87, 1989.

[2] S. G. Mallat, “A theory for multiresolution signal decomposition: the
wavelet representation,” IEEE Transactions on Pattern Analysis and

Machine Intelligence, vol. 11, no. 7, pp. 674–693, Jul 1989.
[3] T. Ojala, M. Pietikainen, and T. Maenpaa, “Multiresolution gray-scale

and rotation invariant texture classification with local binary patterns,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 24, no. 7, pp. 971–987, Jul 2002.

[4] A. C. Bovik, M. Clark, and W. S. Geisler, “Multichannel texture analysis
using localized spatial filters,” IEEE Transactions on Pattern Analysis

and Machine Intelligence, vol. 12, no. 1, pp. 55–73, Jan 1990.



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, JUNE 2017 13

Fig. 17. Some failure labeling results. The Dice coefficients and number of nodes ni are shown below the images. Red and blue represent each texture class,
and the black of the SVM-MRF results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the number of training
samples is 27,045.

(a)

(b)

Fig. 18. Box plots for Dice coefficients over different wagg on (a) subset 2
and (b) subset 9 of the MSRC-21 dataset. The horizontal and vertical axes
show wagg and the Dice coefficients, respectively. The number of training
images N is fixed to 5.

[5] M. R. Turner, “Texture discrimination by gabor functions,” Biological

Cybernetics, vol. 55, no. 2, pp. 71–82, 1986.
[6] T. Leung and J. Malik, “Representing and recognizing the visual

appearance of materials using three-dimensional textons,” International

Journal of Computer Vision, vol. 43, no. 1, pp. 29–44, 2001.
[7] G.-S. Xia, J. Delon, and Y. Gousseau, “Shape-based invariant texture

indexing,” International Journal of Computer Vision, vol. 88, no. 3, pp.
382–403, 2010.

[8] P. Monasse and F. Guichard, “Scale-space from a level lines tree,”

Journal of Visual Communication and Image Representation, vol. 11,
no. 2, pp. 224 – 236, 2000.
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[14] E. Carlinet and T. Géraud, “Mtos: A tree of shapes for multivariate
images,” IEEE Transactions on Image Processing, vol. 24, no. 12, pp.
5330–5342, Dec 2015.
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