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\textbf{Abstract}
The dynamic Maxwell equations with a strictly dissipative boundary condition is considered. Sharp trace regularity for the electric and the magnetic field are established for both: weak and differentiable solutions. As an application a shape optimization problem for Maxwell’s equations is considered. In order to characterize the shape derivative as a solution to a boundary value problem, the aforementioned sharp regularity of the boundary traces is critical.
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1. Introduction and main result

Let $\Omega \subset \mathbb{R}^3$ be an open, bounded, and connected set with a Lipschitz boundary $\Gamma = \partial \Omega$. The evolution of the electric field $e = e(t, x)$ and the magnetic field $h = h(t, x)$ in the space–time cylinder $Q = (0, T) \times \Omega$ is given by Maxwell’s equations

\begin{align}
\partial_t (\varepsilon e) - \nabla \times h &= f_1 \\
\partial_t (\mu h) + \nabla \times e &= f_2
\end{align}

in $Q = (0, T) \times \Omega$. \hfill (1.1)

Here $\varepsilon = \varepsilon(t, x)$ is the electric permittivity, $\mu = \mu(t, x)$ is the magnetic permeability which are both positive definite Hermitian $3 \times 3$ matrices. The functions $f_1$, $f_2$ represent current densities, $\nabla \times$ denotes the curl operator, $\partial_t$ is the differentiation with respect to $t$, and the final time $T$ can be infinity. We add the boundary condition
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\[ v \times e - \alpha h_\tau = g \quad \text{in} \quad \Sigma = (0, T) \times \partial \Omega \]  
(1.2)

and the initial conditions

\[ e|_{t=0} = e^0 \quad \text{and} \quad h|_{t=0} = h^0 \quad \text{in} \quad \Omega \]  
(1.3)

where \( v \) is the exterior unit normal vector along \( \Gamma \), \( v \times e \) is the cross product of the vectors \( v \) and \( e \), \( \alpha = \alpha(t, x) \) is a positive function, and \( h_\tau = (v \times h) \times v - (h - (h \cdot v)v \) is the tangential component of the vector \( h \) on \( \Gamma \). The boundary condition (1.3) is an \textit{absorbing boundary condition}, see for example Section 7.12 in [7]. If \( \alpha \equiv 1 \) this is the Silver–Müller boundary condition. The quantity \( \alpha \) represents the inverse of the surface conductivity on \( \Gamma \) and the function \( g \) is an external surface current density.

Maxwell’s system is known to be symmetric hyperbolic. Indeed with

\[
A^0 = \begin{bmatrix} \varepsilon & 0 \\ 0 & \mu \end{bmatrix}, \quad A^j \partial_j = \begin{bmatrix} 0 & -\nabla \times \\ \nabla \times & 0 \end{bmatrix}, \quad w = \begin{bmatrix} e \\ h \end{bmatrix}, \quad f = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix}
\]  
(1.4)

Maxwell’s equations (1.1) can be written as

\[ \partial_t (A^0 w) + A^j \partial_j w = f \]  
(1.5)

where \( \partial_j = \partial/\partial x_j \) and the summation convention is used. The boundary condition (1.3) is an example of a \textit{strictly dissipative} boundary condition. Note that the boundary \( \Sigma \) is characteristic, i.e. \( \det(A^j \nu_j) = 0 \). Maxwell’s equation are strictly hyperbolic only in the isotropic case, that is if \( \varepsilon = \kappa \mu \) for some scalar function \( \kappa \).

In the sequel the linear space of Lebesgue measurable functions on the open set \( X \subset \mathbb{R}^n \) with absolutely integrable power \( p \) is denoted by \( L_p(X) \). We write \( L^N_p(X) \) for the linear space of vector-valued functions with \( N \) components with each component in \( L_p(X) \). For the scalar product in \( L^2(X)^N \) we will use the notation \((\cdot, \cdot)_X\), i.e.

\[ (w_1, w_2)_X = \int_X w_1 \cdot \bar{w}_2 \, dX \]

and the corresponding norm is \( \|w\|_X = \sqrt{(w, w)_X} \). The \( L^2 \)-based Sobolev spaces will be denoted by \( H^s(X) \) for \( s \in \mathbb{R} \) and the linear space of \( k \) times continuously differentiable functions on the closure of \( X \) is denoted by \( C^k(\overline{X}) \). By \( C^k([0, T], Y) \) we denote the linear space of \( k \) times continuously differentiable functions with values in the linear space \( Y \). Furthermore, let

\[ \mathcal{H}(X) = \{(e, h) \in L^2(X)^6 : \nabla \cdot (\varepsilon e) = \nabla \cdot (\mu h) = 0\} \]

where \( \nabla \cdot (\varepsilon e) = \partial_j (\varepsilon^{jk} e_k) \). If \( A \) is a Hermitian positive definite matrix we write \( A > 0 \). The transpose of an \( m \times n \) matrix \( A \) is \( A^T \) and the Hermitian transpose \( A^H \).

There is a wealth of results regarding the solutions to boundary value problems for Maxwell’s system. However, there are only few results which discuss a non-homogeneous boundary condition and establish regularity of boundary traces. The existence, uniqueness and regularity of weak solutions are established in the following proposition.

**Proposition 1.1.** Let \( \varepsilon, \mu, \partial_t \varepsilon, \partial_t \mu \in L_\infty(Q), \alpha \in L_\infty(\Sigma) \) be such that \( \varepsilon, \mu \geq c > 0 \) almost everywhere on \( Q \) and \( \alpha \geq c > 0 \) almost everywhere on \( \Sigma \). Given \( f \in L^2(Q)^6, g \in L^2(\Sigma)^3 \) with \( v \cdot g = 0 \) and \( (e^0, h^0) \in L^2(\Omega)^6 \) there exists a unique weak solution \((e, h) \in C([0, T], L^2(\Omega)^6)\) such that \((e_\tau, h_\tau)_{|\Sigma} \in L^2(\Sigma)^6 \). Moreover, there exists a constant \( \gamma_0 \) such that
Define the functions

\[ \rho_1(t, x) = \int_0^t \nabla \cdot f_1(s, x) \, ds + \nabla \cdot (\varepsilon(t, x)e^0(x)), \]

\[ \rho_2(t, x) = \int_0^t \nabla \cdot f_2(s, x) \, ds + \nabla \cdot (\mu(t, x)h^0(x)), \]

(1.6)

which are known as charge densities.

**Theorem 1.2.** Assume that \( \Gamma \) is of class \( C^2 \) and let \( \varepsilon, \mu \in C^1(\Omega) \) and let \( \alpha \in L_\infty(\Sigma) \) be such that \( \alpha \geq c > 0 \) almost everywhere on \( \Sigma \). Furthermore, let \( g \in L^2(\Sigma)^3 \) with \( \nabla \cdot g = 0 \). \( f \in L^2(\Omega)^6, (e^0, h^0) \in L^2(\Omega)^6 \).

If \( \rho_1, \rho_2 \in L^2(\Omega) \), there exists a unique weak solution \( (e, h) \in C([0, T], L^2(\Omega)^6) \) to (1.1)–(1.3) such that \( (e, h)|_\Sigma \in L^2(\Sigma)^6 \). Moreover, there exists a positive constant \( \gamma_0 \) such that

\[ \|e^{-\gamma T}(e, h)(T)\|^2_\Omega + \gamma \|e^{-\gamma t}(e, h)\|^2_Q + \|e^{-\gamma t}(e, h)\|^2_\Sigma \leq \|e^0, h^0\|^2_\Omega + \frac{1}{\gamma} \|e^{-\gamma t}(f, \rho)\|^2_Q + \|e^{-\gamma t}g\|^2_\Sigma \]

for \( \gamma \geq \gamma_0 \).

Our second result discusses differentiable solutions to the initial–boundary value problem (1.1)–(1.3). To our best knowledge, the only result concerning differentiable solutions for a symmetric hyperbolic system with characteristic boundary can be found in the paper by Majda and Osher [9, Theorem 3]. This result is only valid for the strictly hyperbolic case. Nevertheless, Theorem 3 in [9] shows that the step from the weak solution to a differentiable solution is a non-trivial matter in the presence of a characteristic boundary.

We will show that additional regularity assumptions on the functions \( \rho_1, \rho_2 \) will produce a differentiable solution. To formulate the related estimate, we need to introduce some weighted \( H^k \)-norms. Define

\[ \|u\|_{1, \gamma, Q}^2 = \gamma^2 \|e^{-\gamma t}u\|^2_Q + \|e^{-\gamma t} \partial_t u\|^2_Q + \|e^{-\gamma t} \nabla u\|^2_Q, \]

\[ \|u(t)\|_{1, \gamma, \Omega}^2 = \gamma^2 \|u(t)\|^2_\Omega + \|e^{-\gamma t} \nabla u(t)\|^2_\Omega, \]

\[ \|u\|_{1, \gamma, \Sigma}^2 = \gamma^2 \|e^{-\gamma t}u\|^2_\Sigma + \|e^{-\gamma t} \partial_\gamma u\|^2_\Sigma + \|e^{-\gamma t} \nabla_\gamma u\|^2_\Sigma \]

(1.7)
for $\gamma > 0$. Here $\nabla u = (\partial_{x_1} u, \partial_{x_2} u, \partial_{x_3} u)$ is the gradient of $u$ and $\nabla u_j = (v \times \nabla u_j) \times v$ is the tangential gradient of $u_j$ along $\Gamma$.

**Theorem 1.3.** Suppose that $\Gamma$ is of class $C^2$ and let $\epsilon, \mu \in C^1(\overline{Q})$ and $\alpha \in C^1(\overline{\Sigma})$. Consider the initial-boundary value problem (1.1)-(1.3) with $g \in H^1(\Sigma)^3$ and $v \cdot g = 0$ on $\Sigma$, $f \in H^1(Q)^6$, $(e^0, h^0) \in H^1(\Omega)^6$ subject to the compatibility condition

$$g(0) = v \times e^0 - \alpha(0) h^0 \in L_2(\Omega).$$

If $\rho_1, \rho_2 \in H^1(Q)$, there exists a unique differentiable solution $(e, h) \in C([0, T], H^1(\Omega)^6) \cap C^1([0, T], L_2(\Omega)^6)$ such that $(e, h)|_\Sigma \in H^1(\Sigma)^6$ and $(\partial_\nu e, \partial_\nu h)|_\Sigma \in L_2(\Sigma)^6$. Furthermore, there exists a positive constant $\gamma_0$ such that

$$\| (e, h)(T) \|_{1, \gamma, \Omega}^2 + \gamma \| (e, h) \|_{1, \gamma, Q}^2 + \| \gamma^\epsilon \|_{1, \gamma, \Sigma} \leq \| (e^0, h^0) \|_{1, \gamma, Q}^2 + \| e^{-\gamma t} \|_{1, \gamma, Q}^2 + \| g \|_{1, \gamma, \Sigma}^2$$

for $\gamma \geq \gamma_0$. Here $\partial_\nu e$ and $\partial_\nu h$ are the exterior normal derivatives of $e$ and $h$, respectively.

Note that the boundary regularity results obtained in Proposition 1.1 and Theorems 1.2 and 1.3 cannot be inferred from the interior regularity of the solutions and the trace theorem in Sobolev spaces. Hence, these boundary regularity results for hyperbolic problems are referred to as “hidden regularity”.

Now we turn our attention to the following optimization problem. Minimize the functional

$$J(\Omega) = \frac{1}{2} \int Q [(e - E)^H \epsilon (e - E) + (h - H)^H \mu (h - H)] \, dt \, dx$$

(1.8)

over a collection of bounded, open and connected sets $\Omega \subset \mathbb{R}^3$ that are subsets of a fixed bounded, open and connected set $D \subset \mathbb{R}^3$. Here $(e, h) = (e, h)(\omega)$ is a solution to the initial-boundary value problem (1.1)-(1.3), $(E, H)$ is a desired target state and $(e - E)^H \epsilon (e - E) = \epsilon \mu (h - H)$.

In order to discuss the derivative of this functional with respect to $\Omega$, perturbations of the set $\Omega$ in direction of a vector field $V$ are introduced in [3,11]. Let $\mathcal{O}$ be the collection of open, connected sets $\Omega \subset D$ whose boundary $\Gamma = \partial \Omega$ is of class $C^2$. For some small positive number $S > 0$ we consider a vector field $V \in C([0, S]; C^2(D)^3)$ which is tangential on the boundary $\partial D$, i.e. $V \cdot \nu_{\partial D} = 0$ for all $x \in \partial D$. The flow $F_s(x)$ of this vector field is the solution of the ODE

$$\frac{\partial F_s(x)}{\partial s} = V(s, F_s(x)).$$

We summarize some results concerning the existence, uniqueness and regularity of $F_s$ [11, Theorem 2.16]: For $S$ sufficiently small this differential equation augmented by the initial condition $F_0(x) = x$ for all $x \in D$ has a unique solution $F_s(x)$ for all $s \in [0, S]$. Furthermore, the solution is of class $C^1([0, S]; C^2(D)^3)$ and is one-to-one and onto. The inverse mapping is also of class $C^1([0, S]; C^2(D)^3)$. In the sequel we will assume that $S > 0$ is chosen sufficiently small to guarantee these results.

Given $\Omega \in \mathcal{O}$ we obtain a family of perturbed domains $\Omega_s = \{ F_s(x) : x \in \Omega \}$ which are also in $\mathcal{O}$. The exterior unit normal vector of $\Omega_s$ along $\partial \Omega_s = F_s$ is denoted by $\nu_s$. We denote by $Q_s = (0, T) \times \Omega_s$ the perturbed cylinder and by $\Sigma_s = (0, T) \times F_s$ the perturbed lateral boundary.
Now we can state our result regarding the differentiability of the shape functional above. For simplicity we focus on the case with constant coefficients, vanishing right-hand sides and divergence free initial data.

**Theorem 1.4.** Assume that $\varepsilon$, $\mu$ are constant, Hermitian positive definite matrices and let $\alpha$ be a positive constant. Furthermore, let $f \equiv 0$, $g \equiv 0$ and $(e^0, h^0) \in H^1(D) \cap \mathcal{H}(D)$ and $(E, H) \in H^1((0, T) \times D) \cap \mathcal{H}((0, T) \times D)$.

Then, the shape functional is Fréchet differentiable at $\Omega \in \mathcal{O}$ in direction of the vector field $V$ with Fréchet derivative

$$
\frac{dJ(\Omega, V)}{d\tau} = \int_{\Sigma} \left[ q \cdot \left( \partial_v \tilde{e} \times v + \alpha [\partial_v \tilde{h}] + \nabla \cdot (\tilde{e} + \alpha \nabla \tilde{h}) \right) - \nabla \cdot \left( \partial_v \tilde{e} \times v + \alpha [\partial_v \tilde{h}] + \nabla \cdot (\tilde{e} + \alpha \nabla \tilde{h}) \right) \right] V_v \, dt \, d\Gamma
$$

where $V_v = V(0) \cdot v, e_v = e \cdot v, h_v = h \cdot v, \partial_v$ is the surface divergence, $\nabla \cdot$ is the surface curl, and $(p, q)$ is the solution to the backward adjoint initial–boundary value problem

$$
\begin{align*}
\varepsilon \partial_t p - \nabla \cdot q &= \varepsilon (e - E), \\
\mu \partial_t q + \nabla \cdot q &= \mu (h - H) & \text{in } Q, \\
p|_{t=\tau} &= 0, \\
q|_{t=\tau} &= 0 & \text{in } \Omega, \\
v \times p + \alpha q &= 0 & \text{in } \Sigma.
\end{align*}
$$

According to Theorem 1.3 the solution of the primal problem satisfies $(e, h) \in H^1(Q)^6, (e, h)|_\Sigma \in H^1(\Sigma)^6, (\partial_v e, \partial_v h) \in L^2(\Sigma)^6$ and the solution to the adjoint problem satisfies $q|_\Sigma \in H^1(\Sigma)^3$. Hence, the expression for the Fréchet derivative (1.9) is well defined. The function

$$
G = \gamma q \cdot \left( \partial_v \tilde{e} \times v + \alpha [\partial_v \tilde{h}] + \nabla \cdot (\tilde{e} + \alpha \nabla \tilde{h}) \right) - \nabla \cdot \left( \partial_v \tilde{e} \times v + \alpha [\partial_v \tilde{h}] + \nabla \cdot (\tilde{e} + \alpha \nabla \tilde{h}) \right)
$$

is the shape gradient of $J(\Omega)$ in direction of $V$. Theorem 1.3 implies $G \in L^1(\Sigma)$.

Theorem 1.2 and Theorem 1.3 will be proved in Section 2. Since the boundary $\Sigma$ is characteristic for Maxwell’s equation we will not work with Maxwell’s system directly. A priori estimates will be established for a larger $8 \times 8$ symmetric hyperbolic system for which $\Sigma$ is non-characteristic. The existence, uniqueness and regularity of weak and differentiable solutions follow from the a priori estimates as explained in the book by Chazarain and Piriou [2, Chapter 7]. After that, sharp trace regularity results are established through a multiplier identity.

The technique developed in Section 2 can be used to establish existence, uniqueness, and regularity of solutions with higher regularity. If $\Gamma \in C^{k+1}, \varepsilon, \mu, \alpha$ are of class $C^k$ and $f, \rho, e^0, h^0, g \in H^k$ where $k$ is a positive integer and corresponding compatibility conditions are met, then there exists a unique solution $(e, h) \in C^l([0, T]; H^k-\ell(\Omega)^6)$ and $(\partial_v^l e, \partial_v^l h)|_{\Sigma} \in H^{k-l}(\Sigma)^6$ for $0 \leq \ell \leq k$. The corresponding estimate is

$$
\begin{align*}
\| (e, h)(T) \|_{k, \gamma, \Omega}^2 + \gamma \| (e, h) \|_{k, \gamma, Q}^2 + \sum_{j=0}^{k} \| (\partial_v^j e, \partial_v^j h) \|_{k-j, \gamma, \Sigma}^2 &
\lesssim \| (e^0, h^0) \|_{k, \gamma, Q}^2 + \frac{1}{\gamma} \| (f, \rho) \|_{k, \gamma, Q}^2 + \| g \|_{k, \gamma, \Sigma}^2
\end{align*}
$$

where the norms are weighted norms in $H^k$ defined as in (1.7), see [10].
Moreover, our results are valid in the case of a more general boundary condition of the form

\[
v \times e - (I + S)^{-1}(I - S)h_\tau = g
\]

where \( S = S(t, x) \) is a \( 3 \times 3 \) matrix with spectral norm uniformly less than one on \( \Sigma \) and with \( Sv = S^Tv = 0 \). In the case of an isotropic medium, i.e. if \( \varepsilon \) and \( \mu \) are scalar functions, the restriction on \( S \) can be weakened from spectral norm uniformly less than one to spectral radius of \( S \) uniformly less than one [9, Section 2]. However it is not clear whether this boundary condition will work in the generic anisotropic case. We conjecture that in the case of an anisotropic medium the strictly dissipative boundary conditions coincide with the boundary conditions that satisfy the Kreiss–Sakamoto condition (uniform Lopatinski condition).

Theorem 1.4 is proved in Section 3 which contains the shape sensitivity analysis of Maxwell's equation. We will show that the initial–boundary value problem (1.1)–(1.3) is shape differentiable. In order to characterize the shape derivative as a solution to an initial–boundary value problem the boundary regularity for the differentiable solution from Theorem 1.3 will be necessary. This situation is similar to the shape derivative of the Dirichlet problem for the wave equation, studied earlier by Cagnol and Zolésio [3]. On the other hand we like to point out that our analysis is valid for the anisotropic Maxwell equations which cannot be reduced to vector wave equations.

Finally, in Section 4 we discuss the case \( \alpha \equiv 0 \). From the viewpoint of applications this may be the most interesting case. It models the boundary \( \Gamma \) as a prefect conductor. We discuss the boundary value problem in this case and establish weaker regularity results for some boundary traces. Those results will suffice to show that the shape functional (1.8) is Fréchet differentiable even if \( \alpha \equiv 0 \). Here our work complements a recent paper by Zolésio where shape differentiability for a shape functional different from (1.8) in the case of the isotropic Maxwell system is established [12].

2. Proof of Theorem 1.2 and Theorem 1.3

We introduce the linear operator \( L : H^1(Q)^8 \to L_2(Q)^8 \) defined by

\[
L(\partial_t, \partial_x)u = \begin{bmatrix}
\partial_t (\varepsilon u_1) - \nabla \times u_3 - \varepsilon \nabla u_4 \\
\partial_t u_2 + \nabla \cdot (\mu u_3) \\
\partial_t (\mu u_3) + \nabla \times u_1 + \mu \nabla u_2 \\
\partial_t u_4 - \nabla \cdot (\varepsilon u_1)
\end{bmatrix}.
\] (2.1)

Here \( u = (u_1, u_2, u_3, u_4)^T \) where \( u_1, u_3 \) are vector-valued functions with three components each, \( u_2, u_4 \) are scalar-valued functions, and \( \varepsilon = \varepsilon(t, x) \) and \( \mu = \mu(t, x) \) are Hermitian positive definite matrix functions in \( Q \). This operator is symmetric hyperbolic and the lateral boundary \( \Sigma \) is non-characteristic since \( \det L(0, v) = (v^T \varepsilon v)^2 (v^T \mu v)^2 > 0 \).

Let \( \beta \in L_\infty(\Sigma) \) be such that \( |\beta| \leq c < 1 \) almost everywhere on \( \Sigma \) and set

\[
Mu = (1 + \beta) v \times u_1 - (1 - \beta) u_{3,\tau}
\] (2.2)

where \( u_{3,\tau} \) is the tangential component of \( u_3 \). Note that this boundary operator can be used to express the boundary condition (1.2) if one sets \( \beta = (1 - \alpha)/(1 + \alpha) \). Throughout this section we assume that \( \Omega \) has a Lipschitz boundary \( \Gamma \) and that \( \varepsilon, \mu, \partial_t \varepsilon, \partial_t \mu \in L_\infty(Q) \) such that \( \varepsilon, \mu \gtrsim c > 0 \) almost everywhere in \( Q \).

The first a priori estimate follows from the theory of symmetric hyperbolic systems with dissipative boundary conditions.

**Proposition 2.1.** Let \( u \in H^1(Q)^8 \) be such that \( u_2 = u_4 = 0 \) on \( \Sigma \). Then, there exists a \( \gamma_0 > 0 \) such that
\[ \|e^{-\gamma t} u(T)\|_Q^2 + \gamma \|e^{-\gamma t} u\|_Q^2 + \|e^{-\gamma t} (u_{1, \tau}, u_{3, \tau})\|_\Sigma^2 \]
\[ \leq \frac{1}{\gamma} \|e^{-\gamma t} Lu\|_Q^2 + \|u(0)\|_\Omega^2 + \|e^{-\gamma t} Mu\|_\Sigma^2. \]  
\[ (2.3) \]

Here \( u_{j, \tau} = (v \times u_j) \times v \) is the tangential component of \( u_j \) on \( \Sigma \) for \( j = 1 \) or \( 3 \).

**Proof.** We multiply the operator (2.1) by \( e^{-\gamma t} \) and take the scalar product with \( v := e^{-\gamma t} u \) in \( L_2(Q) \)

\[ (e^{-\gamma t} Lu, v)_Q = (L v, v)_Q + \gamma (Av, v)_Q \]

where \( A \) is the Hermitian, positive definite \( 8 \times 8 \) matrix

\[ A = \begin{bmatrix} \varepsilon & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \mu & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. \]

Taking the real part and performing integration by parts give

\[ \frac{1}{2} (Av(T), v(T))_\Omega + \gamma (Av, v)_Q + \frac{1}{2} (\partial_t A v, v)_Q + \Re \int_\Sigma (v \times v_1) \cdot \bar{v}_{3, \tau} d\Gamma dt \]
\[ + \Re \int_\Sigma v_2 v \cdot (\bar{\mu}v_3) d\Gamma dt - \Re \int_\Sigma v_4 v \cdot (\bar{\varepsilon}v_1) d\Gamma dt = \frac{1}{2} (Av(0), v(0))_\Omega + \Re (e^{-\gamma t} Lu, v)_Q \]

and the positivity of \( A \) and the Cauchy–Schwarz inequality lead to the inequality

\[ \|v(T)\|_\Omega^2 + \gamma \|v\|_Q^2 + \Re \int_\Sigma (v \times v_1) \cdot \bar{v}_{3, \tau} d\Gamma dt + \Re \int_\Sigma v_2 v \cdot (\bar{\mu}v_3) d\Gamma dt - \Re \int_\Sigma v_4 v \cdot (\bar{\varepsilon}v_1) d\Gamma dt \]
\[ \leq \|v(0)\|_\Omega^2 + \frac{1}{\gamma} \|e^{-\gamma t} Lu\|_Q^2 \]
\[ (2.4) \]

for \( \gamma \geq \gamma_0 \) where \( \gamma_0 \) is a constant which depends only on \( \varepsilon \) and \( \mu \). The last two boundary integrals on the left-hand side vanish since \( u_2 = u_4 = 0 \) on \( \Sigma \). Note that

\[ \Re \int_\Sigma (v \times v_1) \cdot \bar{v}_{3, \tau} d\Gamma dt = \frac{1}{4} \|v \times v_1 + v_{3, \tau}\|_\Sigma^2 - \frac{1}{4} \|v \times v_1 - v_{3, \tau}\|_\Sigma^2 \]

and that

\[ |v_{1, \tau}|^2 + |v_{3, \tau}|^2 = \frac{1}{2} |v \times v_1 - v_{3, \tau}|^2 + \frac{1}{2} |v \times v_1 + v_{3, \tau}|^2. \]

Hence, the proposition is proved once we show that

\[ |v \times v_1 - v_{3, \tau}|^2 + |v \times v_1 + v_{3, \tau}|^2 \leq |v \times v_1 + v_{3, \tau}|^2 - |v \times v_1 - v_{3, \tau}|^2 + |Mv|^2 \]
\[ (2.5) \]

almost everywhere on \( \Sigma \).
To prove this inequality we set \( \lambda_1 = |v \times v_1 + v_{3, \tau}| \) and \( \lambda_2 = |v \times v_1 - v_{3, \tau}| \) and observe that via (2.2)

\[
\lambda_1^2 = \lambda_1^2 - \lambda_2^2 + \lambda_2^2 \leq \lambda_1^2 - \lambda_2^2 + (1 + \delta)|Mv|^2 + \left(1 + \frac{1}{\delta}\right)\beta^2 \lambda_1^2
\]

for all \( \delta > 0 \). Choose \( \delta = \frac{|\beta|}{1 - |\beta|} \) and move the last term on the right-hand side into the left-hand side

\[
(1 - |\beta|)\lambda_1^2 \leq \lambda_1^2 - \lambda_2^2 + \frac{1}{1 - |\beta|}|Mv|^2.
\]

Also, by (2.2)

\[
\frac{1 - |\beta|}{2} \lambda_2^2 \leq (1 + \delta) \frac{1 - |\beta|}{2} |Mv|^2 + \left(1 + \frac{1}{\delta}\right)\beta^2 \frac{1 - |\beta|}{2} \lambda_1^2 \leq \frac{1}{2} |Mv|^2 + |\beta| \frac{1 - |\beta|}{2} \lambda_1^2
\]

where we used again \( \delta = \frac{|\beta|}{1 - |\beta|} \). Combining the last two inequalities gives

\[
\frac{1 - |\beta|}{2} \left[\lambda_1^2 + \lambda_2^2\right] \leq \lambda_1^2 - \lambda_2^2 + \left[\frac{1}{1 - |\beta|} + \frac{1}{2}\right]|Mv|^2
\]

which is exactly (2.5). \( \square \)

**Remark 2.1.** Note that the proof remains true if \( \beta \) is replaced by a \( 3 \times 3 \) matrix function \( S = S(t, x) \) with entries in \( L_{\infty}(\Sigma) \) satisfying \( |Sz| \leq c|z| \) for some constant \( c < 1 \) almost everywhere on \( \Sigma \) as well as \( S\nu = S^{T}\nu = 0 \).

**Corollary 2.2.** If \( F \in L_2(Q)^8 \), \( u^0 \in L_2(\Omega)^8 \), and \( g \in L_2(\Sigma)^3 \) with \( \nu \cdot g = 0 \), then the initial–boundary value problem

\[
Lu = F \quad \text{in} \; Q, \quad u|_{t=0} = u^0 \quad \text{in} \; \Omega, \quad Mu = g, \quad u_2 = u_4 = 0 \quad \text{in} \; \Sigma \quad (2.6)
\]

has a unique weak solution \( u \in C([0, T], L_2(\Omega)^8) \) with \( u(1, t, u_3, \tau)|_{\Sigma} \in L_2(\Sigma)^6 \). Moreover, estimate (2.3) is valid for \( \gamma \geq \gamma_0 \).

Note that the statement and the proof of Proposition 2.1 can be easily adjusted to the boundary value problem (1.1)–(1.3). This way the a priori estimate corresponding to Proposition 1.1 is proved.

Since the boundary \( \Sigma \) in non-characteristic one can establish the unique existence for more regular solutions. Following the approach by Rauch [10] we establish the estimate (2.3) at the \( H^1 \)-level.

**Proposition 2.3.** Suppose that \( \Gamma \) is of class \( C^2 \), let \( \epsilon, \mu \in C^1(\overline{Q}) \) be \( 3 \times 3 \), and let \( u \in H^2(Q)^8 \) be such that \( u_2 = u_4 = 0 \) on \( \Sigma \). Furthermore, let \( \beta \in C^1(\overline{\Sigma}) \).

Then, there exists a \( \gamma_0 > 0 \) such that

\[
\left\| e^{-\gamma T} u(T) \right\|_{1, \gamma, \Omega}^2 + \gamma \left\| e^{-\gamma T} u \right\|_{1, \gamma, Q}^2 + \left\| e^{-\gamma T} (u_1, u_3, \tau) \right\|_{1, \gamma, \Sigma}^2 \lesssim \frac{1}{\gamma} \left\| e^{-\gamma T} Lu \right\|_{1, \gamma, Q}^2 + \left\| u(0) \right\|_{1, \gamma, \Omega}^2 + \left\| e^{-\gamma T} Mu \right\|_{1, \gamma, \Sigma}^2 \quad (2.7)
\]

for \( \gamma \geq \gamma_0 \).
Proof. Assuming that \( \Gamma \) is of class \( C^2 \) the distance function \( \phi(x) = \text{dist}(x, \Gamma) \) is of class \( C^2 \) in

\[
W = \{ x \in \mathbb{R}^2 : \phi(x) < r \}
\]

where \( r \) is some positive number [4, Theorem 3.2]. Furthermore \( v(y) = -\nabla \phi(y) \) for \( y \in \Gamma \) and the exterior unit normal is extended to \( W \) by setting \( v(x) = -\nabla \phi(x) \) for \( x \in W \). Let

\[
u_j = (v \times u_j) \times v, \quad u_j, v = u_j \cdot v, \quad (t, x) \in [0, T] \times W,
\]

which extends the tangential and normal component of \( u \) from \( \Sigma \) to the collar \( (0, T) \times W \).

At first establish (2.7) in the case that \( u \equiv 0 \) in \( \phi(x) < r/2 \). Then there will be no boundary terms in the estimate. Apply inequality (2.3) with \( u \) replaced by \( \partial_j u \) for \( j = 0, 1, 2, 3 \) where \( \partial_0 = \partial_r \). Since the coefficients of \( L \) are differentiable, the commutator of the operators \( L \) and \( \partial_j \) can be estimated

\[
\| e^{-\gamma t} \partial_j u \|_Q \lesssim \| e^{-\gamma t} \partial_j Lu \|_Q + \sum_{k=0}^3 \| e^{-\gamma t} \partial_k u \|_Q, \quad j = 0, 1, 2, 3.
\]

Adding estimate (2.3) multiplied by \( \gamma^2 \) to the estimates for \( \partial_j u \) gives

\[
\| u(T) \|^2_{1, \gamma, \Omega} + \gamma \| u \|^2_{1, \gamma, Q} \lesssim \| u(0) \|^2_{1, \gamma, Q} + \frac{1}{\gamma} \| Lu \|^2_{1, \gamma, Q} + \frac{1}{\gamma} \| u \|^2_{1, \gamma, Q} + \| \partial_t u(0) \|^2_{\Omega}. \tag{2.8}
\]

Using the definition of \( L \) one has \( \| \partial_t u(0) \|^2_{\Omega} \lesssim \| u(0) \|^2_{1, \gamma, \Omega} + \| Lu(0) \|^2_{\Omega} \) and using integration by parts

\[
\| w(0) \|^2_{\Omega} = 2\gamma \int_Q e^{-\gamma t} \left( 1 - \frac{t}{T} \right) |w|^2 \, dt \, dx + \frac{1}{T} \int_Q e^{-\gamma t} |w|^2 \, dt \, dx
\]

\[
- 2\gamma t \int_Q e^{-\gamma t} \left( 1 - \frac{t}{T} \right) w \cdot \partial_t w \, dt \, dx
\]

\[
\leq 4\gamma \| e^{-\gamma t} w \|^2_{\Omega} + \frac{1}{\gamma} \| e^{-\gamma t} \partial_t w \|^2_{\Omega} \leq \frac{4}{\gamma} \| w \|^2_{1, \gamma, Q} \tag{2.9}
\]

for \( w \in H^1(Q)^8 \), provided \( \gamma \geq 1/T \). Hence, with \( w = Lu \) one obtains

\[
\| \partial_t u(0) \|^2_{\Omega} \lesssim \| u(0) \|^2_{1, \gamma, \Omega} + \frac{1}{\gamma} \| Lu \|^2_{1, \gamma, Q}. \tag{2.10}
\]

The term next to the last term in the right-hand side of (2.8) can be moved into the left-hand side for \( \gamma \) sufficiently large. We obtain

\[
\| u(T) \|^2_{1, \gamma, \Omega} + \gamma \| u \|^2_{1, \gamma, Q} \lesssim \| u(0) \|^2_{1, \gamma, Q} + \frac{1}{\gamma} \| Lu \|^2_{1, \gamma, Q} \tag{2.11}
\]

which is exactly (2.7) in this case.

Now we have to establish (2.7) for \( u \in H^2(Q)^8 \) where \( u \equiv 0 \) in \( \phi(x) > r \). This part is more challenging since now the boundary terms will be active. Multiply the estimate (2.3) by \( \gamma^2 \) and add the estimate (2.3) applied to \( \partial_t w \) and to \( \nabla_r w \). This gives
\[ \gamma^2 \| e^{-\gamma T} u(T) \|_{\Omega}^2 + \| e^{-\gamma T} \nabla_\tau u(T) \|_{\Omega}^2 + \| e^{-\gamma T} \partial_t u(T) \|_{\Omega}^2 + \gamma^3 \| e^{-\gamma T} u \|_{Q}^2 + \gamma \| e^{-\gamma t} \nabla_\tau u \|_{Q}^2 \\
+ \gamma \| e^{-\gamma T} \partial_t u \|_{Q}^2 + \gamma^2 \| e^{-\gamma t}(u_{1, \tau}, u_{3, \tau}) \|_{\Sigma}^2 + \| e^{-\gamma T}(\nabla_\tau u_{1, \tau}, \nabla_\tau u_{3, \tau}) \|_{\Sigma}^2 \\
+ \| e^{-\gamma T} (\partial_t u_{1, \tau}, \partial_t u_{3, \tau}) \|_{\Sigma}^2 \nless \| u(0) \|_{1, \gamma, \Omega}^2 + \| \partial_t u(0) \|_{1, \gamma, \Omega}^2 + \frac{1}{\gamma} \| Lu \|_{1, \gamma, Q}^2 + \| Mu \|_{1, \gamma, \Sigma}^2 + \frac{1}{\gamma} \| u \|_{1, \gamma, Q}^2. \tag{2.12} \]

The last two terms on the right-hand side are due to the commutator of the operator \( L \) with \( \partial_t, \nabla_\tau \) and the commutator of \( M \) with \( \partial_t, \nabla_\tau \), respectively. To estimate these commutators the regularity assumptions on the coefficients \( \epsilon, \mu, \alpha \) and \( \Gamma \) are needed. The last term can be placed into the left-hand side for \( \gamma \) sufficiently large. Furthermore, the term \( \| \partial_t u(0) \|_{1, \gamma, \Omega}^2 \) can be estimated as in (2.10). This gives

\[ \gamma^2 \| e^{-\gamma T} u(T) \|_{\Omega}^2 + \| e^{-\gamma T} \nabla_\tau u(T) \|_{\Omega}^2 + \| e^{-\gamma T} \partial_t u(T) \|_{\Omega}^2 + \gamma^3 \| e^{-\gamma T} u \|_{Q}^2 + \gamma \| e^{-\gamma t} \nabla_\tau u \|_{Q}^2 \\
+ \gamma \| e^{-\gamma T} \partial_t u \|_{Q}^2 + \| (u_{1, \tau}, u_{3, \tau}) \|_{1, \gamma, \Sigma}^2 \nless \| u(0) \|_{1, \gamma, \Omega}^2 + \frac{1}{\gamma} \| Lu \|_{1, \gamma, Q}^2 + \| Mu \|_{1, \gamma, \Sigma}^2 + \frac{1}{\gamma} \| u \|_{1, \gamma, Q}^2. \tag{2.12} \]

In order to obtain an estimate for the first derivative of \( u \) we estimate the normal derivative of \( u \). Since \( \Sigma \) is non-characteristic for \( L \),

\[ \partial_\tau u = B(x, \partial_\tau, \nabla_\tau) u + D(x) Lu \tag{2.13} \]

where \( B(x, \partial_\tau, \nabla_\tau) \) is a matrix differential operator and \( D(x) \) is an \( 8 \times 8 \) matrix. This yields an estimate for the normal derivative of \( u \) in \( Q \) and in \( \Omega \) at \( t = T \),

\[ \| e^{-\gamma T} \partial_\tau u \|_{Q}^2 \less \| e^{-\gamma T} \nabla_\tau u \|_{Q}^2 + \| e^{-\gamma t} \partial_t u \|_{Q}^2 + \| e^{-\gamma t} Lu \|_{Q}^2. \tag{2.14} \]

Hence, if we now combine estimate (2.12) with (2.14) we obtain

\[ \| u(T) \|_{1, \gamma, Q} + \gamma \| u \|_{1, \gamma, Q} + \| (u_{1, \tau}, u_{3, \tau}) \|_{1, \gamma, \Sigma}^2 \less \| u(0) \|_{1, \gamma, \Omega}^2 + \frac{1}{\gamma} \| Lu \|_{1, \gamma, Q}^2 + \| Mu \|_{1, \gamma, \Sigma}^2 + \| e^{-\gamma T} Lu(T) \|_{\Omega}^2 + \frac{1}{\gamma} \| u \|_{1, \gamma, Q}^2. \tag{2.15} \]

The last term can be moved into the left-hand side since \( \gamma \) is a large parameter. The term next to it is estimated using integration by parts

\[ \| e^{-\gamma T} Lu(T) \|_{\Omega}^2 = \int_Q \partial_t [e^{-2\gamma t} |Lu|^2] \, dt \, dx + \| Lu(0) \|_{\Omega}^2 \less \frac{1}{\gamma} \| Lu \|_{1, \gamma, Q}^2 \]

where (2.9) was applied as well. Thus we have established

\[ \| u(T) \|_{1, \gamma, Q} + \gamma \| u \|_{1, \gamma, Q} + \| (u_{1, \tau}, u_{3, \tau}) \|_{1, \gamma, \Sigma}^2 \less \| u(0) \|_{1, \gamma, \Omega}^2 + \| Lu \|_{1, \gamma, Q}^2 + \| Mu \|_{1, \gamma, \Sigma}^2 \]

for \( u \in H^2(Q)^8 \) with \( u \equiv 0 \) for \( \phi(x) > r \).
To obtain the a priori estimate for \( u \in H^1(\Omega)^8 \), choose \( \chi \in C^2(\overline{\Omega}) \) such that \( \chi = 1 \) in \( \{ \phi(x) > r \} \) and \( \chi = 0 \) in \( \{ \phi(x) < r/2 \} \). Then \( u = \chi u + (1 - \chi)u \) and (2.13) follows now from (2.11) applied to \( \chi u \) and the estimate above applied to \( (1 - \chi)u \). □

Observe that

\[
\partial_\nu [u_\tau] = \partial_\nu [(v \times u) \times v] = (v \times \partial_\nu u) \times v + (\partial_\nu v \times u) \times v + (v \times u) \times \partial_\nu v = [\partial_\nu u]_\tau \tag{2.16}
\]

since \( \partial_\nu v = (\nabla \phi \cdot \nabla) \nabla \phi = \nabla |\nabla \phi|^2/2 = 0 \).

**Corollary 2.4.** Suppose that \( \Gamma \) is of class \( C^2 \). Let \( \varepsilon, \mu \in C^1(\overline{\Omega}) \) and let \( \beta \in C^1(\Sigma) \). Moreover, let \( F \in H^1(\Omega)^8 \), \( u^0 \in H^1(\Omega)^8 \), \( g \in H^1(\Sigma)^3 \) with \( \nu \cdot g = 0 \) and assume that the compatibility condition \( M(0)u^0 = g(0) \) in \( \Omega \) is satisfied.

Then, there exists a unique solution \( u \in C([0, T], H^1(\Omega)^8) \) to the initial–boundary value problem (2.6) with \( (u_{1, \tau}, u_{3, \tau})|_\Sigma \in H^1(\Sigma)^6 \). Furthermore, estimate (2.7) is valid.

Now we will show that the solutions to the initial–boundary value problem (2.6) can be used to obtain solutions to the initial–boundary value problem for Maxwell’s equations (1.1)–(1.3)

**Proposition 2.5.**

a) Let \( (\varepsilon^0, h^0) \in L^2(\Omega)^6 \), \( (f_1, f_2) \in L^2(\Omega)^6 \), and \( g \in L^2(\Sigma)^3 \) be such that \( \nu \cdot g = 0 \) in \( \Sigma \).

If \( \rho_1, \rho_2 \in L^2(\Omega) \), then there exists a unique weak solution \( (\varepsilon, h) \in C([0, T], L^2(\Omega)^6) \) to (1.1)–(1.3) with \( (\varepsilon_z, h_z)|_\Sigma \in H^1(\Sigma)^6 \).

b) Suppose that \( \Gamma \) is of class \( C^2 \), \( \varepsilon, \mu \in C^1(\overline{\Omega}) \), and \( \beta \in C^1(\Sigma) \). Furthermore, assume \( (\varepsilon^0, h^0) \in H^1(\Omega)^6 \), \( (f_1, f_2) \in H^1(\Omega)^6 \), and \( g \in H^1(\Sigma) \) such that \( \nu \cdot g = 0 \) in \( \Sigma \) and

\[
g(0) = (1 + \beta(0))v \times e^0 - (1 - \beta(0))h^0_\tau \quad \text{in} \quad \Omega.
\]

If \( \rho_1, \rho_2 \in H^1(\Omega) \), then there exists a unique differentiable solution \( (\varepsilon, h) \in C([0, T], H^1(\Omega)^6) \) to (1.1)–(1.3) with \( (\varepsilon_z, h_z)|_\Sigma \in H^1(\Sigma)^6 \).

**Proof.** Consider the unique weak solution to (2.6) with \( u_2^0 = u_4^0 = 0 \), \( u_1^0 = e^0 \), \( u_3^0 = h^0 \) and \( F = (f_1, f_2, f_2, -\rho_1) \). Take the first (vector)–equation and the last equation

\[
\partial_t (\varepsilon u_1) - \nabla \times u_3 - \varepsilon \nabla u_4 = f_1,
\]

\[
\partial_t u_4 - \nabla \cdot (\varepsilon u_1) = -\rho_1.
\]

Applying the divergence to the first equation and the time derivative to the last equation, and adding the resulting equations together yield \( \partial_t^2 u_4 - \nabla \cdot (\varepsilon \nabla u_4) = 0 \) because of (1.6). Similarly one can show that \( \partial_t^2 u_2 - \nabla \cdot (\mu \nabla u_2) = 0 \).

These are both scalar wave equations. These two wave equations are complemented by the initial conditions

\[
u|_{t=0} = u_4|_{t=0} = \partial_t u_2|_{t=0} = \partial_t u_4|_{t=0} = 0
\]

where the vanishing initial velocities is a consequence of (1.6). Furthermore, we have the boundary condition \( u_2 = u_4 = 0 \) on \( \Sigma \). Both \( u_2 \) and \( u_4 \) are solutions to a scalar wave equation with homogeneous initial and boundary data. Hence \( u_2 \equiv u_4 \equiv 0 \) and \( e \equiv u_1 \) and \( h \equiv u_3 \) are the solutions to the initial–boundary value problem (1.1)–(1.3). This proves part a). The proof of part b) is very similar and will be omitted. □
In both cases a) and b) we have the estimates (2.3) for the weak solutions and (2.7) for differentiable solutions. Furthermore, the solutions satisfy the divergence equations

$$\nabla \cdot (\varepsilon e) = \rho_1, \quad \nabla \cdot (\mu h) = \rho_2 \quad \text{in } Q. \quad (2.17)$$

Now we will show that both: the weak solution and the differentiable solution to the Maxwell problem established in the last proposition have more regular traces than implied by the estimates (2.3) and (2.7), respectively. We start with the weak solution. In what follows we will abbreviate the established in the last proposition have more regular traces than implied by the estimates (2.3) and (2.7), respectively. We start with the weak solution. In what follows we will abbreviate

$$\|w\|_{\gamma, \Omega} = \|e^{-\gamma t}w\|_{X} \quad \text{and} \quad (w_1, w_2)_{\gamma, \Omega} = (e^{-\gamma t}w_1, e^{-\gamma t}w_2)_X.$$ 

Proposition 2.6. Assume the boundary $\Gamma$ is of class $C^2$ and let $\varepsilon, \mu \in C^1(\overline{Q})$, $u = (e, h) \in H^1(Q)^6$. Then, there exists a $\gamma_0 > 0$ such that

$$\|e_v\|_{\gamma, \Sigma}^2 + \|h_v\|_{\gamma, \Sigma}^2 \lesssim \|e_r\|_{\gamma, \Sigma}^2 + \|h_r\|_{\gamma, \Sigma}^2 + \frac{1}{\gamma} \|(f, \rho)\|_{\gamma, Q}^2 + \gamma \|(e, h)\|_{\gamma, Q}^2,$$

$$+ \|(e, h)(T)\|_{\gamma, \Omega}^2 + \|(e, h)(0)\|_{\Omega}^2 \quad (2.18)$$

for $\gamma \geq \gamma_0$. Here $f, \rho$ are computed using (1.1) and (2.17).

Proof. Let $P, z$ be real $C^1$-vector fields and let $\kappa$ be a Hermitian matrix function. Note that

$$(\nabla \times z) \cdot (P \times \kappa z) = \frac{1}{2} (P \cdot \nabla)(z^T \kappa z) - \frac{1}{2} z^T (P \cdot \nabla)\kappa z - (\kappa z \cdot \nabla)z \cdot P$$

$$= \frac{1}{2} (P \cdot \nabla)(z^T \kappa z) - \frac{1}{2} z^T (P \cdot \nabla)\kappa z - \nabla(z \cdot P) \cdot (\kappa z) + (\kappa z \cdot \nabla)P \cdot z$$

and hence,

$$(\nabla \times z) \cdot (P \times \kappa z) - \nabla \cdot (\kappa z)P \cdot z$$

$$= \frac{1}{2} (P \cdot \nabla)(z^T \kappa z) - \frac{1}{2} z^T (P \cdot \nabla)\kappa z - \nabla \cdot [z \cdot P \cdot (\kappa z)] + (\kappa z \cdot \nabla)P \cdot z. \quad (2.19)$$

Furthermore,

$$\Re\{\partial_t(\varepsilon e) \cdot \overline{(P \times \mu h)} - \partial_t(\mu h) \cdot \overline{(P \times \varepsilon e)}\} = -\Re\partial_t[\mu h \cdot \overline{(P \times \varepsilon e)}].$$

Using now (2.19) with $z = e, \kappa = \varepsilon$ and $z = h, \kappa = \mu$ we establish the following identity

$$\Re\{f_1 \cdot \overline{(P \times \mu h)} - f_2 \cdot \overline{(P \times \varepsilon e)} + \rho_2(P \cdot h) + \rho_1(P \cdot \overline{e})\}$$

$$= -\Re\partial_t[\mu h \cdot \overline{(P \times \varepsilon e)}] - \frac{1}{2} (P \cdot \nabla)(e^H \varepsilon e + h^H \mu h) + \Re\{\nabla \cdot [(e \cdot P) \cdot (\varepsilon e) + (h \cdot P) \cdot (\mu h)]\}$$

$$+ \frac{1}{2} [e^H (P \cdot \nabla)e + h^H (P \cdot \nabla)h] - \Re[(\varepsilon e \cdot \nabla)P \cdot e + (\mu h \cdot \nabla)P \cdot h].$$

We multiply this identity by $e^{-2\gamma t}$ and integrate over $Q$ and perform integration by parts in the first three terms on the right-hand side:
Choose now \( P \) such that \( P = v \) on \( \Sigma \). Since \( \Gamma \in \mathbb{C}^2 \) we know that \( v \in \mathbb{C}^1 \). Then
\[
-\frac{1}{2} \int_\Sigma e^{-2\gamma t} (e^H e + h^H \mu h) \, dt \, d\Gamma + \Re \int_\Sigma e^{-2\gamma t} [(v \cdot e) e + (v \cdot h) v \cdot \bar{\mu} h] \, dt \, d\Gamma \leq \frac{1}{\gamma} \| (f, \rho) \|_{\gamma, \Omega}^2 + \| (e, h)(0) \|_{\gamma, \Omega}^2.
\] (2.21)

With \( e = e_\tau + (v \cdot e) v, h = h_\tau + (v \cdot h) v \) the integrands of the integrals over \( \Sigma \) can be rewritten
\[
\frac{1}{2} (e^H e + h^H \mu h) - \Re (v \cdot \bar{e}) v \cdot e e - \Re (v \cdot \bar{h}) v \cdot \mu h
\]
= \[
\frac{1}{2} \Re \{ e^H e (v \cdot e) + h^H \mu h (v \cdot h) \}
\]
= \[
\frac{1}{2} \Re \{ e^H e (v \cdot e) + [h_\tau - (v \cdot h) v]^H \mu h \}
\]
= \[
\frac{1}{2} \Re \{ e^H e e_\tau + [h_\tau - (v \cdot h) v]^H \mu [h_\tau + (v \cdot h) v] \}
\]
= \[
\frac{1}{2} \{ e^H e e_\tau + h^H \mu h_\tau - |v \cdot e|^2 v^T e e - |v \cdot h|^2 v^T \mu v \}.
\]

Using this identity in (2.21) finishes the proof. \( \square \)

By density, the identity (2.20) is also valid for weak solutions to Maxwell’s equations. Theorem 1.2 follows now from Proposition 2.5, part a), and Proposition 2.6.

If we replace \( e \) and \( h \) by the tangential derivatives of \( e \) and \( h \) along \( \Sigma \) in the estimate (2.18) we obtain
\[
\| e_\tau \|_{1, \gamma, \Sigma}^2 + \| h_\tau \|_{1, \gamma, \Sigma}^2 \leq \| e_\tau \|_{1, \gamma, \Sigma}^2 + \| h_\tau \|_{1, \gamma, \Sigma}^2 + \frac{1}{\gamma} \| (f, \rho) \|_{1, \gamma, \Omega}^2
\]
+ \[ \gamma \| (e, h)(0) \|_{1, \gamma, \Omega}^2 \]
under the same regularity assumptions on the coefficients. This improves the boundary regularity of the differentiable solutions of Maxwell’s system (part b) of Proposition 2.5) to \( (e, h) \in H^1(\Sigma)^6 \) with the estimate
\[
\| (e, h)(T) \|_{1, \gamma, \Omega}^2 + \| (e, h) \|_{1, \gamma, \Omega}^2 + \| (e, h)(0) \|_{1, \gamma, \Omega}^2
\]
\[
\leq \| (e^0, h^0) \|_{1, \gamma, \Omega}^2 + \frac{1}{\gamma} \| (f, \rho) \|_{1, \gamma, \Omega}^2 + \| g \|_{1, \gamma, \Sigma}^2.
\]
This proves Theorem 1.3 up to the regularity statement of the normal derivatives. The regularity of the normal derivatives follows from (2.13) which yields the estimate

\[ \| e^{-\gamma t} \partial_v u \|_{\Sigma}^2 \lesssim \| e^{-\gamma t} \nabla_r u \|_{\Sigma}^2 + \| e^{-\gamma t} \partial_t u \|_{\Sigma}^2 + \| e^{-\gamma t} L u \|_{\Sigma}^2. \]

The last term can be estimated by \( \| Lu \|_{1,\gamma,Q} / \gamma \) since by the divergence theorem,

\[ \| e^{-\gamma t} w \|_{\Sigma}^2 = \int_{Q} e^{-2\gamma t} \nabla \cdot (|w|^2 v) \, dt \, dx = \int_{Q} e^{-2\gamma t} \nabla \cdot |w|^2 \, dt \, dx + 2\gamma \int_{Q} e^{-2\gamma t} (w \cdot \nabla) \bar{w} \cdot v \, dt \, dx \]

\[ \lesssim \| e^{-\gamma t} w \|_{Q}^2 + \gamma \| e^{-\gamma t} w \|_{Q}^2 + \frac{1}{\gamma} \| e^{-\gamma t} \nabla w \|_{Q}^2 \lesssim \frac{1}{\gamma} \| w \|^2_{1,\gamma,Q} \]

for all \( w \in H^1(Q)^8 \).

### 3. Shape sensitivity analysis for Maxwell’s system

Here we will prove Theorem 1.4. The Gâteaux derivative (Eulerian derivative) of the shape functional (1.8) in direction of \( V \) is

\[ dJ(\Omega, V) = \lim_{s \to 0} \frac{J(\Omega + s) - J(\Omega)}{s} = \gamma \int_{Q} \left[ (e - E)^H e e' + (h - H)^H \mu h' \right] \, dt \, dx \]

\[ + \frac{1}{2} \int_{\Sigma} \left[ (e - E)^H e (e - E) + (h - H)^H \mu (h - H) \right] V \nu \, dt \, d\Gamma \]

(3.1)

where \((e', h')\) is the shape derivative of (1.1)–(1.3) and \( V = V(0) \cdot v \) [11, Section 2.31]. In order to calculate this derivative we need to establish shape differentiability of Maxwell’s equations and characterize the shape derivative.

Throughout this section we assume that \( e, \mu \) are constant Hermitian, positive definite matrices and that \( \alpha \) is a positive constant. In contrast to Section 2 we write \( u = (e, h) \). With initial data \( u^0 = (e^0, h^0) \in H^1(D)^6 \cap H^2(D) \) we associate to each element \( \Omega \in \mathcal{O} \) the solution \( u(\Omega) = (e, h)(\Omega) \) of the initial–boundary value problem (1.1)–(1.3) with \( f \equiv 0, g \equiv 0 \). Note that \( \rho_j \equiv 0 \) for \( j = 1, 2 \), see (1.6).

Let \( Y \) be a space of functions defined on \((0, T) \times D\). The mapping \( \Omega \to u(\Omega) \) is shape differentiable at \( \Omega \in \mathcal{O} \) in direction \( V \) in \( Y \) if there exists a function \( U \in C^1([0, S]; Y) \) such that \( U(s, \cdot)|_{Q} = u(\Omega_s) \) and

\[ \frac{U(s) - U(0)}{s} \to \partial_s U(0) \quad \text{strongly in } \ Y, \quad \text{as } s \to 0. \]

The shape derivative is the function \( u'(\Omega, V) = \partial_s U(0)|_{Q} \). If

\[ \frac{U(s) - U(0)}{s} \to \partial_s U(0) \quad \text{weakly in } \ Y \text{ as } s \to 0, \]

then the mapping \( \Omega \to u(\Omega) \) is weakly shape differentiable in \( Y \).
**Proposition 3.1.** Let \((e^0, h^0) \in H^1(D)^6 \cap H(D), f = 0, g = 0\) and let \((e, h) \in C([0, T], H^1(\Omega)^6) \cap C^1([0, T], L_2(\Omega)^6)\) be the solution to the initial–boundary value problem (1.1)–(1.3) guaranteed by Theorem 1.3.

This initial–boundary value problem is weakly shape differentiable with shape derivative \((e', h') \in C([0, T], L_2(\Omega)^6)\) and the shape derivative is a weak solution to the initial–boundary value problem

\[
\varepsilon \partial_t e' - \nabla \times h' = \mu \partial_t h' + \nabla \times e' = 0 \quad \text{in } Q
\]  

with zero initial data

\[
u'\big|_{t=0} = 0 \quad \text{in } \Omega
\]

and the lateral boundary condition

\[
\nu \times e' - \alpha h'_\tau = (V_v \partial_v e_T + e_v \nabla_T V_v) \times \nu + \alpha (V_v \partial_v h_T + h_v \nabla_T V_v) \quad \text{in } \Sigma.
\]  

To establish shape differentiability of the initial–boundary value problem (1.1)–(1.3) we will follow the approach by Cagnol and Zolésio for the wave equation with Dirichlet boundary conditions [3]. Certain aspects of the analysis will simplify since we work with an operator with constant coefficients and with zero right-hand sides. Following the approach given in [3] it should be possible to obtain the shape derivative for our Maxwell problem with non-zero \(f, \rho,\) and \(g\) and also with variable coefficients \(\alpha, \varepsilon, \mu,\) provided certain assumptions on shape differentiability are satisfied.

3.1. The material derivative

At first we will establish the material differentiability of the initial–boundary value problem (1.1)–(1.3) with \(f = g = 0\) and divergence free initial data. We will show that this initial–boundary value problem is weakly material differentiable and that the material derivative is the weak solution to an initial–boundary value problem (1.1)–(1.3) with \(f\) and \(g\) depending on \((e, h)\) and also the vector field \(V(0)\).

For our purpose it will be useful to represent the hyperbolic system (1.5) in a different way. Denote the entries of the matrices \(A^j\) introduced in (1.4) by \(a^j_{jk}\). Form the \(6 \times 3\) matrices

\[
A_k = \left( a^j_{jk} \right)_{1 \leq j, k \leq 6, \ 1 \leq l \leq 3}
\]

and the gradient of \(u_k\) is the column vector \(\nabla u_k = (\partial_1 u_k, \partial_2 u_k, \partial_3 u_k)^T\) for \(k = 1, 2, \ldots, 6\). Then

\[
Pu = A^0 \partial_t u + \sum_{k=1}^{6} A_k \nabla u_k
\]

is the Maxwell operator corresponding to the differential equations (1.1). Let \(u^0 = (e^0, h^0) \in H(D) \cap H^1(D)^6\). Denote the unique solutions to the family of initial–boundary value problems

\[
P u_s = 0 \quad \text{in } Q_s, \quad \nu_s \times e_s - \alpha h_s,\tau = 0 \quad \text{in } \Sigma_s, \quad u_s|_{t=0} = u^0 \quad \text{in } \Omega_s
\]  

by \(u_s\). By Theorem 1.3 we know \(u_s = (e_s, h_s) \in C([0, T], H^1(\Omega)^6) \cap C^1([0, T], L_2(\Omega)^6)\) for \(0 < s \leq S\). The solution to (3.5) corresponding to \(s = 0\) will be denoted by \(u\).
The pullback of \( u_s \) to \( Q \) is \( u^s = u_s \circ F_s \) and the operator \( P_s : H^1(Q)^6 \rightarrow L^2(Q)^6 \) is defined by

\[
P_s u = A^0 \partial_t u + \sum_{k=1}^{6} A_k (J_s^{-1})^T \nabla u_k
\]

where \( J_s = D_x F_s \) is the derivative of \( F_s \) (Jacobian matrix). By the chain rule one verifies that

\[
P_s (v \circ F_s) = (Pv) \circ F_s \quad \text{for all } v \in H^1(\Omega_s)^6.
\]

The shape difference quotient is \( w^s = (u^s - u) / s \) for \( 0 < s \leq S \) and

\[
Pw^s = P \left[ \frac{u^s - u}{s} \right] = \frac{1}{s} (P - P_s) u^s
\]

since \( Pu = 0 \) in \( Q \) and also \( P_s u^s = P_s (u_s \circ F_s) = (Pu_s) \circ F_s = 0 \) in \( Q \). This shows that the shape difference quotient satisfies a non-homogeneous hyperbolic differential equation. More precisely, setting \( A^s_k = A_k (J_s^{-1})^T \), we have

\[
Pw^s = \frac{1}{s} (P - P_s) u^s = \frac{1}{s} \sum_{k=1}^{6} (A_k - A^s_k) \nabla u^s_k. \tag{3.6}
\]

Furthermore,

\[
w^s|_{t=0} = \frac{u^s|_{t=0} - u|_{t=0}}{s} = \frac{(u_s|_{t=0} \circ F_s) - u|_{t=0}}{s} = \frac{(u^0 \circ F_s) - u^0}{s} = \frac{(u^0 \cdot F_s) - u^0}{s} \tag{3.7}
\]

which provides the initial data of the shape difference quotient. Finally, we discuss the boundary condition. From Proposition 2.48 [11] we know that the pullback of the exterior unit normal \( v_s \) along \( F_s \) to \( \Omega \) is

\[
v^s = v_s \circ F_s = \frac{(J_s^{-1})^T v}{|(J_s^{-1})^T v|}.
\]

Hence, the pullback \( u^s \) satisfies the boundary condition

\[
M_s u^s := v^s \times e^s - \alpha \left[ h^s - (h^s \cdot v^s) v^s \right] = 0 \quad \text{on } \Sigma
\]

for \( 0 \leq s < S \) and we write \( M \) in the case \( s = 0 \). Note that the definition of the boundary operator \( M \) is slightly different from (2.2). Hence

\[
M w^s = M \left[ \frac{u^s - u}{s} \right] = \frac{1}{s} (M - M_s) u^s \quad \text{on } \Sigma
\]

since also \( Mu = 0 \) on \( \Sigma \). In particular,

\[
M w^s = \frac{v - v^s}{s} \times e^s + \alpha \left[ (h^s \cdot v) \frac{v - v^s}{s} + \left( h^s \cdot \frac{v - v^s}{s} \right) v^s \right] \tag{3.8}
\]
on $\Sigma$. Note that $w^s \in C([0, T], H^1(\Omega)^6)$ for $0 < s < S$. Then $\lim_{s \to 0} w^s$ is the material derivative, provided the limit exists. In order to establish the existence of the material derivative we will show that the shape difference quotient $w^s(t)$ at time $t$ is uniformly bounded in $L_2(\Omega)$ with respect to $s$.

**Proposition 3.2.** There exists a constant $C > 0$ such that

$$\|w^s(t)\|_\Omega \leq C \quad \text{for all } s \in (0, S), t \in [0, T],$$

where $C$ depends only on $\varepsilon, \mu, \alpha, \Omega$ and $\|u^0\|_{1, \gamma, \Omega}$.

**Proof.** By the chain rule the pullback $u^s$ has the same regularity as the solution $u_s$. We know that $w^s$ satisfies the initial–boundary value problem (3.6), (3.7), (3.8). In order to obtain a uniform bound for $w^s$ we need to show that $Pw^s, w^s|_{t=0}, Mw^s$ are uniformly bounded in $L_2$. Hence we will show that the limits

$$\lim_{s \to 0} \|Pw^s\|_{(0, t) \times \Omega}, \quad \lim_{s \to 0} \|w^s|_{t=0}\|_\Omega, \quad \lim_{s \to 0} \|Mw^s\|_{(0, t) \times \Gamma}$$

exist for all $t \in [0, T]$. Once we have established these limits, formula (3.9) follows from Proposition 1.1.

By the chain rule, one has

$$\lim_{s \to 0} \frac{A_k - A_k^s}{s} = -\partial_s A_k^s \bigg|_{s=0} = A_k \left[ \partial_s J_s^T \right] (J_s^T)^{-2}$$

and using the formula $\partial_s J_s|_{s=0} = DV(0)$ (Lemma 2.31 [11]) one obtains

$$\lim_{s \to 0} \frac{(A_k - A_k^s)}{s} = A_k [DV(0)]^T$$

where $DV = D_x V$ is the derivative of $V$. Hence,

$$\lim_{s \to 0} Pw^s = \sum_{k=1}^6 A_k [DV(0)]^T V_k$$

for every $t \in [0, T]$. From formula (3.7) we conclude with the aid of Proposition 2.32 [11]

$$\lim_{s \to 0} w^s|_{t=0} = [V(0) \cdot \nu] u^0.$$  

Finally we evaluate $\lim_{s \to 0} Mw^s$. Compute

$$\partial_s v_s = \partial_s \frac{(J_s^{-1})^T v}{|(J_s^{-1})^T v|} = -\frac{1}{2} \partial_s \frac{(J_s^{-1})^T v, (J_s^{-1})^T v}{|(J_s^{-1})^T v|^3} (J_s^{-1})^T v + \frac{(J_s^{-2})^T \partial_s J_s^T v}{|(J_s^{-1})^T v|}$$

$$= -\frac{|(J_s^{-2})^T \partial_s J_s^T v, (J_s^{-1})^T v|}{|(J_s^{-1})^T v|^3} (J_s^{-1})^T v + \frac{(J_s^{-2})^T \partial_s J_s^T v}{|(J_s^{-1})^T v|}$$

where the notation $(\cdot, \cdot)$ denotes the scalar product in $\mathbb{R}^3$. Since $\lim_{s \to 0} J_s = I$ (the identity matrix) and $\partial_s J_s|_{s=0} = DV(0)$, this yields

$$\lim_{s \to 0} \partial_s v_s = (DV(0)^T v, v) v - DV(0)^T v$$

which is the tangential component of the vector $DV(0)^T v$. We will write $\dot{v} := \partial_s v|_{s=0} = -[DV(0)^T v]_{\tau}$ and thus

$$\lim_{s \to 0} Mw^s = -\dot{v} \times e - \alpha \left[ (h \cdot v) \dot{v} + (h \cdot \dot{v}) v \right].$$

Formulas (3.11)-(3.13) establish the limits postulated in (3.10) since $u \in C([0, T], H^1(\Omega)^6)$. \qed
Because of the uniform bound (3.9) there exists sequence \( s_i \downarrow 0 \) such that \( w^{s_i} \) converges weakly in \( L_2(\Omega)^6 \) for every \( t \). This weak limit is the material derivative \( \dot{u} \), i.e.

\[
w^{s_i}(t) \rightharpoonup \dot{u}(t) \quad \text{weakly in } L_2(\Omega)^6, \quad t \in [0, T].
\]

Using (3.11)–(3.13) we see that the material derivative \( \dot{u} = (\dot{e}, \dot{h}) \) is the unique solution to the initial–boundary value problem:

\[
P\dot{u} = \sum_{k=1}^{6} A_k [D\nu(0)]^T \nabla u_k \quad \text{in } Q,
\]

\[
\dot{u}|_{t=0} = [V(0) \cdot \nabla] u^0 \quad \text{in } \Omega,
\]

\[
v \times \dot{e} - \alpha \dot{h} = -\nu \times e - \alpha [\nu \cdot (h \cdot \nu) \dot{v} + (h \cdot \nu) \nu] \quad \text{in } \Sigma.
\]

By Proposition 1.1, we have \( \dot{u} \in C([0, T], L_2(\Omega)^6) \).

### 3.2. The shape derivative

The shape derivative can now be computed

\[
u'(\Omega, V) = \dot{u} - DuV(0) = [V(0) \cdot \nabla] u
\]

[3, Corollary 5], and since \( u \in C([0, T], H^1(\Omega)^6) \) we know \( u' \in C([0, T], L_2(\Omega)^6) \). Observe the homogeneous initial condition \( u'|_{t=0} = 0 \).

To prove Theorem 3.1 we need to show that the shape derivative satisfies the homogeneous Maxwell equations as well as the boundary condition (3.4). In what follows we will write \( V \) instead of \( V(0) \). To establish (3.2) compute

\[
P\nu' = P\dot{u} - P[(V \cdot \nabla)u] = \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k - A^0_{\partial \Gamma} [(V \cdot \nabla)u] - \sum_{k=1}^{6} A_k \nabla [V \cdot \nabla u_k]
\]

\[
= \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k - (V \cdot \nabla) [A^0_{\partial \Gamma} u] - \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k + (V \cdot \nabla) \nabla u_k
\]

\[
= \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k - (V \cdot \nabla) [A^0_{\partial \Gamma} u] - \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k - (V \cdot \nabla) \left( \sum_{k=1}^{6} A_k \nabla u_k \right)
\]

\[
= \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k - (V \cdot \nabla) (Pu) - \sum_{k=1}^{6} A_k [D\nu]^T \nabla u_k = 0
\]

since \( Pu = 0 \) in \( Q \). For the boundary condition, observe that \( V \cdot \nabla = V_\tau \cdot \nabla_\tau + V_t \cdot \partial_\nu \), where \( \nabla_\tau \) denotes the tangential gradient on \( \Gamma \) and \( V_\tau = V - V_\nu \). Since \( \nu \times e - \alpha h_t = 0 \) along \( \Gamma \),

\[
0 = (V_\tau \cdot \nabla_\tau)[\nu \times e - \alpha (\nu \times h) \times \nu] = (V_\tau \cdot \nabla_\tau)\nu \times e + \nu \times (V_\tau \cdot \nabla_\tau)e
\]

\[
- \alpha \left[ (V_\tau \cdot \nabla_\tau)\nu \times h \right] \times \nu + [\nu \times (V_\tau \cdot \nabla_\tau)h] \times \nu + [\nu \times h] \times (V_\tau \cdot \nabla_\tau)e
\]

which gives
3.3. Proof of Theorem 1.4

Combining the last two formulas completes the proof of Proposition 3.1 in view of (2.16).

Finally, since

\[ v \times e - \alpha h' = v \times e - \alpha \dot{h} = v \times (V \cdot \nabla) e + \alpha [(V \cdot \nabla) h] \]

\[ + \alpha \left\{ (V \cdot \nabla) h \times v + [v \times h] \times (V \cdot \nabla) v + (V \cdot \nabla) v \times e \right\} \]

Hence the shape derivative satisfies the boundary condition

\[ v \times e - \alpha h' = v \times e = -\alpha \dot{h} - v \times (V \cdot \nabla) e + \alpha [(V \cdot \nabla) h] \]

\[ = -\dot{v} \times e - \alpha \left\{ (h \cdot \nu) \dot{v} + (h \cdot \dot{v}) \nu \right\} - v \times (V \cdot \nabla) e + \alpha [(V \cdot \nabla) h] \]

\[ = -v \times (V \cdot \nabla) e + \alpha \left\{ v \times (V \cdot \nabla) h \right\} \times v + [(V \cdot \nabla) v - \dot{v}] \times e \]

\[ + \alpha \left\{ (V \cdot \nabla) v - \dot{v} \right\} \times (h \cdot v) + \alpha (h \cdot (V \cdot \nabla) v - \dot{v}) \}

(3.16)

Since \( \nabla \nu = \nabla (V \cdot \nu) = [(DV)^T \nu] \tau + [(DV)^T \nu] \tau \) one obtains

\[ (V \cdot \nabla) v - \dot{v} = (V \cdot \nabla) v + [(DV)^T \nu] \tau - [(DV)^T \nu] \tau \]

Recall from Section 2 that \( v = -\nabla \phi \) where \( \phi(x) = \text{dist}(\Gamma, x) \). Hence \( Dv = (Dv)^T \) which yields \( (V \cdot \nabla) v - \dot{v} = \nabla \tau \nu \), and the boundary condition (3.16) simplifies to

\[ v \times e' - \alpha h' = -v \times (V \cdot \nabla) e + \alpha \left\{ v \times (V \cdot \nabla) h \right\} \times v + \nabla \tau \nu \times e \]

\[ + \alpha \left\{ \nabla \tau \nu \times (h \cdot v) + \alpha (h \cdot \nabla \tau \nu \nu) \}

Finally, since \( v \times e = \alpha h \) we have also \( e' = -\alpha (v \times h) \) and hence,

\[ \nabla \tau \nu \times e = \nabla \tau \nu \times (e' + e \nu) = -\alpha \nabla \tau \nu \times (v \times h) + \nabla \tau \nu \times e \nu \nu \]

\[ = -\alpha (h \cdot \nabla \tau \nu \nu \nu) + \nabla \tau \nu \nu \times e \nu \nu \]

Combining the last two formulas completes the proof of Proposition 3.1 in view of (2.16).

3.3. Proof of Theorem 1.4

Use the solution to the adjoint problem (1.10) in formula (3.1) and compute the Gâteaux derivative

\[ dJ(\Omega, V) = \Re \int Q \left( \epsilon \delta t p - \nabla \times q \right) \cdot \tilde{e}^2 dt dx + \Re \int Q \left( \mu \delta t q + \nabla \times p \right) \cdot \tilde{h}^2 dt dx \]

\[ + \frac{1}{2} \int \Sigma \left( (e - E)^H \epsilon (e - E) + (h - H)^H \mu (h - H) \right) V \nu \cdot dt d\Gamma \]

\[ = \Re \int \Sigma \left( (v \times p) \cdot \tilde{h} \epsilon + q \cdot (v \times \tilde{e}) \right) dt d\Gamma \]
work with that we will investigate the dependence of the Fréchet derivative (1.9) on

Note that the Gâteaux derivative turns out to be a linear function of

see for example [1, Section 2.3]. Here div\(\cdot\) is the surface divergence and curl\(\cdot\) is the surface curl. Note that the Gâteaux derivative turns out to be a linear function of \(V_v\) which proves that the shape functional is Fréchet-differentiable.

4. The case \(\alpha = 0\)

Here we will show that the shape functional (1.8) is Fréchet differentiable in the case \(\alpha = 0\). For that we will investigate the dependence of the Fréchet derivative (1.9) on \(\alpha\). As in Section 2 we will work with \(\beta = (1 - \alpha)/(1 + \alpha)\). We will show that \(d J(\Omega, V)\) is uniformly bounded with respect to \(\beta\) for \(\beta \in [-1, 1]\).

4.1. The boundary value problem with dissipative boundary conditions

At first we will study the initial–boundary value problem for Maxwell’s equations

\[
\frac{\partial_t}{\partial t} (e, h) - \nabla \times h = f_1, \quad \frac{\partial_t}{\partial t} (\mu, e) + \nabla \times e = f_2 \quad \text{in } Q, \\
(e, h)|_{t=0} = (e^0, h^0) \quad \text{in } \Omega, \\
(1 + \beta) \nu \times e + (1 - \beta) h_\tau = 0 \quad \text{in } \Sigma
\]

(4.1)
for $\beta \in L_\infty(\Sigma)$ satisfying $|\beta| \leq 1$ almost everywhere. In contrast to the previous sections this boundary condition is only dissipative but not necessarily strictly dissipative.

Consider the proof of Proposition 2.1 and let $u \in H^1(\Omega)^\beta$ be such that $u_2 = u_4 = 0$ and $Mu = 0$ on $\Sigma$ and let $\beta \in L_\infty(\Sigma)$ with $|\beta| \leq 1$. Then

$$\Re \int_\Sigma (v \times \nu_1) \cdot \nu_{3, \tau} \, d\Gamma \, dt = \Re \int_\Sigma \frac{1 - \beta}{1 + \beta} |\nu_{3, \tau}|^2 = \Re \int_\Sigma \frac{1 + \beta}{1 - \beta} |\nu_{1, \tau}|^2 \geq 0.$$ 

This implies the estimate

$$\|e^{-\gamma T} u(T)\|_{\Omega}^2 + \gamma \|e^{-\gamma T} u\|_{Q}^2 \leq \left( \frac{1}{\gamma} \right)^2 \|e^{-\gamma T} Lu\|_{Q}^2 + \|u(0)\|_{\Omega}^2$$

where $a \lesssim b$ means now $a \leq C b$ for some constant $C$ depending on $\epsilon, \mu, \Omega$ but not on $\beta$. Following the results of Section 2 one can solve the initial–boundary value problem (4.1) with $|\beta| \leq 1$. Since we want to discuss the dependence of the solution on the coefficient function $\beta$ of the boundary operator $M$ we will denote the solution of the initial–boundary value problem (4.1) by $(e, h)_\beta$.

To be more precise, if $\epsilon, \mu \in L_\infty(\Omega)$, $f \in L_2(\Omega)^6$, $(e^0, h^0) \in L_2(\Omega)^6$ one obtains a unique weak solution $(e, h)_\beta \in C([0, T], L_2(\Omega)^6)$ with the estimate

$$\|e^{-\gamma T} (e, h)_\beta(T)\|_{\Omega}^2 + \gamma \|e^{-\gamma T} (e, h)_\beta\|_{Q}^2 \leq \left( \frac{1}{\gamma} \right)^2 \|e^{-\gamma T} f\|_{Q}^2$$

(4.2)

for $\gamma \geq \gamma_0$. If $\Gamma \subseteq C^2, \epsilon, \mu \subseteq C^1, f, \rho, e^0, h^0 \in H^1$ one obtains a unique differentiable solution $(e, h)_\beta \in C([0, T], H^1(\Omega)^6) \cap C^1([0, T], L_2(\Omega)^6)$ and

$$\|(e, h)(T)\|_{1, \gamma, \Omega}^2 + \gamma \|(e, h)\|_{1, \gamma, Q}^2 \leq \left( \frac{1}{\gamma} \right)^2 \|(e^0, h^0)\|_{1, \gamma, \Omega}^2 + \|f, \rho\|_{1, \gamma, Q}^2.$$ 

Since a differentiable solution satisfies also $(e, h)_\beta \in H^1(\Omega)^6$, the trace theorem in Sobolev spaces give $(e, h)_\beta|_{\Sigma} \in H^{1/2}(\Sigma)^3$. Furthermore, one can show that $\partial_{\nu} e_{\tau}, \partial_{\nu} h_{\tau} \in H^{-1/2}(\Sigma)$.

Lemma 4.1. Let $(e^0, h^0) \in H^1(\Omega)$ and $f \in H^1(\Omega)^6$ be such that $\rho \in H^1(\Omega)^2$. Then the unique differentiable solution $(e, h)_\beta \in C([0, T], H^1(\Omega)^6) \cap C^1([0, T], L_2(\Omega)^6)$ satisfies

$$[\partial_j e_{\beta}]_{\tau}, [\partial_j h_{\beta}]_{\tau} \in H^{-1/2}(\Sigma)^3$$

(4.3)

for $j = 1, 2, 3$, uniformly in $\beta$ for $|\beta| \leq 1$.

Proof. Here we will only sketch the proof. The full proof requires a smoothing of the solution by Friedrichs’s mollifiers. For brevity we will drop the subscript $\beta$. Let $(e, h) \in H^{1/2}(\Sigma)^3$. By the extension theorem in Sobolev spaces there exist $(E, H) \in H^1(\Omega)^3$ such that $\|(E, H)\|_{H^1(\Omega)^3} \leq C\|(e, h)\|_{H^{1/2}(\Sigma)^3}$. Integration by parts gives

$$\int_\Sigma (v \times e) \cdot \partial_j \tilde{h} \, dt \, d\Gamma - \int_\Sigma (v \times h) \cdot \partial_j \tilde{e} \, dt \, d\Gamma$$

$$= \int_Q E \cdot \left[ \partial_i (\tilde{e} \partial_j \tilde{e}) - \nabla \times \partial_j \tilde{h} \right] \, dt \, dx + \int_Q H \cdot \left[ \partial_i (\tilde{u} \partial_j \tilde{h}) + \nabla \times \partial_j \tilde{e} \right] \, dt \, dx$$
\[
\begin{align*}
&\int_Q (\varepsilon \partial_t \mathbf{E} - \nabla \times \mathbf{H}) \cdot \partial_j \mathbf{e} \, dt \, dx + \int_Q (\mu \partial_t \mathbf{H} + \nabla \times \mathbf{E}) \cdot \partial_j \mathbf{h} \, dt \, dx \\
&- \int_\Omega \left[ \partial_j \mathbf{e}^T \mathbf{E} + \partial_j \mathbf{h}^T \mathbf{H} \right] \, dt \, dx \bigg|_{t=0}^{t=T}.
\end{align*}
\]

Choosing \( h = 0 \) one obtains the estimate
\[
\left| \int_\Sigma (\nu \times \mathbf{e}) \cdot \partial_j \mathbf{h} \, dt \, d\Gamma^* \right| \leq C \| \mathbf{e} \|_{H^{1/2}({\Sigma})} \| (e, h) \|_{H^1(Q)}
\]
and by choosing \( e = 0 \) one has
\[
\left| \int_\Sigma (\nu \times h) \cdot \partial_j \mathbf{e} \, dt \, d\Gamma^* \right| \leq C \| \mathbf{h} \|_{H^{1/2}({\Sigma})} \| (e, h) \|_{H^1(Q)}.
\]

These estimates show that \([\partial_j e]_\tau, [\partial_j h]_\tau\) are linear functionals on \( H^{1/2}({\Sigma}) \).

These regularity results are weaker than the ones established in Theorem 1.3. However, they are also valid in the case that \( \beta = 1 \) or \( \beta = -1 \).

4.2. The derivative of the shape functional in the case \( \alpha \equiv 0 \)

As in Section 3 let \( e, \mu \) be constant Hermitian, positive matrices and let \( \alpha \) be a positive constant. Note that the Fréchet derivative of the shape functional (1.9) can be interpreted as a duality between the two Sobolev spaces \( H^{1/2}({\Sigma}) \) and \( H^{-1/2}({\Sigma}) \). The regularity results of the previous subsection guarantee that \( \lim_{\alpha \to 0} J(\Omega) \) exists. Hence we have proved the following result.

**Proposition 4.2.** Suppose that \( e, \mu \) are constant, Hermitian positive definite matrices and that \( (E, H) \in H^1((0, T) \times D) \cap H((0, T) \times D) \). Furthermore, let \( f \equiv 0, g \equiv 0 \) and \( (e^0, h^0) \in H^1(D)^6 \cap H(D) \) and let \( (e, h) \in C([0, T], H^1(\Omega)^6) \) be the solution to (1.1)–(1.3) with \( \alpha \equiv 0 \).

Then, the shape functional (1.8) is Fréchet differentiable at \( \Omega \in \mathcal{O} \) in direction of the vector field \( \mathbf{V} \) with Fréchet derivative
\[
\begin{align*}
d J(\Omega, \mathbf{V}) &= \mathbb{H}\langle \mathbf{q} \mathbf{V}_\nu, \partial_\nu e_\tau \times \nu \rangle + \mathbb{H} \int_\Sigma \nabla_\nu \mathbf{V}_\nu \cdot (\nu \times \bar{e}_\nu q) \, dt \, d\Gamma^* \\
&\quad + \frac{1}{2} \int_\Sigma \left[ (e - E)^T e - E \right] + (h - H)^T \mu (h - H) \right] \mathbf{V}_\nu \, dt \, d\Gamma^*
\end{align*}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the duality between \( H^{1/2}({\Sigma}) \) and \( H^{-1/2}({\Sigma}) \) and \( (p, q) \) is the solution to the backward adjoint initial–boundary value problem
\[
\begin{align*}
\varepsilon \partial_t p - \nabla \times q &= \varepsilon (e - E), & \mu \partial_t q + \nabla \times q \mu (h - H) & \text{in } Q, \\
p|_{t=T} &= 0, & q|_{t=T} &= 0 & \text{in } \Omega, \\
\nu \times p &= 0 & \text{in } \Sigma.
\end{align*}
\]
Remark 4.1. The initial–boundary value problem characterizing the material derivative (3.14) can be used to establish \( \dot{u} \in C([0, T], L_2(\Omega)^6) \) even in the case \( \alpha \equiv 0 \) [5, Corollary 1.4]. The shape derivative has the same regularity because of (3.15).

Note that the boundary condition of the shape derivative in the case \( \alpha \equiv 0 \) simplifies to

\[
v \times e' = (V_v \partial \nu e_T + e_v V_{\nu} \nu \times \nu) \times v \quad \text{in } \Sigma.
\]

In the case that \( \varepsilon \) and \( \mu \) are scalar functions, it has been shown that the trace of the normal derivative of the electric field is square integrable, i.e. \( \partial_v e|_\Sigma \in L_2(\Sigma)^3 \) [6, Theorem 1.1], [12, Proposition 6.1]. However, this result is not sufficient to establish the regularity of the shape derivative from the boundary value problem (3.2)–(3.4).

We believe that our approach can be used for other shape optimization problems where the constraint is a hyperbolic boundary value problem with a conservative boundary condition. Examples include the scalar wave equation with Neumann boundary conditions and the elastic wave equations with a zero traction boundary condition.

References