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1 Introduction

The design of integrated circuits (ICs) and systems in SMby¥®CMOS technology is very challeng-
ing [1]. The scaling down of technology not only caused analeaticed relationship between sup-
ply voltage and transistor threshold voltads,), but also induced ageing effects and variability prob-
lems [2, 3]. In semiconductor manufacturing, systematit emdom variations exist during different
fabrication steps. Moreover, once ICs are fully functiotith ageing and variability degrade ICs per-
formance and lead to uncertainty performance distributionhis paper, we analysis process variations
based on BSIM4 transistor model.

1.1 Traditional methods

From the perspective of designers, in order to know the baitiapand yield information, One traditional
method is to setup guardband with worst-case corner-basagsis. In SPICE-like simulator, NMOS
and PMOS type transistors are defined with letter acronynfagE S: slow and T: typical). For example,
NMOS and PMOS transistors with low oxide thickne$s), threshold voltagew) is represented with
'FF’ type (fast NMOS, fast PMOS). The other widely appliedthwa is Monte-carlo analysis (see
Figure 1). The performance distribution can be evaluateslith a large amount of simulations.

However, traditional methods have limitations. The cofm&sed analysis with one standard case
(type 'TT") and four extreme ones (type 'FF’, 'FS’, 'SF’ an8S’) evaluates circuit variability at the
risk of over-estimation. The instrinsic accuracy of MC s is achieved with repeatedly simulations.
Due to these drawbacks, statistical methods have beengwdo have an efficiency-accuracy tradeoff
during variability assessment.

1.2 Current research and highlight

Over a period of last ten years, statistical modeling of CM@8ability has been continuously con-
cerned both from academic research and industry manuifagtufigure 1 shows the approximate num-
ber of publications from IEEE digital database every yearst®{e-of-the-art summary of this topic is
presented in this subsection. According to the Internatidechnology Roadmap for Semiconductors
(ITRS) report 2011 edition, continuously CMOS technologgling down results in increasing process
variations.

2 Statistical analysis of CMOS variability

In this section, statistical CMOS variability is studiedsbd on BSIM4 model. BSIM4 model is a
physics-based, accurate, scalable, robustic and pre iOSFET SPICE model for circuit simulation
and CMOS technology development. The impact of processti@mi at physical level can be investi-
gated.
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Figure 1: A comparison between MC and corner analysis on aar@p performance parameters: DC
gain and Gain-bandwidth (GBW)
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Figure 2: Approximation IEEE publications in the field oftstical CMOS variability, ITRS technology
node 45 nm (2008), 32 nm (2010), 22 nm (2011)

2.1 Design of experiments

Design of experiments (DoES) is an information-gatheringcpdure in statistical analysis. In CMOS
circuits and systems design, the purpose of statisticakl®t® help designers to characterize the impact
of the input factors on the output parameters []. We can use select and compare process factors
(e.g.,BSIM4 parameters) and predict objectives (e.dopmance parameters). Figure 3 illustrates the
detail steps of DoEs. Table 1 shows common applied DoEs @ensarg and prediction.

DoEs provide several solutions to generate experimengigjdg for various situations. Commonly
used design are the two-level full factorial (contains alinbination of different levels of the factors)
and the two-level fractional factorial design (with a fiaot such a%, ;11 of the full factorial case, or
other type, e.g.,Plackett-Burman (PB) designs, centmalpasite designs (CCD)).

| 2< Number of factors< 4 | Number of factors> 5
Screening| Full factorial, fractional factorial| Fractional factorial, Plackett-Burman
Prediction| Central composite, Box-Behnken N/A

Table 1: Different DoEs used in screening and prediction
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2.1.1 Parameter screening technology

Screening is used to minimize the number of process parasne@orrelation analysis and stepwise
regression analysis (execute by Plackett-Burman designiliacussed in this subsection. More than
800 process parameters exist in BSIM4 model (version 4.5)shown in Figure 4, the total number of
parameters in Part C and D is 39. Screening analysis is inguited with:

e Correlation analysis filters out correlated BSIM4 paramsete

e Stepwise regression analysis (Plackett-Burman desigi@rrdaes the significant order of left
BSIM4 parameters.

Correlation refers to the linear dependence between twablas (or two sets of data). In statistical
BSIM4 parameter modeling, correlation analysis is usedttr fout correlated BSIM4 parameters. The
correlation coefficienpg, g, between two BSIM4 parameteB and B; with expected valuepg,, U,
and standard deviationss, andGBj is defined as:

_ covB;,Bj) E[(Bi—ps)(Bj— k)]
pBi,Bj — GBi O_Bj — GBi O_Bj (1)

whereE is the expected value operatogvmeans covariance. ﬁBth is +1 or -1, the selected two
BSIM4 parameters show a positive (-1 with negative) linegrahdence to each other. One of these two
BSIM4 parameters can be moved out from model. After colmiaanalysis, a design of experiments
(DoEs) should be selected to verify this new model. To sifniiis model, stepwise regression analysis
can be applied, results such as p-value from hypothesiadeste evaluated to determine the significant
sequence of left BSIM4 parameters.

Stepwise regression is used to further minimize the BSIMst@ss parameters. According to Ta-
ble 1, A two level Plackett-Burman design is selected to etestepwise regression. Hadamard matrix
can generate an orthogonal matrix for input parameters eslesnents are all either plus signs or minus
signs (Plus signs (+) represent factors with maximum valmésus signs (-) for minimum values). In
this case (see Table 2), only 12 runs are needed with PlaBkettan designs. A full factorial design
would require 3! = 128 runs.
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Figure 4: The total number of BSIM4 parameters is 893, somanpeaters (Part A) are still under de-
velopment (currently equal to O or set to NaN), Part B reprsseonstant BSIM4 parameters which are
not influenced by process variations. BSIM4 parameters ih®and D are proceeded with screening
analysis.

In detail, stepwise regression is to build regression notekween BSIM4 process parameters
(input factors) and performance parameters (objectivéggiwcan make hypothesis testing for models
and every independent input factors. The p-value, parti@lBes andR? value can be used to set a
certain threshold to test the hypothesis of regression médleach step, the p value of an F-statistic is
computed to test models with or without a potential BSIM4gpaeter. If a parameter is not currently in
the model, the null hypothesis is that the parameter would hazero coefficient if added to the model.
If there is sufficient evidence to reject the null hypothetliss parameter is enrolled. Conversely, the
parameter is removed from the model. Finally, the most amtinmegression equation is built with the
most significant BSIM4 parameters.

2.1.2 Performance prediction with RSMs

Response surface method (RSM) is another important atatisbethod to build relationship between
input factors (BSIM4 process parameters) and objectiviesujt performance). According to BSIM4
factors distribution, experimental runs are performechwitcuit simulator. Central composite design
(CCD) is a type of fractorial factorial design can be appliedRSMs. CCD such as circumscribed
(CCCQ), inscribed (CCI) and face centered (CCF) are diffeierange and rotation of factors. Figure 5
illustrates the distribution of different CCDs with two dtgs factors. Besides three types CCDs, the
Box-Behnken design (BBD) is an independent quadratic desigich does not contain an embedded
factorial or fractional factorial design. Since BBD does$ have any combination point at some corner,
some applications can benifit from it and avoid some extresses

The simulated performance parameter is used to generatesRENBSIM4 parameters [4]. The
response surface model can be used for displaying grafghibalmathematical model between BSIM4
process parameters and circuit performance. Successidinguwf RSMs can help designers estimate
varied and aged circuit performance efficiently. Sometinusing linear model is hard to achieve ad-
equate accuracy because of exponential complexity, qiadnadel or even cubic model is required.
The accuracy of RSMs can be evaluated by root-relativersgesaior (RMSE). It is a measurement for
differences between model predicted vaMgegictedn) @and simulated valuef§jmyiatedn), where:
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Figure 5: Comparison of the three type central compositgydes

RMSE:\/ZN—l(Ypredictedn _Ysimulatedn)z
N

Yiinear = BO + lel + BZXZ
Yquad = YIinear + BlZXlXZ + |311X12 + |322X22
Yeubic = Yauad + B112X8Xo + B122Xa X5 + B111Xs + B22oX3

Numberoffactor | 2 | 3 | 4 | 5 | 6 | 7
Full factorial 4 8 16 32 64 128
Fractional factorial §) | 2 4 8 16 32 64

Central composite | 9/9 | 15/15| 25/25| 25/43 | 45/77 | 79/143

Box-Behnken N/A 13 25 41 49 57

Table 3: Number of runs in each DoEs. Central compositeﬁ%ﬁnﬂctional

)
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(4)
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Figure 6: Parameters degradation by ageing effects in NRR®IS)S transistor, simulating with ELDO.

2.2 Simulation flow

2.2.1 Ageing effects and process variations

In 65nm CMOS technology, ageing effects can degrade somi8Barameters and influence the tran-
sistor performance. As shown in Figure 6(a), Hot carrieedtipn (HCI) can influence sub-threshold
swing coefficient ifitac), intrinsic threshold voltageviy), intrinsic mobility (), saturation velocity
(Vsap), drain source resistance per widtQg), subthreshold region DIBL coefficientti) and thresh-
old voltage offset\¢). The correlation analysis is used to filter out some coteelgparameteniyg,
Mo, Nfac @ndrysy are selected as the main degraded parameters of NMOS toan®esides, the only
BSIM4 parameter affected by negative bias temperaturabiigy (NBTI) is v of PMOS transistor
(see Figure 6(b)). More sevevg, degradation is observed when PMOS transistor work at higipée-
ature. In Table 4, eight crucial BSIM4 parameters are sartgdas ageing sensitive and non-sensitive.
In NMOS transistor, the dominant ageing nonsensitive BSpgrameters include: length variation)(
width variation &), gate oxide thicknessq() and channel doping concentratiandy). In PMOS tran-
sistor, exceptino, other parameters mentioned above are ageing non-sensitiv

Ageing sensitive Ageing non-sensitive
HCI Vtho, Uo, Nfacs M'dsw X1 Xw, Tox, Ndep
NBTI Vtho Uo, Nfacs Fdsw X1 Xw, Toxs Ndep

Table 4: Ageing effect to eight BSIM4 parameters

2.2.2 The co-evaluation flow

As shown in Figure 7, this methodology aims to:

¢ Judge the circuit ageing-immune or ageing-sensitive;

e Estimate degradation of circuit performance due to proeasation and ageing effects;

e Find the most critical process parameters.

The flow begins with ageing model selection (HCI and NBTI)e®thematic of designed circuit
and the stress time are the input of the ageing simulatiocesso With ageing degradation models, after
extracting fresh netlist of designed circuits, a transsemiulation is performed to generate a aged circuit
netlist. On the branch of process variation, after filter legs important BSIM4 parameters, selected
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Figure 7: The co-evaluation flow of ageing effects and presesiations

parameters are set up with a proper DoE mode. Ageing effeigbatess variation are evaluated by cir-
cuit simulator. Nominal simulation with transient and DGbysis is performed at transistor level. Other
analysis such as AC, PSS and Monte-Carlo can be performédsased aged circuit netlist (degrada-
tion information included). Simulation data processindokowed in order to plot response surface.
RSMs is used to help designers to obtain intuitionisticakglity information at circuit design phase.

For ageing-sensitive circuits, varied RSMs are used tones#i ageing and variability. Meanwhile, for

ageing-immune circuits, a fixed RSM can supply variabilitiormation to designers [5, 6].

3 Case study

The proposed methodology is applied to two simple curremtars (NMOS and PMOS type) and dy-
namic comparator (see Figure 8). Test circuits are impleéedewith 65nm CMOS process technology.
Minimum transistor dimension is used. Reliability simidatis performed with ELDO simulator (max-
imum ageing time = 20 years). HCI and NBTI are considered esrtain ageing effects. The statistical
flow is carried out with Matlab statistics toolbox. Circuitogess variation analysis is based on BSIM4
transistor model.

The result from correlation analysis is shown in Table 5. Fhymificant orders determined by
regression analysis are shown in Table 6. RMSEs betweeraiouresult and RSMs’ estimation are
verified for different models (see Table 7). According to RMSE results, quadratic model is used to
plot RSMs.

Both NMOS and PMOS simple current mirror have been simulaldet most significant parame-
ters: viho andug are selected and normalized as the representative of greagations. The RSMs are
built betweenvh, Ug and output currentl §; as the circuit performance). The ageing analysis indicated
that both HCI and NBTI can degrade output current. Variegpoase surfaces (see Figure 9(a) and
Figure 9(b)) are used to estimate ageing degradation armgsorariationsv{,g andug). Comparing
to HCIl induced degradation in NMOS current mirror, the degséNBTI induced degradation (PMOS
current mirror) is lower than HCI.



toxe Ndep Tsh fshg Vtho Uo Nfactor fdsw Cf X Xw JSWS G Cjsw Ciswg
1 + + + + + + + + + + o+ + + + +
2 - + - + - + - + -+ - + - + -
3 + - - + + - - + + - - + + - -
4 - - + + - - + + - -+ + - - +
5 + + + - - - - + + + o+ - - - -
6 - + - - + - + + -+ - - + - +
7 + - - - - + + + + - - - - + +
8 - - + - + + - + - -+ - + + -
9 + + + + + + + - - - - - - - -
10| - + - + - + - - + -+ - + - +
11| + - - + + - - - -+ 4+ - - + +
12| - - + + - - + - + + - - + + -
13| + + + - - - - - - - - + + + +
14| - + - - + - + - + -+ + - + -
15| + - - - - + + - -+ 4+ + + - -
16| - - + - + o+ - - + + - + - - +

toxe: Electrical gate equivalent oxide thickness

ngep: Channel doping concentration at depletion edge for zedy bias
rsh: Source/drain sheet resistance

rshg Gate electrode sheet resistance

Vtho: Threshold voltage at,s=0 for long-channel devices

Up: Low-field surface mobility at thom

Nfactor: Subthreshold swing coefficient

rqsw: Zero bias LDD resistance per unit width for RDSMOD=0

¢ : Fringing field capacitance

X : Length variation due to masking and etching

Xw: Width variation due to masking and etching

jsws Isolation-edge sidewall source junction reverse saamaturrent density
Cj: Zero bias bottom junction capacitance per unit area.

Cjsw- Sidewall junction capacitance per unit periphery.

Cjswg- Gate-side junction capacitance per unit width.

Table 5: Plackett Burman design: 15 two-level factors fordrs with BSIM4 parameters
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Table 6: The significant orders of BSIM4 parameters in tasudis

1(2|3|4|5]|6 7 8
NMOS Current Mirror| Up [Viho |tox| X |Nfac|Ndep| Xw | Fdsw
PMOS Current Mirror| Vino| Uo | Xi | tox [Ndep|Fdsw| Nfac | Xw
Comparator (NMOS)| Ving| tox [Uo | Xw |Tdsw| X | Nfac | Ndep
Comparator (PMOS)| Vino| Uo | X |tox |Fdsw| Xw | Ndep | Nfac

From the simulation of dynamic comparator, we find the comgarcan achieve ageing-immunity
with HCI and NBTI stress, not only in offset voltage, also ievg rate and propagation delay of the cir-
cuit. Therefore, fixed response surface is used to illestiat process variation only. The offset voltage
is chosen as the circuit performance (see Figure 10(a))n fne regression analysis, we find that the
variations of other parameters excepp have little or no influence on comparator offset voltage. S-hu
the who is the dominant parameter (see Table 6), in both NMOS and PM@sistor). Figure 10(b)
shows the fixed response surface which refiggh andwinop to comparator offset voltage.
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toxe Ndep I'sh I'shg Vtho Uo | Nfactor | ldsw | Ct X Xw jsws | Cj Cjsw | Ciswg
toxe NaN 0 0 -0.022 0 -0.0045| -0.0197 0 0.0005 0 0 0 0 0 0
Ndep 0 NaN 0 -0.016 0 -0.0035| -0.0038 0 -0.1171 0 0 0 0 0 0
I'sh 0 0 NaN 0.036 0 -0.0045| 0.0378 0 -0.0024 0 0 0 0 0 0
I'shg -0.022 | -0.016 0.036 NaN 0.0526 | 0.0065 -0.024 | -0.0223| 0.1359 | -0.0126 | -0.0479| 0.0129 | -0.041 | -0.0156 | 0.0322
Viho 0 0 0 0.0526 NaN -0.0045| 0.0226 0 0.0024 0 0 0 0 0 0
Ug -0.0045 | -0.0035 | -0.0045| 0.0065 | -0.0045| NaN 0.0205 | -0.0125| -0.0908 | 0.05 0.0045 | -0.0125| 0.0045 | -0.0125| 0.0045
Niactor | -0.0197 | -0.0038 | 0.0378 | -0.024 | 0.0226 | 0.0205 NaN 0.0351 | 0.0892 | 0.0575 | -0.041 | -0.0168 | -0.0361 | -0.0355| 0.0226
Idsw 0 0 0 -0.0223 0 -0.0125| 0.0351 NaN 0.0226 0 0 0 0 0 0
Ct 0.0005 | -0.1171| -0.0024 | 0.1359 | 0.0024 | -0.0908 | 0.0892 | 0.0226 NaN 0.3866 | -0.2304 | -0.0024 | 0.1219 | -0.2366 | 0.1175
X 0 0 0 -0.0126 0 0.05 0.0575 0 0.3866 NaN 0 0 0 0 0
X 0 0 0 -0.0479 0 0.0045 -0.041 0 -0.2304 0 NaN 0 0 0 -0.0018
jsws 0 0 0 0.0129 0 -0.0125| -0.0168 0 -0.0024 0 0 NaN 0 0 0
Cj 0 0 0 -0.041 0 0.0045 | -0.0361 0 0.1219 0 0 0 NaN 0 0
Cjsw 0 0 0 -0.0156 0 -0.0125| -0.0355 0 -0.2366 0 0 0 0 NaN 0
Ciswg 0 0 0 0.0322 0 0.0045 | 0.0226 0 0.1175 0 -0.0018 0 0 0 NaN
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Appendix B Matlab subscripts

uiopen('INPUT.dat’);

VthO=INPUT(:,1)

XI=INPUT(:,2)

Tox=INPUT(:,3)

AO0=INPUT(:,4)

one=ones(length(AQ),1)

X=[Vth0,XI,Tox,one]

x1=Vth0

x2=XI

x3=Tox

X1=[x1,x2,x3,0ne];
X2=[x1.*x1,x1.#x2,X1.*x3,x2.*¥x2,X2.*x3,x3.*¥x3,X1];
X3=[x1."3,x1.72.*x2,x2.72.*x1,x2."3,x1."2.*x3,
X3.#%2.*x1,x2.72.¥x3,x3.72.*x1,x3.72.*x2,x3.”3,X2];
[B,BINT,R,RINT,STATS] = regress(A0,X3)
plot(X3*B, A0,'0")

table = [X3*B,A0,(A0-X3*B)./A0];

x1fit = min(x1):0.01:max(x1);

x2fit = min(x2):1E-10:max(x2);

[XLFIT,X2FIT] = meshgrid(x1fit,x2fit);

X = [ones(size(x1)) x1 x2 x1.*x2 x1."2 x2.2];
b = regress(A0,X)

YFIT = b(1)+b(2)*XLFIT+b(3)*X2FIT+b(4)*X1FIT *X2FIT+b

scatter3(x1,x2,A0, filled")
hold on

mesh(X1FIT,X2FIT,YFIT)
xlabel('Vth0")
ylabel('length variation’)
Zlabel(’A0’)

12

(5)*X1FIT. 2+b(6)*X2FIT."2



