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# Time discretization of vibro-impact 

Laetitia Paoli<br>Equipe d'Analyse Numérique de Saint Etienne et MAPLY UMR 5585 - CNRS, Université Jean Monnet, 23 rue du Docteur Paul Michelon, Saint Etienne 42023 Cedex 2, France

We consider vibro-impact problems, i.e. mechanical systems with a finite number of degrees of freedom submitted to perfect unilateral constraints. The dynamics is basically described by a second-order measure differential inclusion for the unknown position completed with a constitutive impact law. Another formulation of the problem as a frictionless sweeping process is possible: the unknown velocity belongs to an appropriate functional space and satisfies a first order measure differential inclusion.

The equivalence of these two formulations is studied. They lead to time-discretizations written in terms of positions or in terms of velocities, respectively. We present these different schemes and we compare them on the simple test-problem of a bouncing ball. We recall the convergence results in the single constraint case. Moreover, an example of implementation of the scheme derived from the basic description of the dynamics is presented. Finally, in the multi-constraint case, we point out some theoretical and computational difficulties.
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## 1. Introduction: the basic description of the dynamics

We consider a dynamical system with $d$ degrees of freedom submitted to perfect (i.e. frictionless) unilateral constraints. We denote by $q \in \mathbb{R}^{d}$ the representative point of the system and we assume that the constraints are described by the following inequalities,

$$
\varphi_{\alpha}(q) \geqslant 0, \quad \alpha \in\{1, \ldots, \ell\}
$$

with smooth functions $\varphi_{\alpha}$ (at least $C^{1}$ ) such that $\mathrm{d} \varphi_{\alpha}$ does not vanish in a neighbourhood of $\left\{q: \varphi_{\alpha}(q)=0\right\}$.

The set of admissible positions is given by

$$
\begin{equation*}
K=\left\{q \in \mathbb{R}^{d}: \varphi_{\alpha}(q) \geqslant 0 \forall \alpha \in\{1, \ldots, \ell\}\right\} \tag{1.1}
\end{equation*}
$$

For all $q \in \mathbb{R}^{d}$ we define the set of active constraints by

$$
J(q)=\left\{\alpha \in\{1, \ldots, \ell\}: \varphi_{\alpha}(q) \leqslant 0\right\},
$$

and we extend the definition of the tangent cone to $K$ at $q$ by setting

$$
\forall q \in \mathbb{R}^{d} \quad T_{K}(q)=\left\{w \in \mathbb{R}^{d}: \mathrm{d} \varphi_{\alpha}(q) w \geqslant 0 \forall \alpha \in J(q)\right\}
$$

We assume moreover that the active constraints are functionally independent, i.e.
$\forall q \in K \quad\left(\mathrm{~d} \varphi_{\alpha}(q)\right)_{\alpha \in J(q)} \quad$ are linearly independent.

Whenever $q(t)$ belongs to $\operatorname{Int}(K)$ the motion is described by a second-order ordinary differential equation (ODE),

$$
M(q) \ddot{q}=f(t, q, p), \quad p=M(q) \dot{q},
$$

where $M(q)$ is the mass matrix of the system. We should note that dissipative terms may be included in this formulation.

If $q(t) \in \operatorname{Int}(K)$ for all $t \in\left(t_{0}, t_{1}\right) \cup\left(t_{1}, t_{2}\right)$ with $q\left(t_{1}\right) \in \partial K$, we obtain

$$
\dot{q}\left(t_{1}+0\right) \in T_{K}\left(q\left(t_{1}\right)\right), \quad-\dot{q}\left(t_{1}-0\right) \in T_{K}\left(q\left(t_{1}\right)\right) .
$$

Hence, if $\dot{q}\left(t_{1}-0\right) \notin T_{K}\left(q\left(t_{1}\right)\right)$, a discontinuity in the velocity will occur. We denote $\nu$ the reaction of the constraints, we have

$$
\begin{equation*}
M(q) \ddot{q}=f(t, q, p)+\nu, \quad p=M(q) \dot{q}, \tag{1.2}
\end{equation*}
$$

and, since we expect discontinuities in the velocity at impacts, $\nu$ is a measure such that

$$
\begin{equation*}
\operatorname{supp}(\nu) \subset\{t: q(t) \in \partial K\} \tag{1.3}
\end{equation*}
$$

Moreover, the constraints are perfect and we get (Moreau 1963)

$$
\nu=\sum_{\alpha=1}^{\ell} \lambda_{\alpha} \mathrm{d} \varphi_{\alpha}(q) \quad \text { with } \quad \begin{cases}\lambda_{\alpha} \geqslant 0 & \text { if } \alpha \in J(q)  \tag{1.4}\\ \lambda_{\alpha}=0 & \text { if } \alpha \notin J(q)\end{cases}
$$

are perfect.
These equations do not describe completely the motion, since the coefficients $\left(\lambda_{\alpha}\right)_{\alpha \in J(q)}$ are unknown and we should add a constitutive law of impact.

In the case of a single active constraint, i.e. $J(q(t))=\{\alpha\}$ with $\alpha \in\{1, \ldots, \ell\}$, we decompose the momenta $p(t \pm 0)$ as

$$
p(t \pm 0)=p_{\mathrm{N}}(t \pm 0)+p_{\mathrm{T}}(t \pm 0)
$$

with

$$
\left.\begin{array}{c}
p_{\mathrm{N}}(t \pm 0) \in \mathbb{R} \mathrm{d} \varphi_{\alpha}(q(t)),  \tag{1.5}\\
\mathrm{d} \varphi_{\alpha}(q(t))\left(M(q(t))^{-1} p_{\mathrm{T}}(t \pm 0)\right)=0 .
\end{array}\right\}
$$

Let us denote by $\langle., .\rangle_{q}$ and $\langle., .\rangle_{q}^{*}$ the inner products given by

$$
\begin{aligned}
& \langle\xi, \eta\rangle_{q}={ }^{t} \xi M(q) \eta \quad \text { (kinetic local metric) }, \\
& \langle\xi, \eta\rangle_{q}^{*}={ }^{t} \xi M(q)^{-1} \eta \quad \text { (momentum local metric). }
\end{aligned}
$$

The corresponding norms are $|\cdot|_{q}$ and $|\cdot|_{q}^{*}$. Relations (1.5) define the normal and tangential components of $p(t \pm 0)$ relative to the local momentum metric.

The inequality $\varphi_{\alpha}(q(s)) \geqslant 0$ for all $s$ and equation (1.4) imply that

$$
\begin{aligned}
& p_{\mathrm{T}}(t+0)=p_{\mathrm{T}}(t-0), \\
& p_{\mathrm{N}}(t+0) \in \mathbb{R}^{+} \mathrm{d} \varphi_{\alpha}(q(t)), \quad p_{\mathrm{N}}(t-0) \in \mathbb{R}^{-} \mathrm{d} \varphi_{\alpha}(q(t)) .
\end{aligned}
$$

If we assume moreover that the kinetic energy does not increase at impacts, we obtain

$$
\begin{aligned}
2 T(t+0) & =\left|p_{\mathrm{N}}(t+0)\right|_{q(t)}^{* 2}+\left|p_{\mathrm{T}}(t+0)\right|_{q(t)}^{* 2} \\
& \leqslant\left|p_{\mathrm{N}}(t-0)\right|_{q(t)}^{* 2}+\left|p_{\mathrm{T}}(t-0)\right|_{q(t)}^{* 2}=2 T(t-0)
\end{aligned}
$$

and thus

$$
\left|p_{\mathrm{N}}(t+0)\right|_{q(t)}^{*} \leqslant\left|p_{\mathrm{N}}(t-0)\right|_{q(t)}^{*} .
$$

Hence, the constitutive law of impact is given by

$$
\begin{equation*}
p_{\mathrm{T}}(t+0)=p_{\mathrm{T}}(t-0), \quad p_{\mathrm{N}}(t+0)=-e p_{\mathrm{N}}(t-0) \quad \text { if } q(t) \in \partial K, \tag{1.6}
\end{equation*}
$$

with a restitution coefficient $e \in[0,1]$.
The kinetic energy is conserved if and only if $e=1$ (totally elastic shocks), and for $e=0$ we find the inelastic shocks defined in Moreau (1983), since (1.6) yields

$$
\dot{q}(t+0)=\operatorname{Proj}_{q(t)}\left(T_{K}(q(t)), \dot{q}(t-0)\right),
$$

where $\operatorname{Proj}_{q}\left(T_{K}(q), z\right)$ is the projection of $z$ on $T_{K}(q)$ relative to the local kinetic metric at $q$. When $e \in(0,1)$, we obtain partly elastic shocks and the relation between the restitution coefficient and the 'dissipation index' $\delta$ of Moreau (1988) is given by

$$
e=\frac{1-\delta}{1+\delta} .
$$

When the cardinal of $J(q(t))$ is greater than 1 we can decompose $p(t \pm 0)$ as

$$
p(t \pm 0)=p_{\mathrm{N}}(t \pm 0)+p_{\mathrm{T}}(t \pm 0)
$$

with

$$
\begin{gathered}
p_{\mathrm{N}}(t \pm 0) \in \operatorname{Span}\left\{\mathrm{d} \varphi_{\alpha}(q(t)), \alpha \in J(q(t))\right\}, \\
\mathrm{d} \varphi_{\alpha}(q(t))\left(M(q(t))^{-1} p_{\mathrm{T}}(t \pm 0)\right)=0 \quad \forall \alpha \in J(q(t)),
\end{gathered}
$$

which is a generalization of (1.5) and we find again

$$
\begin{equation*}
p_{\mathrm{T}}(t+0)=p_{\mathrm{T}}(t-0), \quad\left|p_{\mathrm{N}}(t+0)\right|_{q(t)}^{*} \leqslant\left|p_{\mathrm{N}}(t-0)\right|_{q(t)}^{*} . \tag{1.7}
\end{equation*}
$$

But now (1.7) does not necessarily yield an impact law like (1.6) because $p_{\mathrm{N}}(t+0)$ and $p_{\mathrm{N}}(t-0)$ are not necessarily collinear.

We will come back to this case in $\S 5$, and in the next three sections we assume that

$$
\begin{equation*}
\forall t \quad \operatorname{Card} J(q(t)) \leqslant 1 . \tag{1.8}
\end{equation*}
$$

We are interested in the Cauchy problem: for given admissible initial data $\left(t_{0}, q_{0}, v_{0}\right) \in \mathbb{R} \times K \times T_{K}\left(q_{0}\right)$ we look for a solution of (1.2)-(1.4) and (1.6). More precisely, we consider the following problem.

Problem (P). To find $\tau>0$ and a function $q$ from $\left[t_{0}, t_{0}+\tau\right]$ to $\mathbb{R}^{d}$ satisfying the following variational properties,
$\left.\begin{array}{l}\text { (i) } q \text { is continuous with values in } K, \\ \text { (ii) } \dot{q} \text { is a function of bounded variation, },\end{array}\right\}$
such that (1.2)-(1.4) and (1.6) hold on ( $t_{0}, t_{0}+\tau$ ) and

$$
\begin{equation*}
q\left(t_{0}\right)=q_{0}, \quad \dot{q}\left(t_{0}+0\right)=v_{0} . \tag{1.10}
\end{equation*}
$$

Remark 1.1. With the regularity assumption (1.9)(ii), $\dot{q}(t+0)$ is defined for all $t \in\left[t_{0}, t_{0}+\tau\right), \dot{q}(t-0)$ is defined for all $t \in\left(t_{0}, t_{0}+\tau\right]$ and $\ddot{q}$ in (1.2) denotes the Stieltjes measure of $\dot{q}$.

Under assumption (1.8) we can restrict ourselves, without loss of generality, to the case of a set $K$ given by

$$
\begin{equation*}
K=\left\{q \in \mathbb{R}^{d}: \varphi(q) \geqslant 0\right\} \quad(\ell=1) \tag{1.11}
\end{equation*}
$$

In $\S 2$ we recall briefly the mathematical background (existence and uniqueness results) and the motivations for numerical methods based on time discretization. In §3 we present a scheme derived directly from problem (P) and we apply it to compute the motion of a guided slender pipe. Then in $\S 4$, we show that the basic description of vibro-impact problems is equivalent to a frictionless sweeping process and we present the time discretizations derived from this second formulation.

## 2. Single constraint case: mathematical background and motivations for time discretization

The existence and uniqueness of solutions for the Cauchy problem (P) under assumption (1.11) is still an open problem in the general case. One of the oldest contributions in this field is due to Bressan (1959) with a counterexample to uniqueness. The first existence results in the functional framework defined by (1.9) had been proved by Schatzman (1977, 1978). She considered only the case of totally elastic shocks and she assumed that the set of admissible positions is convex and the mass matrix is trivial (thus the kinetic local metric is simply the Euclidean metric of $\mathbb{R}^{d}$ ). She used a penalty method which allows very weak regularity for $\partial K$.

For totally elastic shocks, more general results had been obtained by Buttazzo \& Percivale (1981, 1983) and Percivale (1986), uniqueness had been studied by Carriero \& Pascali $(1982,1985)$ in the one-dimensional case and by Percivale $(1985,1991)$ in the general case.

For inelastic shocks, Monteiro Marques $(1985,1993)$ gave a proof of existence using a time discretization under the assumption of a trivial mass matrix.

Since the beginning of the 1990s, all these results have been extended to the case of partly elastic shocks. In Paoli \& Schatzman (1993a, c) a generalization of Schatzman (1978) is obtained for any restitution coefficient $e$ belonging to ( 0,1 ]. A time discretization of the dynamics is proposed in Paoli \& Schatzman (1993b, 1999a) which allows the treatment of the case $e=0$ as well as the general case of a nontrivial mass matrix and/or a non-convex set of admissible positions. The convergence of this scheme, which yields an existence result, is proved in Paoli (1993) and Paoli \& Schatzman (1999b).

Another discretization, inspired by Monteiro Marques (1993), is given in Mabrouk (1998a), the convergence being established only when the mass matrix is trivial in Mabrouk (1998b).

Finally, in the more general case of a restitution coefficient depending on $t$ and $q$, an existence result when all the data are analytic is stated in Ballard (1999). Uniqueness is also studied and a generalization of a previous work of Schatzman (1998) is obtained.

We can consider three different approaches to compute the solution.

1. Event-driven schemes: the idea is to integrate by any method (exact or approximate solution) the ODE of the unconstrained motion, to determine the impact times and to apply the impact law to restart the algorithm.
2. Compliant models: the idea is to relax the constraint in order to replace the measure differential inclusion (1.2)-(1.4) by a (stiff) ODE.
3. Time discretization: the idea is to provide a kind of Euler discretization of the measure differential inclusion which describes the dynamics, including some information about the restitution coefficient and avoiding the precise determination of the impact times.
The first approach is conceptually the most simple and is very convenient when the motion can be decomposed into a finite number of intervals of regular motion. Unfortunately, since the work of Delassus (1917), it is known that more complex dynamical behaviours exist, with impacts accumulation, for instance. In such a case the numerical detection of all the impacts is impossible and a threshold $\delta$ must be chosen: we decide that the constraint is active is $\varphi(q(t)) \leqslant \delta$. In order to keep a good approximation of the global dynamics of the system, $\delta$ should be chosen to be small enough and thus we still have to detect a lot of impacts. Since for each detection we have to solve the equation $\varphi(q(t))=\delta$ this approach may become very expensive.

The second approach (compliant models) is more sophisticated and is mechanically and mathematically very attractive. From a mechanical point of view, a body is never perfectly rigid and the system (1.2)-(1.4) and (1.6) describes a limit behaviour when the stiffness tends to $+\infty$. Hence it seems very natural to approximate the problem by replacing the rigid boundary of $K$ by an elastic one with a stiffness $k \gg 1$. From a mathematical point of view, this idea is substantiated by the convergence of the penalized solutions which has been established in Schatzman (1978), Paoli \& Schatzman (1993c) and Paoli (2000).

But for the implementation of compliant models we have to fix the value of $k$, which is a physical parameter depending on the stiffness of the impacting bodies. The estimation of this stiffness is experimentally quite difficult but we should expect large values: $k=10^{10} \mathrm{Nm}^{-1}$ for systems with joint clearance (Ravn 1998), $k=5.5 \times 10^{7} \mathrm{Nm}^{-1}$ for an impacting bar (Stoianovici \& Hurmuzlu 1996). Since the penalized solutions leave $K$ during a time of order $\mathcal{O}(1 / \sqrt{k})$ (Paoli \& Schatzman $1993 c$ ), we should choose a time-step $h \leqslant \mathcal{O}(1 / \sqrt{k})$. Thus this approach is very expensive too. Moreover, the collision outcome may be quite sensitive with respect to these parameters (Brogliato 1999; Paoli \& Schatzman 2000).

The third approach is interesting for theoretical and computational reasons. The time discretizations proposed in Paoli \& Schatzman (1993b, 1999a), Monteiro Marques $(1985,1993)$ and Mabrouk $(1998 a, b)$ deal directly with the constraint and the impact law: they do not require a systematic detection of impacts and no refinement near the boundary of $K$ is needed. Thus they avoid the computational drawbacks of the previous approaches. Moreover, their convergence is stated in Paoli (1993), Paoli \& Schatzman (1999b), Monteiro Marques (1985, 1993) and Mabrouk (1998b).

In the next two sections we describe successively these two schemes. We do not present in this paper the time discretization proposed by Stewart (1997, 1998), since it only allows the treatment of inelastic impacts.

## 3. Time discretization of problem (P)

(a) Description of the scheme

This discretization of equations (1.2)-(1.4) and (1.6) is written in terms of positions only. Thus the relevant metric is the kinetic metric of the system. In order to be able to define, at least locally, the projection $P_{K}$ on $K$ relative to this metric, we introduce the following technical assumptions:
(H1) the function $\varphi$ is of class $C^{3}$,
(H2) the mapping $q \mapsto M(q)$ is of class $C^{3}$ from $\mathbb{R}^{d}$ to the set of symmetric positive definite matrices.

We assume moreover that
(H3) the function $f$ is continuous from $[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d}(T>0)$ to $\mathbb{R}^{d}$, and is locally Lipschitz continuous with respect to its last two arguments.

Let $F$ be a continuous function from $[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times\left[0, h^{*}\right]\left(h^{*}>0\right)$ to $\mathbb{R}^{d}$ such that
(H4) $F$ is locally Lipschitz continuous with respect to its second, third and fourth arguments and

$$
\forall(t, q, v) \in[0, T] \times\left(\mathbb{R}^{d}\right)^{2} \quad F(t, q, q, v, 0)=M(q)^{-1} f(t, q, M(q) v)
$$

For given initial data $\left(t_{0}, q_{0}, v_{0}\right) \in[0, T) \times K \times T_{K}\left(q_{0}\right)$ we define the following approximation of the Cauchy problem (P):

$$
\begin{equation*}
q^{0}=q_{0}, \quad q^{1}=q_{0}+h v_{0}+h z(h) \quad \text { with } \lim _{h \rightarrow 0} z(h)=0 \tag{3.1}
\end{equation*}
$$

and, for all $i \geqslant 1$,

$$
\begin{equation*}
q^{i+1}=-e q^{i-1}+(1+e) P_{K}\left(\frac{2 q^{i}-(1-e) q^{i-1}+h^{2} F^{i}}{1+e}\right) \tag{3.2}
\end{equation*}
$$

with

$$
\begin{equation*}
F^{i}=F\left(t_{0}+i h, q^{i}, q^{i-1}, \frac{q^{i+1}-q^{i-1}}{2 h}, h\right) \tag{3.3}
\end{equation*}
$$

provided that $q^{i+1}$ is uniquely defined in a neighbourhood of $q^{i}$.
At first glance this discretization does not seem much related to problem (P) and it is necessary to explain its construction. This scheme has been proposed first in the case of a trivial mass matrix (i.e. $M(q) \equiv \operatorname{Id}_{\mathbb{R}^{d}}$ ) with a convex set of admissible positions (Paoli \& Schatzman 1993b). Under these assumptions equations (1.2)-(1.4) can be rewritten as

$$
\ddot{q}+\partial \psi_{K}(q) \ni f(t, q, \dot{q})
$$

where $\psi_{K}$ denotes the indicatrix function of $K$ and $\partial \psi_{K}$ is its subdifferential (Rockafellar 1970). The idea is to apply a centred scheme to the $\operatorname{ODE} \ddot{q}=f(t, q, \dot{q})$ and to add a discretization of the term $\partial \psi_{K}(q)$. Thus we propose

$$
\frac{q^{i+1}-2 q^{i}+q^{i-1}}{h^{2}}+\partial \psi_{K}\left(\frac{q^{i+1}+e q^{i-1}}{1+e}\right) \ni F^{i}
$$

which we rewrite as equation (3.2) by using the classical properties of convex analysis.
The constraint is satisfied at each time-step by the average position

$$
\bar{q}^{i}=\frac{q^{i+1}+e q^{i-1}}{1+e}
$$

and whenever $\bar{q}^{i}$ belongs to $\operatorname{Int}(K)$ equation (3.2) reduces to

$$
q^{i+1}=2 q^{i}-q^{i-1}+h^{2} F^{i},
$$

which is a second-order discretization of the unconstrained dynamics. Moreover, the weights involved in this average position yield a correct reflection of the velocities at impacts. Let us illustrate this property with the test-problem of a bouncing ball: $d=1, K=\mathbb{R}^{+}, M(q) \equiv 1, f \equiv 0$ and $\left(t_{0}, q_{0}, v_{0}\right)=(0,1,-1)$. The solution is defined by

$$
q(t)= \begin{cases}1-t & \text { for all } t \in[0,1] \\ e(t-1) & \text { for all } t \geqslant 1\end{cases}
$$

We choose $F \equiv 0, q^{0}=1$ and $q^{1}=1-h$. The algorithm is given by

$$
\begin{equation*}
\forall i \geqslant 1 \quad q^{i+1}=-e q^{i-1}+\max \left(2 q^{i}-(1-e) q^{i-1}, 0\right) . \tag{3.4}
\end{equation*}
$$

Let $h<(1+e) / 2$; there exists a greatest integer $p \geqslant 2$ such that

$$
\forall i \in\{1, \ldots, p-1\} \quad 2 q^{i}-(1-e) q^{i-1} \geqslant 0 .
$$

With (3.4) we obtain

$$
\forall i \in\{1, \ldots, p-1\} \quad q^{i+1}-q^{i}=q^{i}-q^{i-1}=-h,
$$

and, by definition of $p, q^{p+1}=-e q^{p-1}$. It follows that

$$
\begin{aligned}
2 q^{p+1}-(1-e) q^{p} & =-2 e q^{p-1}-(1-e)\left(2 q^{p-1}-q^{p-2}\right) \\
& =-\left(2 q^{p-1}-(1-e) q^{p-2}\right) \leqslant 0,
\end{aligned}
$$

and thus $q^{p+2}=-e q^{p}$. Moreover,

$$
2 q^{p+2}-(1-e) q^{p+1}=-e\left(2 q^{p}-(1-e) q^{p-1}\right) \geqslant 0,
$$

and we obtain by induction that

$$
\forall i \geqslant p+2 \quad q^{i}=q^{p+2}+e h(i-p-2) .
$$

Hence the velocity is reversed in two time-steps and the approximate impact time $t_{p}=p h$ satisfies

$$
1-\frac{1-e}{1+e} h<t_{p} \leqslant 1+\frac{2 e h}{1+e} .
$$

It follows that the constraints are violated during at most two time-steps.

## (b) Convergence result

The convergence of this scheme has been proved first in the case of a convex set of constraints with a trivial mass matrix in Paoli (1993), then an extension to non-convex constraints (but still trivial mass matrix) has been proposed in Paoli \& Schatzman (1998) and finally the general case has been considered in Paoli \& Schatzman (1999b). Let us describe the sketch of the proof.

First we show that there exists $\tau>0$ such that the discrete velocities and accelerations remain uniformly bounded on $\left[t_{0}, t_{0}+\tau\right]$. We define the approximate solutions
$q_{h}$ by linear interpolation of the $q^{i}$. The Ascoli-Arzela theorem and Helly's theorem imply that there exists a subsequence, still denoted $q_{h}$, such that

$$
\begin{array}{ll}
q_{h} \rightarrow q & \text { strongly in } C^{0}\left(\left[t_{0}, t_{0}+\tau\right] ; \mathbb{R}^{d}\right), \\
\dot{q}_{h} \rightarrow \dot{q} & \text { pointwise in }\left[t_{0}, t_{0}+\tau\right], \\
\ddot{q}_{h} \rightharpoonup \ddot{q} & \text { weakly* in } M^{1}\left(\left(t_{0}, t_{0}+\tau\right) ; \mathbb{R}^{d}\right) .
\end{array}
$$

We use here the classical notation of the 'weak*' topology for measures, i.e. convergence relative to the duality product with continuous functions. Then we establish that the function $q$ takes its values in $K$ and that equations (1.2)-(1.4) and (1.6) and (1.10) are satisfied.

The main difficulties are the proof of uniform estimates for the discrete velocities and the study of transmission of energy at impacts. In both cases we use systematically local coordinates which transform $K$ into a half-space. This is a very natural geometrical idea. Unfortunately, curvature effects create quadratic terms which interact with the unilateral constraint.

More precisely, for all $\bar{q} \in \partial K$, we define locally a diffeomorphism $\Phi$ such that

$$
P_{K}(q)=\Phi^{-1}\binom{S(q)}{\max (Y(q), 0)} \quad \text { with } \quad \Phi(q)=\binom{S(q)}{Y(q)} \in \mathbb{R}^{d-1} \times \mathbb{R}
$$

and we apply $\Phi$ to equations (3.2)-(3.3). We obtain

$$
\begin{aligned}
& s^{i+1}=2 s^{i}-s^{i-1}+h^{2} \kappa^{i}, \\
& y^{i+1}=-e y^{i-1}+\max \left(2 y^{i}-(1-e) y^{i-1}, 0\right)+h^{2} \lambda^{i},
\end{aligned}
$$

with

$$
\Phi\left(q^{i}\right)=\binom{s^{i}}{y^{i}}
$$

and we have the following lemma.
Lemma 3.1 (the heart of the estimates). Let $\eta^{i}=\left(y^{i+1}-y^{i}\right) / h$. We have

$$
\begin{equation*}
\left|\eta^{i}\right| \leqslant \max \left(\left|\eta^{i-1}\right|, e\left|\eta^{i-2}\right|\right)+h\left|\lambda^{i}\right|+h\left|\lambda^{i-1}\right| . \tag{3.5}
\end{equation*}
$$

We prove that $\left(\left|\kappa^{i}\right|\right)_{0 \leqslant i \leqslant\lfloor\tau / h\rfloor-1}$ and $\left(\left|\lambda^{i}\right|\right)_{0 \leqslant i \leqslant\lfloor\tau / h\rfloor-1}$ remain uniformly bounded for some $\tau>0$ : these estimates are rather technical since $\kappa^{i}$ and $\lambda^{i}$ depend on $F^{i}$, $q^{i+1}, q^{i}, q^{i-1}$ and $\Phi$.

Lemma 3.1 also plays an essential role in the study of the velocity reflection at impacts. Let $\bar{t}$ be such that $q(\bar{t}) \in \partial K$ and $p_{\mathrm{N}}(\bar{t}-0) \neq p_{\mathrm{N}}(\bar{t}+0)$. By using the local coordinates and lemma 3.1 we obtain that $p_{\mathrm{N}}(\bar{t}-0) \neq 0$. Then, applying the same ideas as in the example of the bouncing ball, we prove that the discrete velocities are correctly reversed in two time-steps.

## (c) Implementation

In this subsection we present an example of computation. We consider a clamped free tube excited by a shaker and guided (see figure 1). Let us denote by $\rho$ the mass density, $E$ the Young's modulus of elasticity, $S$ the cross-sectional area, $L$ the length and $I$ the cross-sectional moment of inertia of the pipe. We assume that the external excitement $g(x, t)$ is a concentrated force parallel to the $y$-axis.


Figure 1. The mechanical system.
Let $u:[0, T] \times[0, L] \rightarrow \mathbb{R}(T>0)$ be the deflection along the $y$-axis. The unconstrained motion is described by the following partial differential equation (Landau \& Lifschitz 1959)

$$
\begin{equation*}
\rho S \frac{\partial^{2} u}{\partial t^{2}}+E I \frac{\partial^{4} u}{\partial x^{4}}=g(x, t) \tag{3.6}
\end{equation*}
$$

with

$$
\forall t \in[0, T] \quad \begin{cases}u(0, t)=\frac{\partial u}{\partial x}(0, t)=0 & \text { (clamped end) }  \tag{3.7}\\ \frac{\partial^{2} u}{\partial x^{2}}(L, t)=\frac{\partial^{3} u}{\partial x^{3}}(L, t)=0 & \text { (free end) }\end{cases}
$$

If we assume that the guide abscissa is $x_{0}$, we have the constraint

$$
\begin{equation*}
\forall t \in[0, T] \quad u\left(x_{0}, t\right) \in\left[\phi^{-}, \phi^{+}\right] \tag{3.8}
\end{equation*}
$$

First we discretize in space the system (3.6), (3.7) by using finite differences. Let $k^{2}=E I / \rho S, d=\lfloor L / \Delta x\rfloor$ and

$$
A_{\Delta x}=\frac{1}{\Delta x^{4}}\left(\begin{array}{ccccccccc}
6 & -4 & 1 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
-4 & 6 & -4 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
1 & -4 & 6 & -4 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 1 & -4 & 6 & -4 & 1 & 0 & \cdots & 0 \\
\vdots & & & & & & & & \vdots \\
0 & \cdots & 0 & 1 & -4 & 6 & -4 & 1 & 0 \\
0 & \cdots & \cdots & 0 & 1 & -4 & 6 & -4 & 1 \\
0 & \cdots & \cdots & \cdots & 0 & 1 & -4 & 5 & -2 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & -2 & 1
\end{array}\right) \in \mathcal{M}_{d, d}(\mathbb{R}) .
$$

The system (3.6), (3.7) yields the following ODE,

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} U_{\Delta x}+k^{2} A_{\Delta x} U_{\Delta x}=G_{\Delta x} \tag{3.9}
\end{equation*}
$$

where $G_{\Delta x}$ is an approximation of $g / \rho S$ at the spatial nodes. We define $K$ by

$$
\begin{equation*}
K=\left(\prod_{j=1, j \neq j_{0}}^{d} \mathbb{R}\right) \times\left[\phi^{-}, \phi^{+}\right] \tag{3.10}
\end{equation*}
$$

with $\left|j_{0} \Delta x-x_{0}\right|=\min _{1 \leqslant j \leqslant d}\left|j \Delta x-x_{0}\right|$ and the constraint (3.8) is approximated by

$$
\begin{equation*}
\forall t \in[0, T] \quad U_{\Delta x}(t) \in K \tag{3.11}
\end{equation*}
$$

We discretize in time the vibro-impact problem (3.9)-(3.11) by using the scheme. We choose $F$ as follows: for all $\left(t, u_{1}, u_{2}, v, h\right) \in \mathbb{R} \times\left(\mathbb{R}^{d}\right)^{3} \times[0,1]$ $F\left(t, u_{1}, u_{2}, v, h\right)=\frac{1}{4}\left(G_{\Delta x}(t-h)+2 G_{\Delta x}(t)+G_{\Delta x}(t+h)\right)-\frac{1}{2} k^{2} A_{\Delta x}\left(u_{1}+h v+u_{2}\right)$. With this choice, equation (3.2) reduces to a stable, second-order, Newmark's scheme for (3.6) whenever

$$
\frac{U_{\Delta x}^{i+1}+e U_{\Delta x}^{i-1}}{1+e}
$$

belongs to $\operatorname{Int}(K)$. Moreover, the usual properties of projections yield an explicit formulation of the algorithm: for all $i \geqslant 1$

$$
\begin{equation*}
\left(\operatorname{Id}_{\mathbb{R}^{d}}+\frac{1}{4} h^{2} k^{2} A_{\Delta x}\right)\left(U_{\Delta x}^{i+1}+e U_{\Delta x}^{i-1}\right)+h^{2} \partial \psi_{K}\left(\frac{U_{\Delta x}^{i+1}+e U_{\Delta x}^{i-1}}{1+e}\right) \ni X^{i} \tag{3.12}
\end{equation*}
$$

with

$$
\begin{align*}
X^{i}=\frac{1}{4} h^{2} & \left(G_{\Delta x}((i+1) h)+2 G_{\Delta x}(i h)+G_{\Delta x}((i-1) h)\right) \\
& +2 U_{\Delta x}^{i}-\frac{1}{2} k^{2} h^{2} A_{\Delta x} U_{\Delta x}^{i}-(1-e)\left(\operatorname{Id}_{\mathbb{R}^{d}}+\frac{1}{4} h^{2} k^{2} A_{\Delta x}\right) U_{\Delta x}^{i-1} \tag{3.13}
\end{align*}
$$

In order to solve (3.12) we use the following lemma.
Lemma 3.2. Let $M$ be a symmetric definite matrix, $X \in \mathbb{R}^{d}$ and $\delta>0$. The inclusion

$$
\begin{equation*}
M u+\delta \partial \psi_{K}(u) \ni X \tag{3.14}
\end{equation*}
$$

has a unique solution $u$ given by

$$
\left.\begin{array}{rl}
u_{j_{0}} & =P_{\left[\phi^{-}, \phi^{+}\right]}\left(\left(M^{-1} X\right)_{j_{0}}\right)  \tag{3.15}\\
(M u)_{j} & =X_{j} \quad \forall j \in\{1, \ldots, d\} \backslash\left\{j_{0}\right\} .
\end{array}\right\}
$$

Proof. We denote by (.,.) the Euclidean inner product of $\mathbb{R}^{d}$. By definition of $\partial \psi_{K}$ we have

$$
\partial \psi_{K}(u)=\left\{z \in \mathbb{R}^{d}:(z, v-u) \leqslant 0 \forall v \in K\right\} \quad \text { if } u \in K, \quad \partial \psi_{K}(u)=\emptyset \quad \text { if } u \notin K
$$

Thus we infer that $u$ solves (3.14) if and only if $u \in K$ and $(M u-X, v-u) \geqslant 0$ for all $v \in K$, i.e. if and only if $u$ is the unique solution of the problem

$$
\left.\begin{array}{l}
\text { find } u \in K \text { such that }  \tag{3.16}\\
\frac{1}{2}(M u, u)-(X, u)=\min _{v \in K} \frac{1}{2}(M v, v)-(X, v) .
\end{array}\right\}
$$

Then we just have to check that the vector $u$ given by (3.15) satisfies (3.16) (Paoli 1993).

Consequently, we have to solve at most two linear systems at each time-step of the algorithm (3.12), (3.13).


Figure 2. The mapping $t \mapsto u\left(x_{\mathrm{ob}}, t\right)$ : numerical results with $h=10^{-4}$.

The numerical results have been compared with experimental results obtained by the AMV Department (Département Acoustique et Mécanique Vibratoire) of Electricité De France (EDF), Clamart (see also Jacquart \& Gay (1992) for the description of a numerical code based on compliant models for impact and friction). The numerical and experimental values of the mapping $t \mapsto u\left(x_{\mathrm{ob}}, t\right)$ ( $x_{\mathrm{ob}}$ is the observation abscissa) are plotted in figures 2 and 3 . We have also compared the reaction force $\nu$ given by

$$
\nu=-g\left(x_{0}, .\right)+E I \frac{\partial^{4} u}{\partial x^{4}}\left(x_{0}, .\right)+\rho S \frac{\partial^{2} u}{\partial t^{2}}\left(x_{0}, .\right)
$$

The value of $\nu$ at $t_{i}=i h$ is approximated by

$$
\begin{aligned}
(\rho S)^{-1} \nu_{\Delta x}^{i}=- & \left(\frac{1}{4} G_{\Delta x, j_{0}}\left(t_{i+1}\right)+2 G_{\Delta x, j_{0}}\left(t_{i}\right)+G_{\Delta x, j_{0}}\left(t_{i-1}\right)\right) \\
& +\frac{U_{\Delta x, j_{0}}^{i+1}-2 U_{\Delta x, j_{0}}^{i}+U_{\Delta x, j_{0}}^{i-1}}{h^{2}}+\frac{1}{4} k^{2} A_{\Delta x}\left(U_{\Delta x, j_{0}}^{i+1}+2 U_{\Delta x, j_{0}}^{i}+U_{\Delta x, j_{0}}^{i-1}\right) \\
& \text { for } 1 \leqslant i \leqslant\lfloor T / h\rfloor-1 .
\end{aligned}
$$

The numerical and experimental results are plotted in figures 4 and 5 .
In both cases we obtain good agreement. We should note that very close impacts occur: for this example the approximation of the motion by event-driven schemes or compliant models would be very expensive.

This time discretization has been implemented on other examples. In Panet et al. (1995) and Paoli \& Schatzman $(1995,2000)$ a model of a tight joint with one degree of freedom is studied, and Paoli \& Schatzman (1999c) consider a slender bar in large deformations (the mass matrix is no longer trivial). The results are compared with those obtained by other numerical methods (event-driven scheme


Figure 3. The mapping $t \mapsto u\left(x_{\mathrm{ob}}, t\right)$ : experimental results (Reproduced with permission from Electricité De France, Clamart, France).


Figure 4. The reaction force $\nu$ : numerical results with $h=10^{-4}$.
in Panet et al. (1995) and Paoli \& Schatzman (1995, 1999c), compliant models in Paoli \& Schatzman (2000)) and also with experimental results in the last example (Stoianovici \& Hurmuzlu 1996).

## 4. Time discretization of the frictionless sweeping process

The time discretizations presented in this section rely on another formulation of the problem, first introduced by Moreau to describe inelastic shocks (Moreau 1983, 1985). The general case, with a restitution coefficient $e \in[0,1]$, has been considered in Moreau (1988) and Jean \& Moreau (1992).


Figure 5. The reaction force $\nu$ : experimental results (Reproduced with permission from the AMV Department, Electricité De France, Clamart, France).

In the next subsection we recall Moreau's formulation and we establish that it is equivalent to the basic description of the dynamics when assumption (1.11) holds. Then we focus on the time discretization derived by Monteiro Marques and Mabrouk, the convergence of which has been proved in Monteiro Marques $(1985,1993)$ and Mabrouk (1998b).

A more sophisticated time discretization, with a mid-point approximation of the velocity, has been proposed by Moreau $(1986,1988,1999)$ and Jean \& Moreau (1992). Moreover, with some appropriate modifications, frictional contact can be considered too. These algorithms have been successfully used to simulate granular matter problems (Moreau 1994, 1995), but their convergence has never been completely studied. Thus we will not describe them in this paper.

## (a) Moreau's sweeping process

Let $\tau$ be a non-negative number. We define the functional space bvem $\left(\left[t_{0}, t_{0}+\tau\right]\right)$ by the following definition.

Definition 4.1. A function $u:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{d}$ belongs to bvem $\left(\left[t_{0}, t_{0}+\tau\right]\right)$ if and only if $u$ is a function of bounded variation and

$$
u(t)=\frac{u(t+0)+e u(t-0)}{1+e}
$$

for all $t \in\left(t_{0}, t_{0}+\tau\right)$.
Let us denote $\psi_{T_{K}(q)}$ the indicatrix function of the convex set $T_{K}(q)$ and $\partial \psi_{T_{K}(q)}$ its subdifferential and let $\left(t_{0}, q_{0}, v_{0}\right)$ be admissible initial data. We consider the following problem.

Problem ( $\mathbf{P}^{\prime}$ ) (Moreau's sweeping process). To find $\tau>0$ and a function $u \in \operatorname{bvem}\left(\left[t_{0}, t_{0}+\tau\right]\right)$ with $u\left(t_{0}\right)=u\left(t_{0}+0\right)=v_{0}$ such that, putting

$$
q(t)=q_{0}+\int_{t_{0}}^{t} u(s) \mathrm{d} s
$$

for all $t \in\left[t_{0}, t_{0}+\tau\right]$ we have

$$
\begin{equation*}
\forall t \in\left[t_{0}, t_{0}+\tau\right] \quad u(t) \in T_{K}(q(t)) \tag{4.1}
\end{equation*}
$$

and

$$
f(t, q(t), M(q(t)) u(t))-M(q(t)) \dot{u}(t) \in \partial \psi_{T_{K}(q(t))}(u(t))
$$

in the following sense: there exists a non-negative measure $\mu$ on $\left[t_{0}, t_{0}+\tau\right]$ such that the Lebesgue's measure and the Stieltjes measure $\dot{u}$ are absolutely continuous with respect to $\mu$ and the respective densities $t_{\mu}^{\prime} \in L^{1}\left(\left[t_{0}, t_{0}+\tau\right] ; \mathbb{R} ; \mathrm{d} \mu\right)$ and $u_{\mu}^{\prime} \in L^{1}\left(\left[t_{0}, t_{0}+\tau\right] ; \mathbb{R}^{d} ; \mathrm{d} \mu\right)$ satisfy the differential inclusion

$$
\begin{equation*}
f(t, q(t), M(q(t)) u(t)) t_{\mu}^{\prime}(t)-M(q(t)) u_{\mu}^{\prime}(t) \in \partial \psi_{T_{K}(q(t))}(u(t)) \quad \mathrm{d} \mu \text { a.e. } \tag{4.2}
\end{equation*}
$$

In order to compare problems $(\mathrm{P})$ and $\left(\mathrm{P}^{\prime}\right)$ let us come back to the basic description of the dynamics. Let $q$ be a solution of problem ( P ) and assume that (1.11) holds. Then equations (1.2)-(1.4) can be rewritten as

$$
\begin{equation*}
M(q) \ddot{q}-f(t, q, p)=\nu=\lambda \mathrm{d} \varphi(q), \tag{4.3}
\end{equation*}
$$

where $\lambda$ is a non-negative measure satisfying

$$
\begin{equation*}
\operatorname{supp}(\lambda) \subset\{t: q(t) \in \partial K\} \tag{4.4}
\end{equation*}
$$

Moreover, whenever $q(t) \in \partial K$, (1.6) implies that

$$
\begin{aligned}
\mathrm{d} \varphi(q(t))(\dot{q}(t+0)+e \dot{q}(t-0)) & =\langle p(t+0)+e p(t-0), \mathrm{d} \varphi(q(t))\rangle_{q(t)}^{*} \\
& =\left\langle(1+e) p_{\mathrm{T}}(t-0), \mathrm{d} \varphi(q(t))\right\rangle_{q(t)}^{*}=0
\end{aligned}
$$

and we infer that

$$
\begin{equation*}
\frac{\dot{q}(t+0)+e \dot{q}(t-0)}{1+e} \in \partial T_{K}(q(t)) . \tag{4.5}
\end{equation*}
$$

But, for all $q \in \partial K, T_{K}(q)$ is a half-space and it follows that

$$
\begin{equation*}
\forall q \in \partial K, \quad \forall z \in \partial T_{K}(q) \quad \partial \psi_{T_{K}(q)}(z)=\mathbb{R}^{-} \mathrm{d} \varphi(q) . \tag{4.6}
\end{equation*}
$$

If $q$ belongs to $\operatorname{Int}(K), T_{K}(q)=\mathbb{R}^{d}$ and we have

$$
\begin{equation*}
\forall z \in \mathbb{R}^{d} \quad \partial \psi_{T_{K}(q)}(z)=\{0\} . \tag{4.7}
\end{equation*}
$$

Taking into account (4.5)-(4.7) we obtain that

$$
-M(q) \ddot{q}+f(t, q, p) \in \partial \psi_{T_{K}(q)}\left(\frac{\dot{q}(t+0)+e \dot{q}(t-0)}{1+e}\right) .
$$

Let us define $u$ by

$$
\left.\begin{array}{l}
\forall t \in\left(t_{0}, t_{0}+\tau\right) \quad u(t)=\frac{\dot{q}(t+0)+e \dot{q}(t-0)}{1+e}  \tag{4.8}\\
u\left(t_{0}\right)=\dot{q}\left(t_{0}+0\right), \quad u\left(t_{0}+\tau\right)=\dot{q}\left(t_{0}+\tau-0\right) .
\end{array}\right\}
$$

Since $\dot{q}$ is a function of bounded variation, we have $u(t)=\dot{q}(t)$ except perhaps on a countable subset of $\left[t_{0}, t_{0}+\tau\right]$ and thus $u \in \operatorname{bvem}\left(\left[t_{0}, t_{0}+\tau\right]\right)$ and $\dot{u}=\ddot{q}$. It follows
that $u$ is a solution of problem $\left(\mathrm{P}^{\prime}\right)$ : the differential inclusion (4.2) is satisfied with the choice $\mathrm{d} \mu=|\mathrm{d} u|+\mathrm{d} t$ for instance.

Inversely, let $u$ be a solution of problem $\left(\mathrm{P}^{\prime}\right)$ and let $q$ be defined by

$$
\begin{equation*}
\forall t \in\left[t_{0}, t_{0}+\tau\right] \quad q(t)=q_{0}+\int_{t_{0}}^{t} u(s) \mathrm{d} s \tag{4.9}
\end{equation*}
$$

It is clear that $q$ is continuous and $\dot{q}$ is a function of bounded variation such that $\dot{q}(t)=u(t)$ except perhaps on a countable subset of $\left[t_{0}, t_{0}+\tau\right]$. Moreover, (4.1) implies that

$$
\mathrm{d} \varphi(q(t)) u(t) \geqslant 0 \quad \text { if } q(t) \notin \operatorname{Int}(K)
$$

Since $\varphi\left(q_{0}\right)=\varphi\left(q\left(t_{0}\right)\right) \geqslant 0$ we infer that $\varphi(q(t)) \geqslant 0$, i.e. $q(t) \in K$ for all $t \in$ $\left[t_{0}, t_{0}+\tau\right]$. We define the measure $\nu$ by

$$
\nu=M(q) \ddot{q}-f(t, q, M(q) \dot{q})
$$

Relation (4.2) implies that $\nu$ admits the following density with respect to $\mu$

$$
\nu_{\mu}^{\prime}(t)=M(q(t)) u_{\mu}^{\prime}(t)-f(t, q(t), M(q(t))) t_{\mu}^{\prime}(t) \in-\partial \psi_{T_{K}(q(t))}(u(t)) \quad \mathrm{d} \mu \text { a.e. }
$$

Then, using (4.6) and (4.7) we obtain

$$
\operatorname{supp}(\nu) \subset\{t: q(t) \in \partial K\}
$$

and we infer that there exists a non-negative measure $\lambda$ such that

$$
\nu=\lambda \mathrm{d} \varphi(q)
$$

Furthermore, we have the following lemma.
Lemma 4.2. Let $t \in\left(t_{0}, t_{0}+\tau\right)$ be a discontinuity point of $\dot{q}$. Then $q(t) \in \partial K$ and the impact law (1.6) is satisfied.

Proof. Let $t \in\left(t_{0}, t_{0}+\tau\right)$ be such that $\dot{q}(t-0) \neq \dot{q}(t+0)$. Then (4.9) implies that $u(t-0)=\dot{q}(t-0), u(t+0)=\dot{q}(t+0)$ and $\dot{u}$ has an atom at $t$. Since $\dot{u}$ is absolutely continuous with respect to $\mu$ we deduce that $\mu$ has also an atom at $t$ and

$$
0 \neq u(t+0)-u(t-0)=u_{\mu}^{\prime}(t) \mu(\{t\}) \quad \text { with } \mu(\{t\})>0 .
$$

From relation (4.2) we infer that

$$
0 \neq M(q(t)) \frac{u(t-0)-u(t+0)}{\mu(\{t\})} \in \partial \psi_{T_{K}(q(t))}(u(t)),
$$

which implies that $T_{K}(q(t)) \neq \mathbb{R}^{d}$ and $u(t) \in \partial T_{K}(q(t))$. It follows that $q(t)$ belongs to $\partial K$ and with (4.6) we obtain

$$
\begin{gathered}
p(t-0)-p(t+0) \in \mathbb{R}^{-} \mathrm{d} \varphi(q(t)) \\
\mathrm{d} \varphi(q(t)) u(t)=\mathrm{d} \varphi(q(t)) M(q(t))^{-1}\left(\frac{p(t+0)+e p(t-0)}{1+e}\right)=0
\end{gathered}
$$

and (1.6) follows.

In order to conclude let us remark that, for all $t \in\left(t_{0}, t_{0}+\tau\right)$ such that $q(t) \in \partial K$ with $\dot{q}(t+0)=\dot{q}(t-0)$, we have

$$
\dot{q}(t+0)=\dot{q}(t-0) \in-T_{K}(q(t)) \cap T_{K}(q(t))=\partial T_{K}(q(t))
$$

and thus

$$
\begin{aligned}
p_{\mathrm{N}}(t \pm 0) & =\frac{\langle p(t \pm 0), \mathrm{d} \varphi(q(t))\rangle_{q(t)}^{*}}{\langle\mathrm{~d} \varphi(q(t)), \mathrm{d} \varphi(q(t))\rangle_{q(t)}^{*}} \mathrm{~d} \varphi(q(t)) \\
& =\frac{\mathrm{d} \varphi(q(t)) \dot{q}(t \pm 0)}{\langle\mathrm{d} \varphi(q(t)), \mathrm{d} \varphi(q(t))\rangle_{q(t)}^{*}} \mathrm{~d} \varphi(q(t))=0 .
\end{aligned}
$$

Hence the impact law (1.6) holds for all $t$ such that $q(t) \in \partial K$. Consequently, we have proved the following proposition.

Proposition 4.3. Let us assume (1.11). For all admissible initial data $\left(t_{0}, q_{0}, v_{0}\right)$ the following properties are equivalent:
(i) $(\tau, q)$ is a solution of problem ( $P$ ),
(ii) $(\tau, u)$ is a solution of problem ( $\mathrm{P}^{\prime}$ ),
with $u$ and $q$ given by (4.8) and (4.9).

## (b) Monteiro Marques and Mabrouk time discretization

On the contrary of Paoli and Schatzman scheme, this time discretization is written in terms of velocities. For given $\left(t_{0}, q_{0}, v_{0}\right)$ the algorithm is defined by

$$
\begin{equation*}
q^{0}=q_{0}, \quad h f\left(t_{0}, q_{0}, M\left(q_{0}\right) v^{0}\right)-M\left(q_{0}\right)\left(v^{0}-v_{0}\right) \in \partial \psi_{T_{K}\left(q_{0}\right)}\left(\frac{v^{0}+e v_{0}}{1+e}\right) \tag{4.10}
\end{equation*}
$$

and, for all $i \geqslant 0$,

$$
\begin{gather*}
q^{i+1}=q^{i}+h v^{i}  \tag{4.11}\\
h f\left(t_{0}+(i+1) h, q^{i+1}, M\left(q^{i+1}\right) v^{i+1}\right)-M\left(q^{i+1}\right)\left(v^{i+1}-v^{i}\right) \\
\in \partial \psi_{T_{K}\left(q^{i+1}\right)}\left(\frac{v^{i+1}+e v^{i}}{1+e}\right) . \tag{4.12}
\end{gather*}
$$

If we denote $q_{h}$ the linear interpolation of the $q^{i}$, then $v^{i}$ and $v^{i+1}$ are respectively the right and left velocities at $t_{i+1}=t_{0}+(i+1) h$ and (4.12) is a very natural discretization of the differential inclusion (4.2). Moreover, we could remark that, whenever $q^{i}$ belongs to $\operatorname{Int}(K)$, the algorithm reduces to a centred scheme of order 2 for the ODE $M(q) \ddot{q}=f(t, q, M(q) \dot{q})$. More precisely, if $q^{i} \in \operatorname{Int}(K)$, we have $T_{K}\left(q^{i}\right)=\mathbb{R}^{d}$, thus (4.12) implies that

$$
v^{i}=v^{i-1}+h M\left(q^{i}\right)^{-1} f\left(t_{i}, q^{i}, M\left(q^{i}\right) v^{i}\right)
$$

and using (4.11) we get

$$
\begin{equation*}
\frac{q^{i+1}-2 q^{i}+q^{i-1}}{h^{2}}=M\left(q^{i}\right)^{-1} f\left(t_{i}, q^{i}, M\left(q^{i}\right) \frac{q^{i+1}-q^{i}}{h}\right) . \tag{4.13}
\end{equation*}
$$

Remark 4.4. The choice

$$
F\left(t, u_{1}, u_{2}, v, h\right)=M\left(u_{1}\right)^{-1} f\left(t, u_{1}, M\left(u_{1}\right)\left(2 v+\left(u_{2}-u_{1}\right) / h\right)\right)
$$

in (3.3) yields also (4.13) whenever $\left(q^{i+1}+e q^{i-1}\right) /(1+e)$ belongs to $\operatorname{Int}(K)$.
Since, for all $q \in \mathbb{R}^{d}, T_{K}(q)$ is a closed, non-empty, convex set we can rewrite (4.10)-(4.12) as follows:

$$
\begin{align*}
& q^{0}=q_{0}, \\
& \left.v^{0}=-e v_{0}+(1+e) \operatorname{Proj}_{q_{0}}\left(T_{K}\left(q_{0}\right), v_{0}+\frac{h}{1+e} M\left(q_{0}\right)^{-1} f\left(t_{0}, q_{0}, M\left(q_{0}\right) v^{0}\right)\right)\right\} \tag{4.14}
\end{align*}
$$

and, for all $i \geqslant 0$,

$$
\left.\begin{array}{rl}
q^{i+1}= & q^{i}+h v^{i} \\
v^{i+1}=-e v^{i}+(1+e) \operatorname{Proj}_{q^{i+1}}( & T_{K}\left(q^{i+1}\right), v^{i} \\
& \left.+\frac{h}{1+e} M\left(q^{i+1}\right)^{-1} f\left(t_{i+1}, q^{i+1}, M\left(q^{i+1}\right) v^{i+1}\right)\right) \tag{4.15}
\end{array}\right\}
$$

Remark 4.5. We recall that $\operatorname{Proj}_{q}\left(T_{K}(q)\right.$,. $)$ denotes the projection on $T_{K}(q)$ for the kinetic metric frozen at $q$, i.e. for the distance defined by

$$
\forall\left(z, z^{\prime}\right) \in\left(\mathbb{R}^{d}\right)^{2} \quad \operatorname{dist}\left(z, z^{\prime}\right)=\left[{ }^{t}\left(z-z^{\prime}\right) M(q)\left(z-z^{\prime}\right)\right]^{1 / 2} .
$$

In order to understand how the constraint on positions and the impact law are taken into account by this time discretization, let us consider once again the very simple test-problem introduced in $\S 3 a: d=1, K=\mathbb{R}^{+}, M(q) \equiv 1, f \equiv 0$, $\left(t_{0}, q_{0}, v_{0}\right)=(0,1,-1)$. We obtain

$$
q^{0}=1, \quad v^{0}=-1,
$$

and, for all $i \geqslant 0$,

$$
q^{i+1}=q^{i}+h v^{i}, \quad v^{i+1}=-e v^{i}+(1+e) \operatorname{Proj}_{q^{i+1}}\left(T_{K}\left(q^{i+1}\right), v^{i}\right),
$$

with

$$
\forall z \in \mathbb{R}^{d} \quad \operatorname{Proj}_{q^{i+1}}\left(T_{K}\left(q^{i+1}\right), z\right)= \begin{cases}z & \text { if } q^{i+1}>0 \\ \max (z, 0) & \text { if } q^{i+1} \leqslant 0\end{cases}
$$

Let us assume that $h \in(0,1)$ and define $p=\max \left\{i: q^{k}>0 \forall k \in\{0, \ldots, i\}\right\}$. We have $p \geqslant 1$ and

$$
\forall i \in\{0, \ldots, p\} \quad q^{i+1}=1-(i+1) h, \quad v^{i}=-1 .
$$

By definition of $p$ we have $q^{p+1} \leqslant 0$ and thus

$$
v^{p+1}=-e v^{p}+(1+e) \max \left(v^{p}, 0\right)=e .
$$

By an immediate induction we infer that

$$
\forall n \geqslant 1 \quad q^{p+1+n}=1-(p+1) h+n e h, \quad v^{p+n}=e
$$



Figure 6. Comparison between the exact solution and the time discretization algorithms: the bouncing ball test-problem with $e=0.3$.

The velocity is reversed and multiplied by $e$ instantaneously at $t_{p+1} \in[1,1+h]$, but the number of approximate positions which do not satisfy the constraint depends on $e$. The results obtained with this algorithm are compared with those obtained with the scheme (3.1)-(3.3) in figure 6.

Remark 4.6. With the scheme (3.1)-(3.3) the discrete velocity is not reversed instantaneously (two time-steps are needed) but at most two approximate positions are outside $K$. Although (3.1)-(3.3) discretize directly the constraints by means of the average position $\bar{q}^{i}=\left(q^{i+1}+e q^{i-1}\right) /(1+e)$, the scheme (4.14), (4.15) discretizes the constraints at the velocity level since

$$
\forall i \geqslant 0 \quad \frac{v^{i+1}+e v^{i}}{1+e} \in T_{K}\left(q^{i+1}\right)
$$

which implies

$$
\mathrm{d} \varphi\left(q^{i+1}\right)\left(\frac{v^{i+1}+e v^{i}}{1+e}\right) \geqslant 0 \quad \text { if } q^{i+1} \notin \operatorname{Int}(K)
$$

(c) Convergence result

The convergence of the scheme (4.14), (4.15) is proved in Mabrouk (1998b) under the following assumptions:
$\left(\mathrm{H}^{\prime} 1\right) \varphi \in C^{1, \beta}$ with $\beta>1 / 2 ;$
$\left(\mathrm{H}^{\prime} 2\right)$ the kinetic metric can be locally identified to the usual Euclidean metric of $\mathbb{R}^{d}$;
$\left(\mathrm{H}^{\prime} 3\right)$ the function $f$ is globally continuous and uniformly Lipschitzian in its third variable.

The approximate velocity $v_{h}$ is defined by

$$
\forall t \in\left[t_{0}+i h, t_{0}+(i+1) h\right) \quad v_{h}(t)=v^{i}
$$

We have the following theorem.
Theorem 4.7 (Mabrouk 1998b). Assume ( $\left.H^{\prime} 1\right)-\left(H^{\prime} 3\right)$. There exists $\tau>0$ such that
(i) the sequence $\left(q_{h}, v_{h}\right)$ possesses a subsequence which converges uniformly $\times$ pointwise on $\left[t_{0}, t_{0}+\tau\right]$ to a limit $(q, v)$, where $v$ is a function of bounded variation and

$$
q(t)=q_{0}+\int_{t_{0}}^{t} v(s) \mathrm{d} s \quad \text { for all } t \in\left[t_{0}, t_{0}+\tau\right]
$$

(ii) the couple $(\tau, u)$ with

$$
\begin{aligned}
& \forall t \in\left(t_{0}, t_{0}+\tau\right) \quad u(t)=\frac{v(t+0)+e v(t-0)}{1+e} \\
& u\left(t_{0}\right)=v\left(t_{0}+0\right), \quad u\left(t_{0}+\tau\right)=v\left(t_{0}+\tau-0\right)
\end{aligned}
$$

is a solution of problem $\left(P^{\prime}\right)$.
This is a generalization of the convergence result obtained by Monteiro Marques in the case of inelastic shocks $(e=0)$ and a bounded function $f$ depending only on $t$ and $q$ (Monteiro Marques 1985, 1993).

The sketch of the proof is the same as in Paoli \& Schatzman (1999b). First, uniform estimates for the discrete velocities and accelerations are obtained and the Ascoli-Arzela theorem and Helly's theorem imply (i). Then the differential inclusion (4.2) is established with $\mathrm{d} \mu=|\mathrm{d} u|+\mathrm{d} t$. Contrary to Paoli \& Schatzman (1999b), general properties of convex analysis play an essential role throughout the proof, in particular, the two following lemmas.

Lemma 4.8 ('lemma of the two cones' (Moreau 1962)). Let $V$ and $N$ be a pair of mutually polar closed convex cones in a real Hilbert space E. Then, for all $(x, y, z) \in E^{3}$ we have

$$
\left\{\begin{array} { l } 
{ x = \operatorname { P r o j } ( V , z ) , } \\
{ y = \operatorname { P r o j } ( N , z ) , }
\end{array} \quad \text { if and only if } \quad \left\{\begin{array}{l}
z=x+y \\
x \in V, y \in N, x \cdot y=0
\end{array}\right.\right.
$$

Lemma 4.9 (Moreau 1978). Let $C$ be a closed convex cone of a Hilbert space $E, C$ containing a ball $\bar{B}(a, r)$. Then

$$
\forall x \in E \quad|x-\operatorname{Proj}(C, x)| \leqslant \frac{1}{2 r}\left(|x-a|^{2}-|\operatorname{Proj}(C, x)-a|^{2}\right)
$$

Note that the mapping $q \mapsto T_{K}(q)$ is lower semi-continuous, which ensures that there exists $\delta>0$ and a fixed ball $\bar{B}(a, r)$ such that

$$
\forall q \in \bar{B}\left(q_{0}, \delta\right) \quad \bar{B}(a, r) \subset T_{K}(q)
$$

For a more detailed presentation of this proof, see the review paper of Kunze \& Monteiro Marques (2000).

## 5. The multi-constraint case

Let us assume now that assumption (1.8) does not hold any more, i.e.

$$
\begin{equation*}
\exists t \quad \text { s.t. } \operatorname{Card} J(q(t)) \geqslant 2 . \tag{5.1}
\end{equation*}
$$

As we have already explained at $\S 1$, the decomposition of the momenta $p(t \pm 0)$ as $p(t \pm 0)=p_{\mathrm{N}}(t \pm 0)+p_{\mathrm{T}}(t \pm 0)$ with

$$
\begin{gathered}
p_{\mathrm{N}}(t \pm 0) \in \operatorname{Span}\left\{\mathrm{d} \varphi_{\alpha}(q(t)), \alpha \in J(q(t))\right\}, \\
\mathrm{d} \varphi_{\alpha}(q(t))\left(M(q(t))^{-1} p_{\mathrm{T}}(t \pm 0)\right)=0 \quad \forall \alpha \in J(q(t)),
\end{gathered}
$$

does not necessarily yield a simple relation between $p(t+0)$ and $p_{\mathrm{N}}(t-0), p_{\mathrm{T}}(t-0)$ when (5.1) holds. In order to generalize easily the impact law (1.6) we rewrite it in terms of velocities. When $J(q(t))=\{\alpha\}$ the impact law is given by

$$
p(t+0)=p(t-0)-(1+e) p_{\mathrm{N}}(t-0)
$$

with

$$
p_{\mathrm{N}}(t-0)=\frac{\left\langle p(t-0), \mathrm{d} \varphi_{\alpha}(q(t))\right\rangle_{q(t)}^{*}}{\left\langle\mathrm{~d} \varphi_{\alpha}(q(t)), \mathrm{d} \varphi_{\alpha}(q(t))\right\rangle_{q(t)}^{*}} \mathrm{~d} \varphi_{\alpha}(q(t)),
$$

which is equivalent to

$$
\begin{equation*}
\dot{q}(t+0)=\dot{q}(t-0)-(1+e) \frac{\mathrm{d} \varphi_{\alpha}(q(t)) \dot{q}(t-0)}{\left|\mathrm{d} \varphi_{\alpha}(q(t))\right|_{q(t)}^{* 2}} M(q(t))^{-1} \mathrm{~d} \varphi_{\alpha}(q(t)) . \tag{5.2}
\end{equation*}
$$

For all $q \in \mathbb{R}^{d}$, let us denote by $N(q)$ the polar cone of $T_{K}(q)$ for the kinetic metric, i.e.

$$
N(q)=\left\{w \in \mathbb{R}^{d}:\langle w, z\rangle_{q}={ }^{t} w M(q) z \leqslant 0 \forall z \in T_{K}(q)\right\} .
$$

Then relation (5.2) can be rewritten as follows,

$$
\begin{equation*}
\dot{q}(t+0)=\dot{q}(t-0)-(1+e) \operatorname{Proj}_{q(t)}(N(q(t)), \dot{q}(t-0)), \tag{5.3}
\end{equation*}
$$

where $\operatorname{Proj}_{q}(N(q), z)$ is the projection of $z$ on $N(q)$ relative to the kinetic metric frozen at $q$. Whenever Card $J(q(t))=1$, the impact law (1.6) is equivalent to (5.3) and we assume that (5.3) still holds if Card $J(q(t)) \geqslant 2$.

We should note that (5.3) is energetically consistent: if $q(t) \in \partial K$ let us denote

$$
\dot{q}_{\mathrm{T}}^{-}=\operatorname{Proj}_{q(t)}\left(T_{K}(q(t)), \dot{q}(t-0)\right), \quad \dot{q}_{\mathrm{N}}^{-}=\operatorname{Proj}_{q(t)}(N(q(t)), \dot{q}(t-0)) .
$$

By using lemma 4.8 we get

$$
\begin{aligned}
2 T(t-0) & ={ }^{t} \dot{q}(t-0) M(q(t)) \dot{q}(t-0)=\left|\dot{q}_{\mathrm{T}}^{-}\right|_{q(t)}^{2}+\left|\dot{q}_{\mathrm{N}}^{-}\right|_{q(t)}^{2} \\
& \geqslant\left|\dot{q}_{\mathrm{T}}^{-}\right|_{q(t)}^{2}+e^{2}\left|\dot{q}_{\mathrm{N}}^{-}\right|_{q(t)}^{2}=2 T(t+0) .
\end{aligned}
$$

Moreover, if $q(t) \in \partial K$, we have

$$
\begin{aligned}
\nu(\{t\})=M(q(t))(\dot{q}(t+0)-\dot{q}(t-0)) & =-(1+e) M(q(t)) \dot{q}_{\mathrm{N}}^{-} \\
& \in\left\{\sum_{\alpha \in J(q(t))} \lambda_{\alpha} \mathrm{d} \varphi_{\alpha}(q(t)), \lambda_{\alpha} \geqslant 0\right\}
\end{aligned}
$$

and relation (1.4) still holds.
Thus, for given initial data $\left(t_{0}, q_{0}, v_{0}\right)$, the problem $(\mathrm{P})$ is generalized as follows.

Problem (P1). To find $\tau>0$ and a function $q$ from $\left[t_{0}, t_{0}+\tau\right]$ to $\mathbb{R}^{d}$ satisfying the variational properties (1.9), the initial data (1.10) and such that (1.2)-(1.4) and (5.3) hold on ( $t_{0}, t_{0}+\tau$ ).

Assuming that all the data are analytic, Ballard has performed a complete theoretical study of problem (P1) (Ballard 1999): an existence and uniqueness theorem is proved, including also the more general case of a restitution coefficient depending on $t$ and $q$.

Furthermore, Moreau's formulation encompass the multi-constraint case and we can prove that problem ( P 1 ) is equivalent to problem $\left(\mathrm{P}^{\prime}\right)$. This result relies on the same arguments as proposition 4.3 completed with the following.

Lemma 5.1. Let $t \in\left(t_{0}, t_{0}+\tau\right)$ such that $q(t) \in \partial K$. Then (5.3) is equivalent to

$$
M(q(t))(\dot{q}(t-0)-\dot{q}(t+0))=-\nu(\{t\}) \in \partial \psi_{T_{K}(q(t))}\left(\frac{\dot{q}(t+0)+e \dot{q}(t-0)}{1+e}\right)
$$

Proof. We just have to remark that (5.3) is equivalent to

$$
\dot{q}_{\mathrm{N}}^{-}=\frac{\dot{q}(t-0)-\dot{q}(t+0)}{1+e}, \quad \dot{q}_{\mathrm{T}}^{-}=\frac{\dot{q}(t+0)+e \dot{q}(t-0)}{1+e}
$$

and that $N(q(t))$ and $T_{K}(q(t))$ are mutually polar convex cones for the kinetic metric at $q(t)$.

As a consequence, the time discretizations of frictionless sweeping process allow to treat the multi-constraint case too (Moreau 1988, 1999; Jean \& Moreau 1992) but the convergence is not proved: the assumption $\left(\mathrm{H}^{\prime} 1\right)$ on the regularity of $\partial K$ plays an essential role in the proof of theorem 4.7 and it seems difficult to weaken it.

Let us point out that equations (1.2)-(1.4) and the decay of kinetic energy at impacts do not necessarily yield the impact law (5.3). Consider for instance the following example: $d=2, K=\left\{(x, y) \in \mathbb{R}^{2}: x \leqslant 0, y \geqslant 0\right\}, M(q) \equiv \mathrm{Id}_{\mathbb{R}^{2}}, f \equiv 0$, $q_{0}=(-1,0)$ and $v_{0}=(1,0)$. The motions given by

$$
q_{1}(t)=\left\{\begin{array}{ll}
(-1+t, 0) & \forall t \in[0,1] \\
(0, t-1) & \forall t \geqslant 1
\end{array} \quad \text { and } \quad q_{2}(t)= \begin{cases}(-1+t, 0) & \forall t \in[0,1] \\
(1-t, 0) & \forall t \geqslant 1\end{cases}\right.
$$

are two energy-conserving solutions of (1.2)-(1.4). But only $q_{2}$ satisfies (5.3) (with $e=1$ of course).

Consequently, when the kinetic energy is conserved at impacts we should replace (5.3) by the more general impact law

$$
|\dot{q}(t+0)|=|\dot{q}(t-0)| \quad \text { if } q(t) \in \partial K
$$

An existence result has been proved in Paoli (2000) by using a penalty method under the following assumptions: $K$ is a convex set and the mass matrix is trivial. Although the time discretization (3.1)-(3.3) still makes sense, its convergence does not seem easy to prove due to the lack of regularity of $\partial K$.

Moreover, in the multi-constraint case, a new difficulty occurs in the computation of approximate solutions: the motion is not continuous with respect to initial data in general. Even when the convergence of approximate solutions is proved the round-up errors may lead to a kind of unpredictibility. We refer the reader to Paoli (2000) for an illustration of this bad property.

## 6. Conclusion

In this article we have presented the time discretizations of vibro-impact problems derived from the basic description of the dynamics and from Moreau's sweeping process. We have recalled the associated convergence results and a qualitative comparison has been performed on a very simple test-problem. But nothing is said about the convergence order of these methods, which could seem surprising! Two reasons can be recalled. Firstly, the study of the test-problem shows that all the methods presented here are at most of order 1 but the determination of the convergence order in the general case seems very difficult and there is no theoretical result. Secondly, the dynamics of vibro-impact problems is often complex: sensitivity to initial data and chaotic behaviour may occur even for low-dimensional systems (see, for example, Guckenheimer \& Holmes 1983; Shaw \& Rand 1989). In this setting the convergence order is not an essential point since any precision in the computation of individual motions is lost in finite time. On the contrary, it is crucial to check that the mean values and the dynamical invariants (like attractors) are correctly approximated by the schemes. Consequently, the comparison of numerical methods for vibro-impact problems (event-driven scheme, compliant methods as well as time discretization algorithms) would require suitable benchmarks corresponding to various dynamical situations.
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