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Abstract

We devise a novel framework for the error analysis of finite element approximations to low-regularity
solutions in nonconforming settings where the discrete trial and test spaces are not subspaces of their
exact counterparts. The key is to use face-to-cell extension operators so as to give a weak meaning to the
normal or tangential trace on each mesh face individually for vector fields with minimal regularity and
then to prove the consistency of this new formulation by means of some recently-derived mollification
operators that commute with the usual derivative operators. We illustrate the technique on Nitsche’s
boundary penalty method applied to a scalar diffusion equation and to the time-harmonic Maxwell’s
equations. In both cases, the error estimates are robust in the case of heterogeneous material properties.
We also revisit the error analysis framework proposed by Gudi where a trimming operator is introduced
to map discrete test functions into conforming test functions. This technique also gives error estimates
for minimal regularity solutions, but the constants depend on the material properties through contrast
factors.

Keywords. Finite elements, Nonconforming methods, Error estimates, Minimum regularity, Nitsche
method, Boundary penalty, Elliptic equations, Time-harmonic Maxwell equations.

1 Introduction

The error analysis of the finite element approximation of Partial Differential Equations (PDEs) is well
understood; see, e.g., the textbooks [7, 8, 13]. The most basic result is Céa’s Lemma [11] which is valid
when the approximation setting is conforming (the discrete trial and test spaces are subspaces of their exact
counterparts) and exactly consistent (the discrete forms are restrictions of the exact ones to the discrete
spaces). Departures from this setting are usually handled in the literature by invoking Strang’s Lemmas [27].
Strang’s First Lemma assumes that the approximation setting is conforming but handles the case where
the discrete forms differ from their exact counterpart. Strang’s Second Lemma deals with nonconforming
approximation settings and is frequently invoked in the literature for the error analysis of nonconforming
techniques. For instance, many authors have adopted this approach to analyze discontinuous Galerkin (dG)
methods (see, e.g., [12, 14] and the references therein).

One important shortcoming of Strang’s Second Lemma is that one needs to insert the exact solution in
the first argument of the discrete sesquilinear (or bilinear) form. Unfortunately, this is only possible if one
assumes some additional regularity on the exact solution which often goes beyond the regularity provided
by the weak formulation of the model problem at hand. For instance, when approximating a diffusion
equation of the form —V-(kVu) = f in some Lipschitz domain D in R, one is essentially led to assume that
kVu € H"(D) with r > % so as to make sense of the normal component n-(kVu) at the mesh interfaces.
Although this assumption is not really restrictive for the Laplace equation in a polyhedron (x = 1), since
elliptic regularity guarantees the existence of an index r > % so that u € H**"(D), it becomes unrealistic
in problems with discontinuous coefficients. Similarly, for the time-harmonic Maxwell’s equations of the
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form A + Vx(kVxA) = f in some Lipschitz domain D in R?, one is led to assume kVxA € H"(D)
with r > % so as to make sense of the tangential component nx(kVxA) at the mesh interfaces, but this
assumption becomes unrealistic in problems with discontinuous coefficients. Let us mention in passing that
we use boldface notation for R%valued fields in D.

One possible way forward to overcome the limitations of Strang’s Second Lemma has been proposed by
Gudi [18]. The main idea is to introduce an operator that transforms the discrete test functions into elements
of the exact test space. We call this operator a trimming operator, and we call the resulting error estimate a
trimmed error estimate. The reason for our terminology is that one can view the elements in the kernel of the
trimming operator as discrete (test) functions that are only needed to “stabilize” the bilinear form ay,, but do
not contribute to the interpolatory properties of the approximation setting. We also observe that a trimming
operator is one of the fundamental ingredients in the abstract setting recently devised by Veeser and Zanotti
[28] to obtain quasi-optimal energy-norm error estimates for nonconforming finite element methods applied
to symmetric elliptic PDEs. The trimmed error estimate in [18] (which is sometimes referred to as “medius
analysis”) has been applied to the Interior Penalty dG (IPDG) approximation of the Laplace equation with
a source term f € L?(D) (and to a fourth-order problem also in [18], to the Stokes equations in [3], and
to the linear elasticity equations in [10]). In the present work, we show how to apply the trimmed error
estimate to the diffusion equation with heterogeneous material property x and source term f € L9(D)
with g € (2.,2], 2, = zi—dd, and also to the time-harmonic Maxwell’s equations with heterogeneous material
properties ji, & and source term f € L?(D). For simplicity, we focus for both model problems on the use
of H!-conforming finite elements combined with the boundary penalty method of Nitsche [23] to enforce
weakly Dirichlet boundary conditions. The main benefit of the trimmed error analysis is that it allows one
to derive error estimates as soon as the exact solution is in {v € H'(D) | V:(kVv) € LY(D)}, q € (2,2],
for the diffusion equation, and as soon as the exact solution is in {A € H(curl; D) | Vx(kVxA) € L?(D)}
for the time-harmonic Maxwell’s equations.

One difficulty still remains with the trimmed error estimate in the case of strong contrasts in the material
property k since the error estimates feature a constant that is typically proportional to the square-root of
a contrast factor associated with x (and, in the case of Maxwell’s equations, there is also a dependency on
the square-root of a local magnetic Reynolds number). These dependencies originate from the usage of the
trimming operator to perform some averaging to achieve the desired conformity property, but this averaging,
in turn, precludes the derivation of stability and approximation properties for the trimming operator that
are local to a mesh cell. To remedy this difficulty, we devise in this work a novel approach which avoids
the use of any trimming operator and instead hinges on a decomposition of the discrete sesquilinear (or
bilinear) form as ap(-,-) = an(-,-) + su(+,-) where ap(-,-) is meant to ensure a consistency property and
sp(+,-) is added for stabilization purposes. The crucial ingredient is then to devise a form ag(-,-) with
the following key properties: a4(-,wp) coincides with a (-, wy,) for any discrete function wy, when the first
argument is discrete, ay(-, wy) makes unambiguous sense when the first argument is a function with some
minimal regularity, and as(-,ws) enjoys a consistency property with the right-hand side of the discrete
problem. The construction of ay is achieved by giving a meaning by duality to the normal or tangential
component of vector fields at the mesh faces using face-to-cell lifting operators which we construct herein
following ideas similar to those in Bernardi and Hecht [5], Amrouche et al. [1]. Since the proof of the above
key consistency property hinges on some recently-devised mollification operators, we call the resulting error
estimate a mollified error estimate.

In the present work, we present an abstract setting for the mollified error analysis and then we show
how to apply it to Nitsche’s boundary penalty method to approximate the diffusion equation and the
time-harmonic Maxwell’s equations. In both cases, the error estimates are robust with respect to the
contrast in material properties. The mollified error analysis is applicable as soon as the exact solution is
in {v € HY(D) | kVv € LP(D), V-(kVv) € LYD)}, p > 2 and q > 22-Tdd’ for the diffusion equation, and
as soon as the exact solution is in {A € H(curl; D) | kVxA € LP(D), Vx(kVxA) € L*(D)}, p > 2, for
the time-harmonic Maxwell’s equations. Owing to the Sobolev Embedding Theorem, the requirements that
kVv € LP(D) or kVxA € LP(D), p > 2, hold true whenever kVv € H"(D) or kVxA € H"(D), r > 0,
and these are minimal requirements to achieve some decay rate with respect to the mesh-size in the error
estimate. Notice also that these requirements are in general compatible with the regularity pickup estimates
available in the literature for the model problems at hand (see, e.g., Jochmann [20], Bonito et al. [6] for the
Maxwell’s equations).

This paper is organized as follows. In Section 2, we present the two model problems on which we will



illustrate the present developments: the diffusion equation and the time-harmonic Maxwell’s equations. In
Section 3, we introduce the finite element setting and illustrate our abstract discrete setting on Nitsche’s
boundary penalty method for our two model problems. Section 4 is concerned with abstract error estimates.
We first recall Strang’s Lemmas, then we present Gudi’s trimmed error estimate, and we finish with our novel
mollified error estimate. Section 5 contains some useful analysis tools. We first recall some recent results
from [15] on shrinking-based mollification operators that commute with the usual derivative operators (V,
Vx, and V-). Then, we present some inverse inequalities useful for the trimmed error analysis and some
extension operators that are crucial for the mollified error analysis since they allow us to give a weak meaning
to the normal or tangential component of vector fields. Finally, in Section 6 and in Section 7, we show how to
apply the trimmed error estimate and the mollified error estimate to our two model problems from Section 3.
Although we have focused for brevity on the application to Nitsche’s boundary penalty method, we do not
anticipate any significant difficulty in extending the present analysis to other nonconforming approximation
methods, such as Crouzeix—Raviart-type finite elements and discontinuous Galerkin (dG) methods, since in
all the cases the key issue is to give a suitable weak meaning to the normal or tangential trace of vector
fields with minimal regularity.

2 Model problem

We introduce in this section an abstract model problem and illustrate the setting on the diffusion equation
and the time-harmonic Maxwell’s equations.

2.1 Asbtract setting

Let V and W be two Banach spaces; to stay general, we consider linear spaces over the field of complex
numbers. Let a(-,-) be a bounded sesquilinear form on V' xW, and let £(-) be a bounded antilinear form on
W, i.e., £ € W’'. We consider the following abstract model problem:

{ Find v € V such that 2.1)

a(u,w) =L(w), YweW,

which we assume to be well-posed in the sense of Hadamard; that is to say, there is a unique solution
and this solution depends continuously on the data. The well-posedness of the model problem (2.1) can
be characterized by invoking Banach’s Closed Range and Open Mapping Theorems; see Necas [22] and
Babuska and Aziz [2, p. 112].

Theorem 2.1 (Banach-Necas-Babuska (BNB)). Assume that W is a reflexive Banach space. The problem
(2.1) is well-posed if and only if:

: |a(v, w)|

inf sup —————— = a >0, 2.2a
veV wew [[vllv]lwllw (2:20)
YweW, [YveV, alv,w)=0] = [w=0]. (2.2b)

In particular, the a priori estimate ||ullv < L{|¢|lw: holds true.
It is implicitly understood here and in what follows that the above infimum and supremum are taken
over nonzero arguments.

2.2 Diffusion equation

To illustrate the abstract setting introduced above, let us consider a bounded Lipschitz polyhedron D in

R? with d > 2. Let f € LY(D) be a source term with q € (24,2], 2. := i—dd (so that ¢ € (1,2] if d = 2, and

qe€ (g, 2] if d = 3). We consider the following model problem: find u: D — R s.t.
—V-(kVu)=f in D, u=0 ondD, (2.3)

where k € L>(D) takes values a.e. in D in the interval [k,, k3] with 0 < K, < Ky < 0.



Let us introduce the Hilbert space H'(D) = {v € L*(D) | Vv € L*(D)} and its zero-trace subspace
HY(D) = {v € H'(D) | 48(v) = 0} where v& : H'(D) — H?z(8D) is the well-known trace operator. To be
1

dimensionally coherent, we equip the space H'(D) with the norm ||[v|| g1 (p) = (HUH%Q(D) +£2D||Vv||%2(D)) 2,

where £p is some length scale characteristic of D, e.g., the diameter of D. The model problem (2.3) fits the
abstract setting of (2.1) with V. = W = H{(D) and

a(v,w) ::/ kVv-Vwdz, (w) ::/ fwdz, (2.4)
D D
and its well-posedness follows from the Lax—Milgram Lemma. In particular, we have
la(v, w)| < K4[|VV| L2(D) [[Vwll L2y, (2.5a)
a(v,v) > ﬁb||Vv\|2Lz(D), (2.5b)

for all v,w € H{(D). Note that |[v]|gip) < (1 + CI;SQ)D)%eDHV’U”LQ(D) owing to the Poincaré-Steklov
inequality Cps, pllv||r2(py < €p||Vol|L2(py for all v € Hg(D). Note also that a Sobolev embedding implies
that w € Lq/(D) for all w € H'(D), where ¢’ is the conjugate number of ¢, i.e., % + % =1, so that the
linear form £(-) is well-defined owing to Holder’s inequality.

Remark 2.2 (Extensions). Most of what is said in the paper generalizes when lower-order terms are added
to the PDE in (2.3), « is tensor-valued, and non-homogeneous Dirichlet conditions are imposed. O

2.3 Time-harmonic Maxwell’s equations

As a second example to illustrate the abstract setting introduced above, we consider the time-harmonic
Maxwell’s equations in a bounded Lipschitz polyhedron D in R3. Let f € L?(D) be a source term. We
consider the following model problem: find A : D — R? s.t.

LA+ Vx(kVxA)=f, Ajppxn = 0. (2.6)

We assume that g € L>°(D;C), k € BV(D;C) N L>®(D;C), and we set py = esssup,cp |f(x)| and kg =
essSup,cp |k(x)|. We also assume the following positivity condition: There are real numbers 6, p, > 0, and
Ky > 0 so that, letting p, := R(e’?f1) and ,. := R(e?x), we have

inf i, () > d inf ki, () > Ky 2,
essinf (@) 2y, and  essinfr(x) 2 &y (2.7)

The positivity condition (2.7) fails when the two complex numbers i and k are collinear and point in
opposite directions. If it is the case, the model problem (2.6) is an eigenvalue problem, otherwise it is a
boundary-value problem. The model problem (2.6) can be derived from the Maxwell’s equations in the
time-harmonic regime, i.e., under the assumption that the time variation is of the form e** where w is the

angular frequency and i = —1. One example is the Helmholtz problem where A stands for the electric
field, i = —w?e + iwo with € the electric permittivity and o the electric conductivity, £ = p~1 with p the
magnetic permeability, and f = —iwjs with js an imposed current. Another example is the eddy-current

problem where A stands for the magnetic field, i = iwp, k = o~ %, and f = Vx (07 15,).
Let us introduce the Hilbert space H(curl; D) = {b € L?*(D)|Vxb € L?(D)} and its zero-trace
1

subspace Hy(curl; D) = {b € H(curl; D) | v°(b) = 0} where ~¢ : H(curl; D) — H~2(dD) := (Hz(dD))’
is the tangential trace operator s.t.

(b)) op = /

b~V><w(l)d:z:f/(be)m(l)dx, (2.8)
D

D

for all b € H (curl; D) and alll € H?(8D) where w(l) € H*(D) is a lifting of I s.t. v8(w(1)) = I (componen-
twise) and (-,-)op denotes the duality pairing between H~2(8D) and H 2 (9D). Note that 4¢(b) = bjspxn
whenever the field b is smooth. To be dimensionally coherent, we equip the space H (curl; D) with the norm
6] & (curt; 0y = (||b|\%2(D) + €2DHV><b||%2(D))%. The model problem (2.6) fits the abstract setting of (2.1)
with V' =W = Hy(curl; D) and

a(v,b) ::/D(ﬁvEJranviB) dez, L(b) ::/[)f~5dx, (2.9)



and its well-posedness follows from the Lax—Milgram Lemma. In particular, we have

la(v, b)l < max(luﬁaKBQKﬁ)”v”H(curl;D)Hb”H(curl;D)a (2.10a)
%(ewa’(lh b)) > min(ub7 EBQ"%)”bH%I(curl;D)’ (210b)

for all v,b € Hy(curl; D).

Remark 2.3 (Extensions). Most of what is said in the paper generalizes when the non-homogeneous
Dirichlet condition v°(A) = g is enforced in (2.6) with g in the range of the trace map ~°. O

3 Discrete problem

We now formulate a discrete version of the problem (2.1) by using the Galerkin method. The central idea
in the Galerkin method consists of replacing the infinite-dimensional spaces V' and W by finite-dimensional
spaces V}, and W}, that are members of sequences of spaces (Vi)n—0, (Wh)n—o endowed with some approx-
imation properties as h — 0. The norms in Vj, and W}, are denoted by ||||v, and ||-||w, , respectively. The
discrete problem is formulated as follows:

{ Find uy, € V}, such that (3.1)

ah(uh,wh) = Eh(wh), Yw;, € Wh,

where ap(-,-) is a bounded sesquilinear form on Vi xW}, and ¢(-) is a bounded antilinear form on Wp;
note that an(-,-) and £, (-) possibly differ from a(-,-) and £(-), respectively. We henceforth assume that
dim(V},) = dim(W},) and that

inf  sup _an(vn, wn)l =:ayp >0, Vh > 0, (3.2)

VR €Vh wy, €Wy, th| Vi whHWh

so that the discrete problem (3.1) is well-posed.

3.1 Finite element setting

Let (Tn)n>0 be a shape-regular sequence of meshes; we assume that each mesh covers D exactly. To avoid
technical questions regarding hanging nodes, we also suppose that each mesh is matching, i.e., for all cells
K,K' € Tj, such that K # K’ and K N K’ # (), the set K N K’ is a common vertex, edge, or face of both
K and K’ (with obvious extensions in higher space dimensions). Given a mesh 7y, the elements in K € T,
are closed sets in R? by convention, and they are all assumed to be constructed from a single reference cell
K through affine, bijective, geometric transformations Tk : K — K. For a mesh cell K € Ty, we define Tx
to be the collection of the mesh cells in 7} that touch K, i.e., the mesh cells that share a vertex, an edge or
a face (in dimension 3) with K, plus K itself. We define Dk := int (UK’GTK K’); note that the number of
cells composing Tx is uniformly bounded owing to the shape-regularity of the mesh sequence.

The set of the mesh faces is denoted Fj,. This set is partitioned into the subset of the interfaces denoted
F? and the subset of the boundary faces denoted F{. Each interface F is oriented by choosing one unit
normal vector np. The boundary faces are oriented by using the outward normal vector that we denote
n. Given an interface F' € Fp, we denote by K; (left cell) and K, (right cell) the two cells such that
F = K;N K, and ny points from K; to K,. This convention allows us to define the notion of jump across
F for any smooth enough function v as follows:

[v]r(x) := vk, () — v, () a.e. x in F. (3.3)

We consider a reference finite element in the sense of Ciarlet (IA( , pe , f‘g). (The superscript 8 is intended
to remind us that this finite element will be used to build a finite-dimensional subspace composed of
functions whose gradient in D is integrable.) We think of (K, P8, X®) as a scalar-valued finite element
with some degrees of freedom that require point evaluations, for instance (I? , ]3% f’g) could be a Lagrange

~

finite element. The local shape functions are denoted (6;);cn; recall that o;(0;) = 6;; for all o; € fg, and
all 7,7 € N. At this point, we do not need to know the exact structure of the reference element. One



typically assumes that there exists k¥ € N such that Py, 4 C }3g7 where P, 4 is the vector space composed of
the d-variate polynomials of degree at most k.

In order to construct H!-conforming approximation spaces based on (7)n>0 using the above reference
finite element, we introduce the pullback by the geometric map Ty which we denote by %, i.e., V% (v) =
v o Tyk. Then we set

Pg('ﬁb) = {U}L S Ll(D) | Uh|K € Py, VK € 7;“ [[U}L]]F =0, VF € Fﬁ}, (3.4a)
P§(Ty) = P5(Th) N Hy (D), (3.4b)

where P := (¢§()’1(}3g). Let Fg be the collection of the faces of K, and for all F' € F, let vx ¢ be the
corresponding trace map. For the above construction of P2(7) to be meaningful, we assume that for any
mesh interface F' € Fy s.t. F = K; N KT, we have VK F r(Px,) = vk, .r(Pk,) =t Pr. We call Pp the finite
element trace space. For instance, if P = Py ¢ and Kisa simplex, then Pr be composed of the restriction
of d-variate polynomials of degree at most [ to F'.

Remark 3.1 (Reference cell). The construction of the H'-conforming space P#(7},) by means of a reference

cell K is classical in the context of finite elements. On polyhedral meshes, one can also consider H!-
conforming spaces defined locally in each cell of the mesh, as in the Virtual Element Method [4]. O

3.2 Boundary penalty for the diffusion equation

We are going to illustrate our results on the so-called boundary penalty method of Nitsche [23]. Let us first
consider the diffusion equation from Section 2.2. To avoid technicalities, we assume that there is a partition
of D into M disjoint Lipschitz polyhedra Dy, -+, Dy so that |p, is constant for all 1 <4 < M, and we
assume that the meshes in (75,)n>0 are fitted to this partition, so that, for all h > 0 and all K € T, g is
constant; we use the notation kg := K|K-

Let Vj, := P5(T}) be the H!-conforming finite element space based on Tj, introduced in (3.4). For the
diffusion equation, the discrete forms ay(+,-) and £, (+) are defined by

ap(vp, wp) = / kVup-Vwy, dx —/ (n-kVup)wp, ds +/ NrUpwy ds, (3.5a)
D oD oD
Eh(wh) Z:/ fwh dac, (35b)
D
for all vy, wp, € V3. Tt is useful to decompose the discrete bilinear form as ap(-,-) = @n(+,-) + su(-,-) where
an(vp, wp) ::/ kVop-Vwy dx—/ (n-kVup)wy, ds, (3.6a)
D oD
sp(vp, wp) ::/ npupwy, ds. (3.6b)
oD

The discrete bilinear form ap(+,-) is meant to ensure a consistency property, and the discrete bilinear form
sh(+,+) is added for stabilization purposes. The penalty parameter is defined by setting 7, := nop, where
the user-dependent factor 7y > 0 has yet to be chosen large enough (see Lemma 3.2 below) and where
KK
Ph|F ‘= TFa VF € F}(?a (37)
F
where K is the unique mesh cell having F' as a face.
We equip the space V}, with the following norm:

[onllv, = (IIWV%IIH(D)+||phvh||Lz(aD)) , Vop €V (3-8)

Since |lvg||v;, = 0 implies that vy, is constant on D and vanishes on 9D, and hence vanishes everywhere in
D, we infer that ||-||v, is indeed a norm on V},. Furthermore, owing to the assumed shape-regularity of the



mesh sequence, there is ¢;, uniform with respect to h (but depending on the shape-regularity of the mesh
sequence and on the reference finite element), such that

_ 1
lvnll2ry < crhp® |vnllL2(kp), (3.9)

for all vy, € Vj, and all F € ]-'}?. The following stability result is classical; we simply state it without proof
(see, e.g., [12, Lem. 4.12] for a proof in the context of dG methods).

Lemma 3.2 (Coercivity and well-posedness). Suppose that ny, is defined by (3.7) with ng > inacﬁ where
ng s the maximum number of boundary faces that a mesh cell can have (ng < d for simplicial meshes).
Then, the following coercivity property holds true:

apn(vp,vp) > a||vh|\%,h’, Yy, € Vi, (3.10)

1 2
TNo—zMacCy

Thm Consequently, the discrete problem (3.1) is well-posed for the diffusion equation.

with o :=

3.3 Boundary penalty for Maxwell’s equations

Nitsche’s boundary penalty method can also be applied to the time-harmonic Maxwell’s equations from
Section 2.3. We assume that there is a partition of D into M disjoint Lipschitz polyhedra Dy, --- , Dy so
that z1p, and x|p, are constant for all 1 < i < M, and we assume that the meshes in (7;)n>0 are fitted
to this partition, so that, for all h > 0 and all K € Ty, jx and ki are constant; we use the notation
ps i = Kl Hrg = feji, Ky = |6k, and Ky g = Ky g, where we recall that p, = R(ef) and
tp = R(er).

Let Vj, = P2(T;,) be the H!'-conforming finite element space based on T}, where P2(T},) is the vector-
valued version of the finite element space P8(7j) considered above for the diffusion equation. For the
time-harmonic Maxwell’s equations, the discrete forms ay(+,-) = an(-,-) + sn(+,-) and £,(+) are defined by

dh(vh,bh) Z:/ (ﬁvh~5h+anvh-Vx5h) dx+/ (nX(I{VXUh))~EhdS, (311&)
D oD
sn(vn, by) ::/ nn (v xn)-(by xn) ds, (3.11Db)
oD
0 (br) ::/ f-by, du, (3.11c)
D

for all vy, by, € Vj,. The discrete sesquilinear form ay(-, ) is meant to ensure a consistency property, and
the discrete sesquilinear form sy(+,-) is added for stabilization purposes. The penalty parameter is defined
by setting n, = noe *?pj, where the user-dependent factor 79 > 0 has yet to be chosen large enough (see
Lemma 3.3 below), and where

Ph|F = Hi, VF € .7:;?, (3.12)

where K is the unique mesh cell having F as a face.
We equip the space V}, with the following norm:

1
2

1 1 1
[brllv;, == (||N3 billzz(py + 152V xbn | Z2(py + [lo7 (bhxn)%z(az))) , o Vbh eV, (3.13)

where 79, = cos(6)ny,. The following stability result is proved using the same arguments as in the proof of
Lemma 3.2.

Lemma 3.3 (Coercivity and well-posedness). Suppose that ny, is defined by (3.12) with ny > inac%. Then,
the following coercivity property holds true:

%(ewah(bh,bh)) > a”bhH%/hv Vbh S V}“ (314)

1 2
To—zMnocy

with o = T

. Consequently, the discrete problem (3.1) is well-posed for the Mazwell’s equations.



4 Abstract error estimates

There are many ways to investigate the approximation properties of the above discrete problem (3.1). Since
up, may not be a member of V., v and u;, may be objects of different nature. This poses the question of
defining a common ground for the discrete solution u; and the exact solution u to measure the error. For
this purpose, we assume that it is meaningful to define the linear space

‘/b =V +V,. (41)

We equip the space Vj, with a norm denoted ||-||y, which we assume extends the discrete norm ||-||y;, to Vj,
i.e., there exists a real number ¢, so that

lvnllv, < ellvnllva, Vup, € Vi (4.2)

The goal of this section is to bound the error u — uy, using the ||-||v,-norm. Note that even in the conforming
case where V, and V coincide as linear spaces, choosing |||y, to be different from ||-||y- can be useful for the
error analysis.

4.1 A basic error identity

Our starting point is the following (relatively straightforward) error identity. Recall that the norm of any
antilinear form ¢, € Wy := L(W),;C), is defined by ||¢h||W,§ e |én (wn)]

lwnllw,,

Lemma 4.1 (Error identity). Assume that the discrete inf-sup condition (3.2) is satisfied. Then, the
following identity holds true:

. G
le = unllv, = inf Hlw=onllv, + 2=l0n(n)llwy | (4.3)

where 0y, : Vi, = W}, which we call consistency error, is defined by

(0n(vn)s wn)w; w, = Ca(wn) — an(vp, wh). (4.4)

Proof. Let v, € Vj,. The triangle inequality, (4.2), stability, and the fact that ap(up,wn) = € (wy,) for all
wyp, € Wy, imply that

lu —unllv, < llu—=wvnllv, + llun —vnllv, <llu = vrllv, + e llun — vallv;,

<l vl + 2 sup 12000t )
ap, wpeWp, HwhHWh
Ch \<5h(”h)7wh>wh',wh|
= [lu—wnlly, + — sup :
Oh w, eW), ||wh||Wh

Since vy, is arbitrary in V}, and recalling the definition of the norm of the discrete antilinear form & (vp,),
we conclude that ||u — up|v, < 74, where rj, denotes the right-hand side of (4.3). Finally, taking v, = up
in the infimum and observing that dy,(u;) vanishes identically on W}, we infer that ||u — up||v, = rp. O

4.2 Strang’s Lemmas

The traditional form of Strang’s First Lemma consists of assuming that the approximation setting is con-
forming; that is to say, V;, C V and W) C W. This implies that the linear spaces V' and V| coincide;
however, these spaces may be equipped with different norms.

Lemma 4.2 (Strang 1). Assume the following: (1) Vi, CV and Wy, C W; (ii) The sesquilinear form a(-,-)
18 bounded on V, xWp, with norm

a(v,wp,
lallv, w, = sup sup LA (45)

veV, wp €W ||U||Vb ||wh||Wh '



Then, the following error estimate holds true:

. lallv,,w, Co |l ese
o= s < int | (140 P00 ) o g | (4.6)
with 83 : Vi, — W, defined by
(05 (vn)s wh)wr wy, 2= Ch(wp) — L(wp) + a(vp, wp) — ap (v, w)- (4.7)

h?

Proof. This is an easy consequence of the error identity (4.3) after one has observed that
€ (wn) — an(vp, wn) = Lo (wp) — L(wp) + a(u, wp)+[a(vr, wn) — a(vr, wn)] — an(vn, ws),

since a(u,wp) = l(wy) for all w, € W), C W. One concludes by invoking the boundedness of a on
va X Wh. ]

The main inconvenient of the above estimate is that is assumes that the discrete setting is conforming.
This shortcoming is traditionally addressed in the literature by invoking Strang’s Second Lemma where one
supposes that the discrete sesquilinear form ay(-, ) can be extended as a bounded sesquilinear form aj, (-, -)
on V, xWj,.

Lemma 4.3 (Strang 2). Assume that the discrete sesquilinear form ap(-,-) admits a bounded extension
ay(+,+) on Vi, x Wy, with norm

|ay (v, wp,)|
llayllv, W), = sup sup —————. (4.8)
veV, wnews [[01v lwn[w,
Then, the following error estimate holds true:
Ay ||V, , W), . S
fu =l < (146 DI a2 — g (49)
ap v EVY Qp, v
Proof. This is also an easy consequence of the error identity (4.3) after one writes
Cp(wn) — an(vn, wn) = p(wn)+{a, (u, wp) — a,(u, wp)] — ay(vn, wh),
and uses the boundedness of a, on V, x Wj,. O

The key problem with the above estimate is that, in general, it is not possible to extend a(-,+) to
V, x W}, unless one requires some regularity assumption on the exact solution. For instance, for the boundary
penalty method, this requirement is kVu € H"(D) with r > % in the case of the diffusion equation, and it
is k€VxA € H"(D) with r > % in the case of the Maxwell equations. These requirements are unrealistic if
the model coefficients are nonsmooth.

4.3 Alternative error estimates

In this section, we present two alternative error estimates that avoid extending the discrete sesquilinear
form ap(-,-) to V;, x Wj. We still need a regularity assumption on the exact solution, but this assumption
is milder than that required to extend ay(-,-). To stay general, we formalize this regularity assumption by
assuming that u € Vg where V5 is a dense subspace of V. We set

Vii=Vs + Va, (4.10)

and we note that V} is a subspace of V,. We equip the space V; with a norm ||-||y, that we suppose to be
(slightly) stronger than the norm ||-||y;, restricted to Vi; specifically, we assume that

[vllv, < allvllv,, — YveV (4.11)

We use the same constant ¢, in (4.11) and in (4.2) to simplify the notation; we could consider two constants
and call ¢, the largest of the two. Our starting point is the following result where we do not separate the
notions of consistency and boundedness by triangle inequalities.



Lemma 4.4 (Key error estimate). Assume that the exact solution u is in Vs. Assume the following con-
sistency /boundedness property: There is a real number wyy so that

[0n(vr)llw; < winllu —vnllvy,  Vou € Vi, (4.12)

with &y, : Vi, — W/ defined by (4.4). Then, the following holds true:

win\ .
uU—u <g(l+——) inf |[[u—w . 4.13
= s < o (14 222 ing = wnl, (1.13

Moreover, if the following bound holds true for some real number cy uniform with respect to h:

lvnllv, < cgllonllvi,  Von € Vi, (4.14)
then we have the quasi-optimal error estimate
u—unlv, < (1+ e inf [ju—vplv,. (4.15)
F ap ) vh€Vh i

Proof. The error estimate (4.13) is a direct consequence of Lemma 4.1 and consistency/boundedness. For
the proof of (4.15), we proceed as in the proof of Lemma 4.1, and we write

lu —un|lv, < |lu—vnllv, + [lvn — unllv,
< lw—=wnllvy + cgllon — unllvs,

lan (up — vp, wp)|

Cy
<|lu—wnllv, + — sup

Qh wyeWy, ||wh||Wh
c CqWih
= llu=vnllv, + 2 10n(on)lwy < llu = vnlly, + = Fllu = vally,
and we conclude by taking the infimum over vy, € Vj. O

Remark 4.5 (Quasi-optimality). The error estimate (4.15) is said to be quasi-optimal since the same norm
is used to measure the error and the best-approximation error of the solution in Vj,. O
4.3.1 Trimmed error estimate

One possible way forward to overcome the limitations of Strang’s Second Lemma has been proposed by
Gudi [18]. The key idea is to introduce a so-called trimming operator T' : W}, — WNW)}, that transforms
the discrete test functions into (discrete) objects that are conforming in W.

Lemma 4.6 (Trimmed error estimate). Assume that the exact solution u is in Vs. Consider any map
tri

T: Wy, — WNW), such that the following properties hold true: (i) There exists a real number Wy, w, S0 that

lla(u, T(-) = an(on, T()lw; < i w, llu—vallvy,  Von € Vas (4.16)

(ii) There exists a real number wil . so that
4 Wh

[n = €0 T = an(vn, (I = T)(Nllw; <@ w, lu—vallv,, Yoy, € Vi, (4.17)
where I is the identity operator in Wy. Then, the following error estimate holds true:

tri
wy, T v, w, )

Qp

wirl
||u—uh||vb§cb(1+ = inf [|u —vp|lv,. (4.18)

v EVY

Moreover, if the discrete norm equivalence (4.14) holds true, we have the quasi-optimal error estimate

inf |lu—wp|lv,. (4.19)

tri tri
Wy, w, T @v,w,
vpEVY

= unlly, < (1+cﬁ
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Proof. We observe that, for all v, € V}, and all w, € W), we have
Cn(wn) — an(vn, wn) = p(wp) — €T (wn)) + a(u, T(wn))—[an(vn, T(wn)) — an(vn, T(wn))] — an(vn, wn),

since a(u, T'(wp)) = (T (wp)) for all wy € Wy, Owing to the properties (4.16) and (4.17), we infer that
the consistency/boundedness property (4.12) holds true with wy, = w%}ﬁﬂwh + w%}lf,wh. The assertions then

follow from the key error estimates of Lemma 4.4. O

Remark 4.7 (Conforming case). Whenever W), C W, one can take T to be the canonical injection W), <
W. In this case, the abstract error estimate (4.18) differs from that derived in Strang’s First Lemma. The
reason for this is that we have exploited additional boundedness properties to derive (4.18). O

4.3.2 Mollified error estimate

Although the trimmed error estimate presented in the previous section can overcome some shortcomings
encountered with the use of Strang’s Lemmas, as illustrated by the examples in Section 6 and in Section 7,
we will also see that some difficulties remain. In particular, it is not always easy to construct a trimming
operator in the context of Maxwell’s equations when one does not use edge elements and the faces of the
domain D are not orthogonal to one of the coordinate axes. Moreover, it is not simple to construct a
trimming operator that exhibits suitable stability properties that are robust in the case of highly-contrasted
coefficients. The goal of this section is to present a new approach for the error analysis that attempts to
remedy these difficulties.

Lemma 4.8 (Mollified error estimate). Assume that the exact solution u is in Vs. Recall the decomposition
ap(-,-) = an(-,-) + sn(-,-). Assume that there is a sesquilinear form ay(-,-) on Vy x Wy, that is bounded on
Vi X Wh, t.e.,

lag(v, Mlwy <o, lollv, Yo €W, (4.20)

and such that the following two identities hold true:
ag(vn, wr) = ap(vn,wp)  V(vn,wp) € Vi X Wh, (4.21a)
an(u,wh) = Eh(wh) Ywy, € Wi, (4.21b)

Assume moreover that there exists a real number ov, w, so that

Isn (vn, )Hwé <oy, w,|v— 'Uh”Vuv Yoy, € Vi, Yo e V. (4.22)

Then, the following error estimate holds true:
w{%(?%/vh + UVhaWh )

inf — . 4.23
o inf flu —vnllv, (4.23)

— < 1
=l < e (1+ ot

Moreover, if the discrete norm equivalence (4.14) holds true, we have the quasi-optimal error estimate

inf — . 4.24
Jnf flu = wnly (424

wmol +ov. w
v, < (14 )

Proof. We observe that, for all v, € V}, and all w, € W), we have

(0n(vn)s wh)wy wy, = ag(u — v, wh) — sp(vh, W),

where we used (4.21a)-(4.21b). Invoking now (4.20) and (4.22), we infer that the consistency/boundedness
property (4.12) holds true with wy, = w%?%,vh + oy, ,w,- The assertions then follow from the key error

estimates of Lemma 4.4. O

Remark 4.9 (Terminology). We call the estimates from Lemma 4.8 mollified error estimates since the
proof of (4.21b) hinges on the use of suitable mollification operators; we refer the reader to the examples
presented in Section 6.2 and in Section 7.2. O
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5 Analysis tools

We introduce in this section some analysis tools that are useful to realize the above program. These tools
include commuting mollification operators in Section 5.1, inverse inequalities on faces in Section 5.2, and
the localization of weak traces to faces in Section 5.3. The results of Section 5.2 are useful in the context of
the trimmed error estimates, and the results of Section 5.1 and of Section 5.3 are useful in the context of
the mollified error estimates. The results from Section 5.2 and Section 5.3 invoke the shape-regularity of the
mesh sequence. They can be extended to polyhedral mesh sequences admitting a simplicial submesh that
belongs to a shape-regular sequence in the usual sense and such that all the polyhedral cells and polygonal
faces are covered by a finite number of tetrahedra and triangles with uniformly the same size.

5.1 Mollification operators

Smoothing by mollification (i.e., by convolution with a smooth kernel) is an important tool for the analysis
and approximation of PDEs that has been introduced by Leray [21, p. 206], Sobolev [26, p. 487], and
Friedrichs [17, p. 136-139]. The goal of this section is to define mollification operators that commute with
the usual differential operators, and that converge optimally when the function to be smoothed is defined
over a Lipschitz domain D in R?. We use the shrinking technique of D in [15] to avoid the need to extend
the function to be smoothed outside D.

The starting point is to observe that Proposition 2.3 in Hofmann et al. [19] implies the existence of
a vector field j € C°°(RY) that is globally transversal on D (i.e., there is a real number v > 0 such
that n(x)-j(x) > v at a.e. point & on 0D where n is the unit normal vector pointing outward D) and
l7(x)||;z =1 for all ® € 9D. Then, one can show the following: (i) The map

ws RIS x— x—dj(x) € R (5.1)

is in O (R?) for all § € [0,1]; (i) For all k € N, there is ¢ such that maxzep ||[DF@s(x) — DFx||p= < cl5"s,
for all 6 € [0,1]; (iii) There is r > 0 so that

ps(D)+ B(0,0r) C D, vé € [0,1]. (5.2)

Let us consider the following kernel:

1 .
ply) =4 TP (_Hlyu;) o if flylle <1, 653
0, if lyfle > 1,

where 7 is chosen so that [, p(y)dy = fB(O n p(y)dy =1. Let § € [0,1] and let f € L'(D;RY) with ¢ =1
if we consider scalar-valued functions and ¢ = d if we consider vector-valued functions.
We define a mollification operator as follows:

Ks(f) (@) = / p(¥)Ks(@)f(s(x) + (6r)y)dy,  Va € D, (5.4)

B(0,1)
where K5 : D — R?%*? is a smooth field. Note that the definition (5.4) makes sense owing to (5.2).
The examples we have in mind for the field Ky (inspired by Schoberl [24, 25]) are K§(x) = 1 (¢ = 1),
Ks(x) = ] (@) (q = d = 3), Kd(z) = det(I5(@))J; (@) (g = d), and K5() = det(T5(x)) (g = 1), where
Js is the Jacobian matrix of ¢5 at € D. The mollification operator built using the field K} is denoted
Ky with x € {g,c,d,b}. In what follows, we just state the main properties of the mollification operator KCs
(where we omit the superscript if the context is unambiguous), and we refer the reader to [15] for proofs.

Lemma 5.1 (Smoothness). For all f € L'(D;R?) and all § € (0,1], Ks(f) € C>®(D;R?), i.e., Ks(f) €

C>(D;RY) and Ks(f) as well as all its derivatives admit a continuous extension to D.

Let p € [1,00]. Let us set Z&P(D) = WYP(D) = {f € L?(D)|Vf € L?(D)}, Z°?(D) = {g €
L?(D) | Vxg € LP(D)} (for d =3), and Z4?(D) = {g € L?(D) | V-g € L?(D)}.

Lemma 5.2 (Commuting). The following holds true:
(i) VK§(f) = K§(Vf), for all f € Z5P(D);

12



(ii) VxK$§(g) = K$(Vxg), for all g € Z%P(D) (for d = 3);
(i) VK(g) = K(V-g), for all g € Z42(D);
that is to say, the following diagrams commute:

V x V-

Z8P (D) Z°?(D) Z4P (D) LP(D)
|2 s K Kb

_ _ V x _ V- _
c>(D) c>(D) c>(D) Cc>(D)

Theorem 5.3 (Convergence). The following statements hold true:
(i) There are c,69 > 0, uniform, such that |Ks(f)||zr(pirey < cllfllor(pmray for all f € LP(D;RY), all
0 €0,dp], and all p € [1,00]. Moreover,

}ILI(I) H]C(;(f) - f”LP(D;JR‘?) =0, Vfe LP(D;RQ)’ Vp € [1,00), (5'5)

(ii) There is ¢, uniform, such that for all f € WP(D;RY), all 6 € [0,00], all s € (0,1], and all p € [1,00)
(pell,o0] if s=1),
IKs(f) = fllze(piray < clp*0%|[ fllwsr(Dira)- (5.6)
Corollary 5.4 (Convergence of derivatives). The following statements hold true:
(i) lims—o [V(KE(f) = Hlllzep) = 0, Vf € Z8P(D), and if Vf € W*P(D), [V(K§(f) = f)llz»(p)
CEBS(SSHVfHWs‘p(D);
(i) lims—o [[VX(K§(g) —g)llLr(py =0, Vg € ZP(D), and if Vxg € W*P(D), [[Vx(K§(g) — 9)llL»(D)
clp’ 0%V xgllwsr(p):
(iii) lims—o [|[V-(K&(g) — @)l ze(p) = 0, Vg € Z4P(D), and if V-g € W*P(D), |V-(K$(g9) — g)||lL»(p)
CKBS(SSHV'gHWs,p(D).

A

A

IN

In the above statements, convergence holds true for all p € [1,00), and convergence rates hold true with ¢
uniform for all § € [0,d¢], all s € (0,1], and all p € [1,00) (p € [1,00] if s =1).

Remark 5.5 (Convergence in D). Corollary 5.4(i) strengthens the original result by Friedrichs where strong
convergence of the gradient only occurs in compact subsets of D (see, e.g., [9, Thm. 9.2]). Note though that
Corollary 5.4(i) is valid for Lipschitz domains, whereas the original result by Friedrichs is valid for any open

set. O
Remark 5.6 (Density). Lemma 5.1, together with Lemma 5.2 and (5.5), implies that C°°(D;RY) is dense
in Z*?P(D) for all x € {g,c,d}. O

5.2 Inverse inequalities on faces

Let F' € F; be an interface and let Pr be the finite element trace space defined in Section 3.1. In the
following statement, we use a local length scale hp which is uniformly equivalent to the diameter hp of F
owing to the shape-regularity of the mesh sequence; the reason for this distinction is to provide a somewhat
more precise geometric characterization of the relevant local length scale.

Lemma 5.7 (Verfurth’s inverse inequality). Let F' € F; and let Pg be the finite element trace space. Let
®p: L*(F) — H ' (Dp) be the map s.t. ®p(r)(¢) := [ reds for all o € Hy(Dp) and allr € L*(F), where
Dy is the interior of the set of the points of the two cells sharing F. Let hp = % and let p € (1,00).
Then there exists a constant ¢, uniform with respect to h but depending on the shape-reqularity of the mesh

sequence and on the reference finite element), such that

~_l+d(l_%)
lgllzecry < chp™ % [ @r(g) Vg € Pr, (5.7)

HWOLP/(DF)/’

/

where p' is the conjugate number of p (i.e., 1% + ﬁ = 1) and the dual space Wol’p/(DF) 1s equipped with the

norm ||¢F<9)HW01,1)’(DF)/ = SUPWGWOLP/(DF)§HV‘P”Lp'(DF>:1 ‘q)F(g>((p)‘
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Proof. The proof hinges on the use of suitable bubble functions introduced by Verfiirth and on inverse
inequalities proved by mapping to the reference cell K; see [29, §3.6] for the proof with p = 2. The
adaptation for p # 2 is straightforward and is omitted for brevity. O

5.3 Localization of weak traces to faces

The goal of this section is to give a weak meaning to the (normal or tangential) trace of some field satisfying
some minimal regularity requirements on a given mesh cell K € Tj,. The key point is that the trace is given
a meaning on each face of K independently, and not just on the whole boundary of K. Let K € Tj be a
mesh cell and let ' € Fi be a face of K.
Let p and ¢ be two real numbers such that
2d
1y ra

Note that ¢ > 1 since d > 2. Let p’ be the conjugate number of p, i.e., % + z% =1 so that p’ € (1,2). Since

p>2 (5.8)

T — % is an increasing function, there is p € (2, p] such that ¢ > 1%; notice that these two conditions
are equivalent to 2 < p < p and & > % — é, where ¢’ is the conjugate number of ¢ and p’ that of p.
Let us start by considering the normal component of fields defined in K. With the above real numbers

p, ¢, and p in hand, we consider the functional spaces
VYK):={ve L’(K)|Vwe LK)}, (5.9a)
YYF) = WP (F), (5.9b)
where the superscript refers to the fact that the normal trace is related to the divergence operator.

Lemma 5.8 (Lifting operator). There exists a constant c, uniform with respect to h (but depending on
the shape-reqularity of the mesh sequence and on the reference finite element) and a lifting operator EX :
Y4(F) — WLF(K) such that the following holds true for any ¢ € Y(F): Eﬁf(d))w;(\p =0, El{f(gﬁ)u: = ¢,
and

—1+d(3—3) —5+d(F-1)
B (&) lwro (x0) + P IEE (D)l (k) < chye 1@l r)s (5.10)
1
d : _ 2
for all 6 € YA(F), with the norm [[¢llyage) = 9]l vy + REI], 1

Proof. Following the ideas in, e.g., [1, Lem. 4.7] (see also [5, Cor 3.3] for similar lifting operators in a
Hilbert setting), the lifting operator EX is constructed from a reference lifting operator Eg where K is the
reference cell, F= (Tx) Y(F), and Tk : K — K the geometric map, and the reference lifting operator is

constructed by composing the zero-extension from F to &K with a bounded right-inverse of the trace map

from W' (K) to WP /(61? ). The stability bound (5.10) follows from the transformation of Sobolev norms
by pullbacks associated with the geometric maps on shape-regular mesh sequences and the fact that on the
reference cell K, we have |1/1|W17p,(f<) + Hw”Lq’(f() < awnww,(f{) since 7 > p/ and % > % B é' O

With the lifting operator EX in hand, we can define the normal component of any field v € V¢(K) on
the face F of K to be the linear form (v-ng)r € Y4(F)' such that

(wni)ir.o) = [ (v-VEE@)+ (Vo) B (0)) do. (5.11)

for all ¢ € Y4(F), where (,-) denotes the duality pairing between Y4(F)" and Y4(F). Note that the right-
hand side of (5.11) is well-defined owing to Holder’s inequality since v € LP(K), Vv € LI(K), and the
range of EX is defined such that WP (K) < WP (K) because p > p’, and WP (K) < L7 (K) because

11 1
Foasy
Lemma 5.9 (Bound on normal component). . There exists a constant ¢, uniform with respect to h (but

depending on the shape-reqularity of the mesh sequence and on the reference finite element), so that the
following estimate holds true for all v € VI(K),

—3+dG-3) L+d(3—3)
[(vng)pllyar) < chg (”UHLP(K) +hg |V'U||Lq(K)>- (5.12)
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Moreover, we have (with ¢ additionally depending on the reference finite element)

d(3—3) 1+d(2——

[(oms)yeon)] < e (h lollzotien + e IVl KF>) Bt lonliom,  (5.13)

for all ¢, € Pr and all F € ]-",? where K is the unique mesh cell having F as a face.

Proof. The bound (5.12) is a direct consequence of (5.11), Holder’s inequality, and Lemma 5.8. Moreover,
the bound (5.13) follows from (5.12), the following inverse inequality on Pp:

(@-1(3-)
¢nllyary < chp 72 7l onllL2(ry,

(note that 1 — % = 1% — 1) and the shape-regularity of the mesh sequence. O

Similar arguments can be deployed to define the tangential trace of vectors fields on a face of K. More
specifically, let the real numbers p, ¢, and p be as above, and consider the functional spaces

VYK):={ve LP(K)|Vxve LIK)}, (5.14a)
Y(F) :={¢p € WP (F) | ¢pnp =0}, (5.14b)
where the superscript refers to the fact that the tangential trace is related to the curl operator.

Lemma 5.10 (Lifting operator). There exist a constant ¢, uniform with respect to h (but depending on
the shape-regularity of the mesh sequence and on the reference finite element) and a lifting operator EX -
Y¢(F) — WY (K) such that the following holds true for any ¢ € Y°(F): EE(@)ox\r =0, EE (@) r = &,

and
4+d(z—3) 14d(d

1 1
- P P piﬁ)
B2 (D) w50y + P IEE ()L (x) < chye [Pllyer), (5.15)

1
with the norm ||@|ly<r) = [|@| 7 (r) + hF‘qle%’ﬁ'(F)'

With this lifting operator in hand, we can define the tangential component of any field v € V¢(K) on
the face F' of K to be the antilinear form (vxng)p € Y°(F)" such that

(vxng)p, @) ::/K(v-vXEg(gb)—(va)-Eg(qs)) du, (5.16)

for all ¢ € Y°(F), where (,-) denotes the duality pairing between Y (/)" and Y°(F). Note that the
right-hand side of (5.16) is well-defined since v € LP(K), Vxv € LY(K), VxEE(¢) € LP (K) — L* (K),
and EE(¢) € WP (K) — LY (K).

Lemma 5.11 (Bound on tangential component). There ezists a constant c, uniform with respect to h (but
depending on the shape-regqularity of the mesh sequence and on the reference finite element), so that the
following estimate holds true for all v € V¢(K),

s+d(5—1)

+d(5
; (|v|Lp<K>+h

||(’U>(’I’LK)‘F|yc(F <Ch i ||V><v\|Lq K)> (5.17)

Moreover, we have (with ¢ additionally depending on the reference finite element)

(2 1+d(2

||V><'v\

Lo
|<<van>.F7¢h>|Sc(h P lollor e + B (IKF)) Wetlgnlieey,  (5.18)

for all ¢y, € Pp s.t. pnp =0 and all F € ]-';? where Kr is the unique mesh cell having F' as a face.

6 Application to the diffusion equation

In this section, we show how the trimmed error estimate from Lemma 4.6 and the mollified error estimate
from Lemma 4.8 can be applied to the approximation of the diffusion equation using the boundary penalty
method described in Section 3.2. The discrete spaces are Wy, = Vj, = P#(T},), and the space V,, := H}(D)+V},
is equipped with the norm |-||y; that extends to Vj the norm ||-||y; originally defined by (3.8) on V3. The
discrete forms ap(-,-) and ¢, (-) are defined by (3.5). The constants in the error estimates derived in this
section depend on the shape-regularity of the mesh sequence and on the reference finite element.
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6.1 Trimmed error estimate

We define the trimming operator T : P&(T,) — P§(Tx) as follows. For all wy, € P&(Ty), T(wp) |k is defined,
for all K € Ty, by zeroing out all the degrees of freedom of wy, that are attached to vertices, edges, and
faces located at the boundary dD. This type of construction has been recently analyzed in [16] in the more
general context of quasi-interpolation operators in canonical finite element spaces with prescribed boundary
conditions. Let 7,2 be the collection of the mesh cells touching the boundary; note that wy, —T'(wy,) vanishes
on all the mesh cells in T, \ 7;18 but does not on the mesh cells in Tha. For all K € 7718, one can prove that
the following bounds hold true for all w, € P8(7;,) with ¢ uniform w.r.t. h: If 9K N 9D is composed of one
or more boundary faces, then

hi||V(wn — T(wn)) | 2k + lwn — T(wn)ll22xy < chillwnllL20xn0D), (6.1)

whereas if 0K N 0D is a manifold of dimension d’ < d — 1, then

1
hi ||V (wn — T'(wn)) | L2(x) + llwn — T(wp)l 22 () < chillwnllz2(F), VF € Fg, (6.2)

where F2 = {F € F? | 0K NdD C F} is the collection of the boundary faces containing the manifold
0K N oD. We introduce the contrast factor

€o 1= max — B (6.3)

)
KeT? maXFe]_-Ia( RKp

where we recall that, for all F € F% C F?, K is the unique mesh cell having F' as a boundary face.
Finally, let us set

Vs :={v e Hy(D) | V-(kVv) € LY(D)}, (6.4)
with ¢ € (2,,2], 2. = %, and let us equip the space Vj := Vi + V), with the norm
1. 2+42d(3-1) 2
ol i= (1ol + 3wt P19 0l ) (65)
KeT?

Lemma 6.1 (Trimmed error estimate). The assumptions of Lemma 4.6 hold true with the trimming operator
: . i

T : P2(Ty) — P§(Th) defined above, where the constants w%};ML and w%}nl’vh are proportional to &7 with the

contrast factor &, defined by (6.3).

Proof. (1) Let us verify that (4.16) holds true. Let (v, wp) € Vi, x Vj,. Since T'(wy,) € H (D), we infer that

a(u, T(wp)) — ap(vp, T(wp)) = / £V (u —vp)-VT(wp)dz < [Ju —vs|ly, HK%VT(U)}L)HL2(D).
D
Since |lu — wvully, < |lu — vallv,, we just have to prove that HH%VT(wh)HL2(D) < c|lwnllv,. We have

T(wy) = wp, on all K € T, \ T;2 so that we only need to bound ||/<;%VT(wh)||Lz(K) for all K € T,2. In this
case, the triangle inequality implies that

1
163 VT (wp) || L2y < 6% Vol 2oy + 65 Vn L2 (x),

where we have set wy, := wyp — T'(wy,). If 0K NID is composed of one or more boundary faces, we use the
approximation property (6.1) together with the shape-regularity of the mesh sequence to infer that

1 11 1 2
kI Vinlzei < enhi lonlismoan < ¢ 30 lobunlia
FeFp
FCOKNAD
Instead, if 9K NID is a manifold of dimension d’ < d— 1, we use the approximation property (6.2) together
with the shape-regularity of the mesh sequence to infer that, for all F' € ]-'?(,

1 1
ER kg \2 1 1 kg \ %, 1
H%HV’LU;,H[}(;Q < C(KZK ) K%Fth HwhHLQ(F) < C’( ) HpﬁwhHLz(F)'

F KKp
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It is a this point that the contrast factor £, comes into play. The reason is that K is not connected to 0D
by any of its faces, and (6.2) gives an estimate of ||V, || p2(k) that involves a boundary face I’ that cannot
be a face of K. There is necessarily a mismatch between rx and the coefficient kg, involved in (3.7). We
now take a boundary face in .7-"?(, say Fy, s.t. ki, is maximal so as to make the above upper bound as small
as possible. We obtain

1

3 . / KK 24 , KK z o1
KKHthHLZ(K) <\l ”PhwhHLQ(F*) <c| max ————— ”phwhHL?(F*)'
maXFeF?( KJKF Keﬁ? maXFe]_-?( KJKF

Recalling the definition (6.3) of the contrast factor &, we infer that nK||th||Lz ) < c'gn ||ph wh || £2(r,)
with F, € .7-'8 - ]_-8 Tt is now straightforward to complete the proof of (4.16).

(2) Let us verify (4.17). Let (vp,wp) € Vi, x V3, and let us set e, := u—wvyp, and (as above) wy, := wy, —T'(wp,).
A direct calculation shows that

C(wn) — T (wr)) — an(vn, (I = T)(wn))
:/ fwhdx—/D/iVUh thdx—l—/ (n- /iVUh)whds—/aDnhvhu?hds

Z/ —V-(kVep)w, dz — Z /anh]] npwhds—/ Ny, ds,

KeTp? FeFg?

where 737 is the collection of the mesh interfaces that touch the boundary (note that iy, vanishes on all the
remaining interfaces in J3’). The Cauchy—Schwarz inequality leads to ||l — £oT — ap(vp, (I = T)(-))|lv; <
%1%, with T; and T defined by

Nl

.o 242d(L - 1
T1= ( S orgth 7 ||V'(5V€h)|\%q(1() + Y kg helllEVorl el e e + ||Pﬁ€h||2L2(aD)> .
KeTy FeFg?

N

—242d(:-1) PRI 1
5= (5wt P il g+ S el ol + lod ol )
KeT? FeFpo

where, for all F' € F, ;;‘9, K is the mesh cell sharing F' and having the larger value of kx (the choice of Kp
is irrelevant if both cells give the same value), hp is defined in Lemma 5.7, and where ¢’ is the conjugate
number of ¢g. Moreover, in the last term defining T; and T, we have exploited the fact that v and T'(wy, ) have

1 1 1 1
zero trace at the boundary 0D so that ||p2vn|l 200y = |lpf enllL2apy and ||pg wall 200y = 107 wallL20D)-
(2a) Bound on T;. We need to bound ||[x«Vvs]-nr|[12(r) and to this purpose we use Lemma 5.7. This is
possible since, by assumption, « is piecewise constant on the mesh 7;, and, therefore, [kVuv,]-nr € Pr. We
infer that

1

~1 ~d(i_1
R |l[sVur]-npl L2 m SchF(2 ¥ sup [kVv,]-nreds.
peWy? (Dp) 7T
19600 () =1

Let ¢ € Wol’q’(DF) be s.t. ||V<p||Lq/(DF) = 1. By definition of the jump and using the divergence formula,
we have

/[[ﬁVvh]]ﬂpgads:/(anh)‘Kl~nKlg0ds+/(HVvh)|KT~nKTg0ds

F F F
Z / V- (prVu,)de = Z / (pV-(kVop) + V- V) do
KeTr KeTr

where K, K, are the two mesh cells sharing the interface F' and where we have set Tr = { K, K,.}. Moreover,
since ¢/ > 2, the zero-extension of ¢ to D is in Hj(D), and this implies that Y7 [ (0V-(kVu) +
kVu-Vp)de = 0. Combining these two relations, we infer that

/[[anh npeds = Z / (¢V-(kVep) + kVep- Vo) da

KeTr
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Invoking Holder’s inequality and the Poincaré-Steklov inequality in W, A (Dr), which implies that ||| o (s <
chKHVgo||Lq/(DF) = chg for all K € Tp, we infer that

‘/K ¢V-(rVen) dz| <@l o (1) IV-(5Ver) Loy < chr[[V-(£Ven) || Lac)-

Moreover, invoking Holder’s inequality together with ||Vl o ) < [Vl par(p,) = 1 forall K € Tp, ¢ < 2,
and the shape-regularity of the mesh sequence, we infer that

at-3)
’/ kVenVodz| < [[Vollpe o llkVenllLax) < ch® > l6Venl L2 (x)
K

Putting the above bounds together and since K has been chosen so that sy, = maxge7, KK, we conclude

that T < c[len||v, -

(2b) Bound on 3. Applying a inverse inequality from LY (K) to L*(K), for all K € T,?, we infer that
—1+d(:-12) —14d(5—7)

hy e HwhHLq/(K) = hg c

inequality on Kp, for all F' € .7-",33, and invoking the shape-regularity of the mesh sequence, we infer that

lnllpar iy < chit||[wn | 2 (k). Moreover, applying an inverse trace

-1
hi?|Wn||L2r) < ch}}mehHLz(KF). Finally, using the approximation property (6.2) on all K € 7,2 and

1
recalling the definition of the contrast factor £, we conclude that To < ¢&2||wp]|v;,. This completes the
proof of (4.17). O

6.2 Mollified error estimate

We are going to assume in this section that there is a real number r > 0 so that the exact solution w is in
H'(D). Let k > 1 be the degree of the underlying finite elements Let us set ¢ := min(r, k). If 2¢t > d,

let p be any real number larger than 2. If 2¢ < d let us set p = 2t’ clearly p > 2 since ¢ > 0. Let us now

consider some real number ¢ such that g > We define the functlonal space

2+d
Vs :={ve H(D)| o) € LP(D), V-a(v) € LY(D)}, (6.6)
with the shorthand notation o (v) := —kVo for all v € H'(D). Notice that the pair (p,q) satisfies the

requirements in (5.8).

Lemma 6.2 (Exact solution). If u € H'™"(D), r > 0, and if the source term f is in LY(D) with q >
then w is in Vi as defined by (6.6).

Proof. Owing to the Sobolev Embedding Theorem (see e.g., 9, §9.3]), we infer that H'(D) — LP(D)

(indeed, if 2t < d, we have H'(D) — L*(D) for all s € |2, dz‘ét] = [2,p], whereas if 2¢ > d, we have

H'(D) — H%(D) < L*(D) for all s € [2,00), and choosing s = p again yields H'(D) < LP(D)). Since
r > t, we infer that H"(D) < H*(D), so that the above argument implies that Vu € LP(D), and since & is
piecewise constant and o(u) = —kVu, we have o(u) € LP(D). Moreover, since V-o(u) = f and f € LI(D)
with ¢ > by assumption, we have V-o(u) € LY(D). In conclusion, u € V. O

2+d’

2+d

We are now ready to perform the error analysis. We consider the setting of §4.3 and we want to apply
Lemma 4.8. We set V} := V5 + V3, that we equip with the norm

1+d(3—

2
ol = ell?, + 3wt (hsed P I6oloc) + g “F IV 6V ma)) . (67)

KeT?

0 . . . . =0
where Tg is the collection of all the mesh cells having a boundary face, i.e., T, = UFefS{KF}. Compared
with the norm defined by (6.5) used for the trimmed error estimate, we observe that there is now an
additional term measuring xVv in the LP-norm, but the summation is now restricted to the smaller set

Ti C 7,9. Notice also that (4.11) holds true with ¢, = 1. We define the following bilinear form on V; x Vj:

ag(v, wp) ::/DHVvadac— Z (0 (v)|Kpn)|p, wh), (6.8)

FeFp
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recalling that for all F € F?, nk, = n (the unit outward normal to D), and the action of the linear form
{((o(v)|xpm)|F, ) has been defined in (5.11) for all F € Ff.

Lemma 6.3 (Mollified error estimate). The assumptions of Lemma 4.8 hold true for the bilinear form ay
defined by (6.8) and the stabilization bilinear form sp defined by (3.6b). Moreover, the constant w{};‘?{vh
involved in (4.20) and the constant oy, w, involved in (4.22) are independent of the contrast in k.

Proof. (1) Proof of (4.20). This is a direct consequence of (5.13), the Cauchy—Schwarz inequality, the

choice (3.7) of the penalty parameter pp, and the fact that ||p}%wh|\L2(3D) < |lwnllv, for all wy, € V.

(2) Proof of (4.21a). Let vy, wy, € Vi,. Let F € F and let K be the mesh cell having F as a boundary
face. Since the restriction of (vy) to K is smooth and since the restriction of Ep* (wy,) is nonzero only
on the face F' of K, we have

((o(vn) e ) 7y wh) =/

Kp

= / (a‘(vh)mF-nKF)E?F(wh)ds
OKrp

= /F (o (vn)xpm)wh ds,

(o) EEF (wn) + (Vo (o)) EEF (un) ) do

where we have used the divergence formula in K and where we have dropped the restriction to Kr in
the integral over K to alleviate the notation. Summing over all the boundary faces and recalling the
definition (3.6) of ap, we conclude that (4.21a) holds true.

(3) Proof of (4.21b). Let wy, € Vj, and let v € Vi. Let K§ : LY(D) — C°°(D) and K% : LY(D) — C*°(D) be
the mollification operators introduced in §5.1. Recall the following key commuting property:

V- (K5(T)) = K5 (V-T), (6.9)

for all 7 € LY(D) s.t. V-7 € LY(D). It is important to realize that this property can be applied to o (v)
since V-o(v) € L'(D) by definition of V. Let us consider the mollified bilinear form

ngs(v,wn) = > (K§(0(v) k1) 1 wh).

FeF?

Owing to the commuting property (6.9), we infer that

(K0 (0)) 5, 10) s wh) = /

| (K30 B () + K3V (0) BT (un) ) .

Letting 6 | 0, Theorem 5.3 implies that
[ (@) B o) + K5V () BET 1) do =
| (o BE )+ (V00 BEF (1) d = (o (0)ep ) 00
Summing over the mesh boundary faces, we infer that
ngs (v, wp) — /D kVv-Vwp, dz — ag(v,w,) as d | 0.

Moreover, since the mollified function K¢ (o (v)) is smooth, by repeating the calculation done in Step (2),
we also have

ngs (v, wp) = Z A(K?(a(v))-n)whds.
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Since [K4(o(v))]-nr = [wy] = 0 for all F € Fy, we obtain

nys (v, wp) = Z /Cg(a(v))|K~anh ds :/

(/cg(a(v)).wh + /cg(v.a(v))wh) da,
KeT, /0K D

where we used the divergence formula in each mesh cell K and the commuting property (6.9). Letting 6 | 0
and invoking again Theorem 5.3 shows that

ngs (v, wp) — /D (a(v)-Vw;L + (V-U(v))wh) de = —/ (HZV’U'VU)h + (V-(/ch))wh> dz.

D

The proof of (4.21b) follows by identifying the two limits of ngs(v,wp) and since [, (V-(kVu))wy, dz =
Eh(wh). )

(4) Proof of (4.22). The Cauchy-Schwarz inequality implies that |[sp(va,-)|lv; < mollp; vallL2(ap) for all
vp € Vi, and (4.22) follows since the exact solution u has a zero trace on 9D. O

7 Application to the time-harmonic Maxwell’s equations

In this section, we show how the trimmed error estimate from Lemma 4.6 and the mollified error estimate
from Lemma 4.8 can be applied to the approximation of the time-harmonic Maxwell’s equations using the
boundary penalty method described in Section 3.3. The discrete space is Vj, = P&(7p), and the space
V, := Hy(curl; D) + V}, can be equipped with the norm ||-||y; that extends to V; the norm ||-||y; originally
defined by (3.13) on Vj; notice in particular that functions in Vj have a well-defined tangential trace on
OD. Indeed, any function b € V, can be written as b = bg + b, with by € Hy(curl; D) and b, € V,,
and we have 7°(b) = byppxn so that ||péb||L2(aD) = ||p,%bh|\L2(3D). Finally, the discrete forms ap(-,-)
and £ (-) are defined by (3.11). The constants in the error estimates derived in this section depend on
the shape-regularity of the mesh sequence and on the reference finite element. These constants can also
depend on the local ratios py i /per, ik and kg g /Ky i for all K € Tp; for simplicity, we will not track these
dependencies in what follows. Notice that these ratios are equal to 1 when the coefficients z and x are real.

7.1 Trimmed error estimate

We define the trimming operator T' : P#(7,) — P&(T,) N Ho(curl; D) = {b, € P5(T}) | byjopxn = 0}
such that, for all b, € P&(Ty), T(by)|k, for all K € Ty, is defined by zeroing out all the degrees of freedom
of the tangential component of b, at the boundary. Note that the trimming operator couples the Cartesian
components of by, if the faces composing the boundary 9D are not orthogonal to the coordinate axes. We
have T'(by,) = by, on all K € T;, \ 7,2, whereas for all K € T2, one can prove the following bounds for all
b, € P8(T;,) with ¢ uniform w.r.t. h: If 9K N 9D is composed of one or more boundary faces, then

hi||V(bn — T(bn))|lL2(x) + 11br — T(bn)l| L2 () < chi|lbhxn L2 (0xnoD) (7.1)

whereas if 9K N 9D is a manifold of dimension d’ < d — 1, then
1
hi||V (b = T(bn) |2 (x) + bn — T(bn)ll2(x) < chillbaxnllL2my, — VF € Fg, (7.2)

where we recall that F¢ is the collection of the boundary faces containing the manifold 9K N dD. We
introduce the contrast factor &, for the parameter x, which is defined similarly to (6.3) by replacing x by
kr. We also define the local magnetic Reynolds numbers (., 1= fir K, h%F/nT’KF, for all F' € ]-'}?. Finally,
let us set

Vs := {v € Hy(curl; D) | Vx(kVxv) € L*(D)}, (7.3)

and let us equip the space V; := V; + V}, with the norm

1
2
1Bllv, = (||b|§,+ >y nn}{h%wxmwwn%zm)) . (7.4)
KeT?
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Lemma 7.1 (Trimmed error estimate). The assumptions of Lemma 4.6 hold true with the trimming operator
T : P2(T,) — P(Tn) N Hy(curl; D) defined above, where the constants wﬁ/r;yh and wm V,.v, are proportional

1 1
to £2,. and to max(1,(3x), where &, is the contrast factor for k, and (. = Max poe 7o Cuw,F where (. F is
the local magnetic Reynolds number associated with the boundary face F'.

Proof. We only highlight the differences with respect to the proof of Lemma 6.1.
(1) Verification of (4.16). Let (v, by,) € Vi, x Vj,. Since T'(by,) € Hy(curl; D), we infer that

CL(147 T(bh)) — ah(vh, T(bh)) = /D (ﬁ(A — ’Uh)~T(bh) + K?VX(A — ’Uh)~VXT(bh)) dx
< 1A = wpllv; (12 Tbw) | 2y + 152 VT (b3) | 22y -

Since ||[A — vy, < ||A — vpllv,, we just have to prove that ||,u§T(bh)||Lz(D) + ||%§V><T(bh)||Lz(D) <
cllwp|v,. We have T(by) = by, on all K € T, \ T,2, so that we only need to bound T'(b;) on all K € T,2.
Reasoning as in the proof of Lemma 6.1 and estimating the approximation properties of VxT'(by) by those
of VT'(by,), we infer that, for all K € 7716, if 0K N 9D is composed of one or more boundary faces, then

1 1
||f-£r VT (bp)|l2(x) < |67 Vxbr|lp2 k) + cllpg (bnxn)|| 20k noD),

whereas if the manifold 0K N dD is of dimension d’ < d — 1, then
1 1 11
[ VXT'(bn) || L2(x) < |67 VxballL2(r) + &R Mlpg (b xn)|| L2 (),

where F' is a boundary face in F s.t. s, i, is maximal. The reasoning to bound HMT T(bn)| L2k for all
K e 7'8 is similar and leads to the additional dependency on the factor max(1, ().

(2) Veriﬁcation of (4.17). Let (vp,bp) € Vj, x V3, and let us set e, :== A — v, and dy, := b, — T'(by). A
direct calculation shows that

Cr(by) — U(T(by)) — an(vp, (I = T)(by))
:/ fdhdx—/ (fwhﬂh—&—anthth) d.%'—/

(nx(kV xvyp,))-dy ds — / nn(vpxn)-(dpxn)ds
aD

oD

= Z / pen-dy, + Vx(kVxep): dh dx—i— Z /npx [V xvp]- dhds—/ nn(vpxn)-(dyxn) ds,

KG'T}LO Fe]:o@ oD

where we recall that ]-';Za is the collection of the mesh interfaces that touch the boundary. The Cauchy—
Schwarz inequality leads to ||y, — o T — ap(vp, (I — T)())thf < ¢%1%, with €7 and T, defined by

T = ( > wrkllenllia) + 5 hk IV (Y xen) 200+ D> Friep hEI[EY XORlXPE |32y
KeT? FeFp®

1
2

1
. <vhxn>|%z<am) ,

Nl

1
Tz:( S (i + bl + 3 rserh 1||dhiz<F>+pﬁ(bhxmnia(am) ,
KeT? FeFg?

where, for all F' € .7:,‘;8, Ky is the mesh cell sharing F' and having the larger value of , i (the choice of
K is irrelevant if both cells give the same value), and }NLF is defined in Lemma 5.7.

(2a) Bound on ;. The bound on the terms composing the summation over K € 771‘9 is straightforward.
To bound [|[kV xwvp]xnp| r2(r), for all F € Fp9, we use Lemma 5.7 (with p = 2). This is possible since,
by assumption, k is piecewise constant on the mesh 7j, and, therefore, [kVxv,]xnp € Pp. Finally,
||p}% (vnxn)||L2r) = ||p,% (enxn)| r2(r), for all F € F?, since the exact solution A has a zero tangential
trace on 0D. . X

(2b) Bound on T3. Reasoning as in the proof of Lemma 6.1, we infer that |To| < ¢£2 max(1, (2 ||brllv,. O
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7.2 Mollified error estimate

We are going to assume in this section that there is a real number r > 0 so that the exact solution A is
such that kVxA € H"(D). Let k > 1 be the degree of the underlying finite elements. We define p and ¢
as in Section 6.2 and we set ¢ = 2. Let us define the functional space

Vi := {b € Hy(curl; D) | kVxb € L?(D), Vx(kVxb) € L*(D)}, (7.5)

Lemma 7.2 (Exact solution). If A € Hy(curl; D), with k<VxA € H"(D), r > 0, then A is in Vi as defined
by (7.5).

Let us equip the space V; := Vi + V}, with the norm

B d(L—1) 2
Ibl13, = lBl3, + > nn}((h; 6V 5B Lo (10 + hK||vx(wxb)HL2(K)) : (7.6)
KeT?
Compared with the norm defined by (7.4) used for the trimmed error estimate, we observe that there is now
an additional term measuring kVxb in the LP-norm, but the summation is now restricted to the smaller
set 77”2 C 79. Let us define the following sesquilinear form on V; x Vj,:

ag(v,bp) == /D (fv-by, + KV xv-Vxby) dz + Z (kVx) g xn) p, p(bp)), (7.7)
FeFp

where I is the £2-orthogonal projection onto the hyperplane tangent to F, i.e., IIz(by,) = by, — (b, n)p2n.
Notice that ITg(by) is indeed a member of the space Y°(F) defined by (5.14b) since g (by)-n = 0, and
that ||HF(bh)H£2 = ||bh><’n,Hg2.

Lemma 7.3 (Mollified error estimate). The assumptions of Lemma 4.8 hold true for the bilinear form ay
defined by (7.7) and the stabilization bilinear form s;, defined by (3.11b). Moreover, the constant w{};%vh
involved in (4.20) and the constant oy, w, involved in (4.22) are independent of the contrast in k.

Proof. We only highlight the differences with respect to the proof of Lemma 6.3.
(1) Verification of (4.20). This is a direct consequence of (5.13), the Cauchy—Schwarz inequality, the
1

choice (3.12) of the penalty parameter pj, and the fact that ||p? w200y < ||walv; for all wy, € V.

(2) Proof of (4.21a). The argument is the same as in the proof of Lemma 6.3.

(3) Proof of (4.21b). Let K§ : LY(D) — C>=(D) and K¢ : LY(D) — C>°(D) be the mollification operators
introduced in §5.1. The proof of (4.21b) now relies on the following key commuting property:

Vx(KS(T)) = K3(VxT), (7.8)

which holds true for all 7 € L*(D) s.t. Vx7T € L*(D). The rest of the argument follows the same lines as
in the proof of Lemma 6.3.

1
(3) Verification of (4.22). The Cauchy-Schwarz inequality implies that [|s5(bn,-)llv; < nollp; brllL2(ap) for
all b, € Vj,, and (4.22) follows since the exact solution A has a zero tangential trace on 0D. O
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