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Assessment of a CFD model for short-range plume dispersion: Applications to the Fusion
Field Trial 2007 (FFT-07) diffusion experiment

Pramod Kumar*, Sarvesh Kumar Singh, Pierre Ngae, Amir-Ali Feiz, Grégory Turbelin
LMEE, Université d’Evry Val-d’Essonne, 40 Rue Du Pelvoux, Courcouronnes 91020, France

Simulations of the short-range plume dispersion under different atmospheric conditions can provide essential

information for the development of source reconstruction methodologies that allows to retrieve the location and

intensity of an unknown hazardous pollutant source. This process required a comprehensive assessment of the

atmospheric dispersion models with tracer diffusion experiments in various stability conditions. In this study, a

comprehensive evaluation of a CFD model fluidyn-PANACHE is performed with the observations from available

seven trials of single releases conducted in the Fusion Field Trail 2007 (FFT-07) tracer experiment. The CFD

simulations are performed for each trial and it was observed that the CFD model fluidyn-PANACHE provides

good agreement of the predicted concentrations with the observations in both stable and convective atmospheric

conditions. A comprehensive analysis of the simulated results is performed by computing the statistical per-

formance measures for the dispersion model evaluation. The CFD model predicts 65.4% of the overall con-

centration points within a factor of two to the observations. It was observed that the CFD model is predicting

better in convective stability conditions in comparison to the trials conducted in stable stability. In convective

conditions, 74.6% points were predicted within a factor of two to the observations which are higher than 59.3%

concentration points predicted within a factor of two in the trials in stable atmospheric conditions.

1. Introduction

In case of an accidental or deliberated release of the air pollutants or

harmful substances into the atmosphere, it is important to predict

where, when and how seriously a released contaminant can affect a

specific region. In these situations, the atmospheric dispersion of ha-

zardous contaminants is the first concern for the exposure on sur-

rounding environment and human health, emergency response and risk

assessment. The dispersion of air pollutants in the atmosphere is a

challenging problem due to the complex interaction of plume with

turbulent eddies and complex nature of inhomogeneous sheared tur-

bulence near a rough boundary, meteorological and stability conditions

such as wind, temperature inversion and foggy atmosphere (Kumar and

Sharan, 2010). Accurate modelling of the atmospheric dispersion of

pollutants is also an essential step towards developing the source re-

construction process to retrieve the location and intensity of an un-

known release in a specific region (Sharan et al., 2009; Kumar et al.,

2015b, etc.).

Over the years, attempts have been made for accurate modelling

dispersion of pollutants released from continuous point sources in di-

verse atmospheric conditions using various types of the dispersion

models. Several types of dispersion models, e.g., conventional Gaussian

plume models (Sharan et al., 1996; Cimorelli et al., 2005, etc.), dis-

persion models based on the analytical solutions of simplified form of

the advection-diffusion equation (Vilhena et al., 2008; Moreira et al.,

2009; Kumar and Sharan, 2010, etc.), Lagrangian dispersion models

(Stohl et al., 2005; Stein et al., 2015, etc.), and hybrid plume dispersion

models (HPDM) (Hanna and Paine, 1989), etc. have been frequently

used for short-range plume dispersion in diverse atmospheric stability

conditions. With rapid advances in computer resources and methods,

Computational Fluid Dynamics (CFD) models provide accurate flow

fields and pollutant dispersion modelling in diverse regions for various

kind of release scenarios that includes the continuous or instantaneous

releases from the point, area, volume, and other general sources (Liu

and Wong, 2014; Kumar et al., 2015a; Kumar and Feiz, 2016, etc.). The

dispersion in the diffusion models with Computational Fluid Dynamics

can be model either in Eulerian or Lagrangian particle modelling fra-

mework (Zhang and Chen, 2007). However, it is essential to examine

the real predictive capability of the CFD modelling approaches to apply

it in emergency contexts of an accidental or deliberate hazardous re-

lease in diverse atmospheric conditions. For this purpose, a compre-

hensive evaluation of the CFD model is required with the concentration
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2. Fusion Field Trial 2007 (FFT-07) field experiment

In this study, we utilized a recently conducted short range (≈

500 m) comprehensive tracer field experiment at the U.S. Army's

Dugway Proving Ground (DPG), Utah in September, 2007 (Storwold,

2007; Platt et al., 2008). This highly instrumented tracer experiment is

referred to as FUsing Sensor Information from Observing Networks

(FUSION) Field Trial 2007 (FFT-07). Most of the existing dispersion

datasets measured dosages (time-integrated concentrations), which

makes it impossible to replicate the instantaneous concentrations that

would have challenged Chemical and Biological (CB) detectors. Only

those existing dispersion datasets with high temporal resolution (1 to

50 Hz sampling rate) concentration measurements can be used with

signal processing to simulate the responses of current and future CB

detectors to real-world challenges. Consequently, the conceptual design

for the FFT-07 was to fill the gaps in the real world data needed to

validate current and future STE algorithms (Storwold, 2007). The STE

methodologies developed or validated using the FFT-07 dataset can be

a step towards to utilize/improve these techniques to estimate the

sources in urban or other geometrically complex regions. The FFT-07

experiment provides high spatial and temporal resolution dispersion

and meteorological measurements. It includes the concentration ob-

servations from various instantaneous, continuous, single as well as

multiple point releases in various atmospheric stability conditions

varying from neutral to stable, and unstable conditions.

The design concept of the FFT-07 was to collect data from an

abundance of research-grade tracer, sensor, and meteorological in-

struments rather than employing an “optimal” placement strategy

(Storwold, 2007). In this experiment, propylene (C3H6) was released at

2 m height above the ground surface and the concentrations were

measured at 100 fast response digital Photo Ionization Detector (di-

giPID) sensors deployed in a rectangular staggered grid of area

475 m× 450 m in 10 rows and 10 columns (Fig. 1). The digiPID

samplers were deployed at 2 m height above the ground surface and the

position of tracer source was altered according to the ambient wind

direction in each trial. The terrain of the experimental site was uniform

and homogeneous consisting primarily of short grass interspersed with

low shrubs with a height between about 0.25 m and 0.75 m with the

momentum roughness length, z0 = 0.013±0.002 m (Yee, 2012).

Extensive meteorological and turbulence measurements from many

Portable Weather Instrumentation Data system (PWIDs) and ultrasonic

anemometer/thermometer (sonic) and other instruments were acquired

during this experiment. Three-dimensional sonic anemometers were

mounted at five levels (2, 4, 8, 16, and 32 m) on three towers located at

grid centre, 750 m north-northwest of grid centre, and 750 m south-

southwest of grid centre. The sonic data from these three towers is

processed to produce wind and turbulence statistics and surface fluxes

of heat and momentum. In this study, the observations from seven FFT-

07 trials 07, 13, 14, 16, 30, 45 and 45 in different atmospheric stability

conditions are considered and utilized for the forward dispersion of

tracer from a single point release. The atmospheric stability in each

selected FFT-07 trial was categorized based on the sign of the Obukhov

length (L) computed by the eddy covariance method from the sonic data

measured at 4 m level of the centre tower. Other meteorological vari-

ables, e.g., wind speed, directions, and ambient air temperature, etc. are
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Fig. 1. Schematic layout of the FFT-07 geometry showing 100 sensor locations. The black

filled circles denote the position of receptors. The stars denote the source locations of the

selected trials - only one was operational in a given trial.

observations from a tracer field experiment in different stability con-
ditions.

In order to evaluate the CFD simulations for pollutant dispersion in 
diverse atmospheric conditions, completeness and reliability of an ex-
perimental data is a necessity. Recently, a comprehensive and highly 
instrumented tracer field experiment called FUsing Sensor Information 
from Observing Networks (FUSION) Field Trial-2007 (FFT-07) was 
conducted in September, 2007 at Dugway Proving Ground, Utah, USA 
for short-range dispersion (≈ 500 m) of the pollutant released from 
point sources (Storwold, 2007; Platt et al., 2008). The main objective of 
this tracer field experiment was a comparative investigation of the 
Source Term Estimation (STE) methodologies in different atmospheric 
and release scenarios (Platt et al., 2008). The problem of the STE has 
attracted attention for fast and accurate identification of the unknown 
accidental or deliberated releases from a finite set of the atmospheric 
concentration measurements acquired from a deployed monitoring 
network (Pudykiewicz, 1998; Bocquet, 2005; Sharan et al., 2009; 
Kumar et al., 2015b; Kumar et al., 2016, etc.). The STE algorithms are 
required to use data from networked chemical and biological (CB) and 
other (e.g., meteorological) sensors to (1) estimate the source char-
acteristics (source location and magnitude), and (2) refine dispersion 
model predictions of downwind hazards (Storwold, 2007). The FFT-07 
experiment was designed to fill a key STE validation data gap, the lack 
of high spatial and temporal resolution dispersion measurements for 
single and simultaneous multiple source releases. The FFT-07 tracer 
field experiment includes an extensive set of the meteorological, tur-
bulence, and concentration measurements from single, multiple, con-
tinuous and instantaneous point releases in diverse atmospheric con-
ditions. Recently, Singh and Sharan (2013) and Pandey and Sharan 
(2015) evaluated a Gaussian plume dispersion model respectively for 
single and multiple releases trials of the FFT-07 experiment in which 
multiple release refers to several releases at the same time from dif-
ferent positions. The FFT-07 dataset completeness and high quality 
make the experiment an exceptional candidate for the assessment of a 
CFD model for near-field plume dispersion in different atmospheric 
stability conditions. The FFT-07 experiment is required to validate, 
under real-world atmospheric conditions, for forward atmospheric 
dispersion and the STE algorithms under development to satisfy the 
requirements for source characterization and hazard prediction re-
finement.

In this study, a CFD model fluidyn-PANACHE is evaluated with the 
several available trials of the FFT-07 field experiment in different at-
mospheric conditions. The CFD model fluidyn-PANACHE is a self-con-
tained fully 3-dimensional (3-D) fluid dynamics, commercial CFD code, 
designed to simulate accidental and industrial pollutant dispersion in 
diverse terrains, atmospheric and release scenarios. Three-dimensional 
numerical simulations for each selected FFT-07 trial were performed for 
near-field plume dispersion from a single point continuous release using 
the fluidyn-PANACHE. The dispersion characteristics of the released 
plume from the CFD simulations are analyzed both qualitatively and 
quantitatively following the various statistical performance measures 
for air dispersion model evaluation.
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3. Description of the CFD model fluidyn-PANACHE

A CFD model fluidyn-PANACHE (Mazzoldi et al., 2008; Fluidyn-

PANACHE, 2010; Kumar et al., 2015a) is utilized in this study for for-

ward plume dispersion from a point release. The fluidyn-PANACHE

solves the 3-dimensional (3-D) Reynolds Averaged Naiver-Stokes

(RANS) fluid dynamics equations using finite volume numerical tech-

niques. It includes the numerical solutions for both steady and unsteady

forms of the RANS equations. In this study, steady RANS solution along

with the full conservation equations governing the transport of species

concentration, mass, heat transfer and energy for a mixture of ideal

gases is utilized for the simulations of flow-field and atmospheric dis-

persion. In this CFD model, a linear eddy viscosity model of Ferziger

and Peric (2002) is used to model the Reynolds stresses. A modified

standard k-ϵ turbulence model that solves the transport equations for

turbulent kinetic energy k and its dissipation rate ϵ, is used to compute

the turbulent structure in domain. In this, the standard k-ϵ model was

modified to include the effects of buoyancy and the stability condition

of the atmosphere by means of Richardson number, a non-dimensional

parameter characterizing the stability of the atmosphere in terms of

temperature (Mazzoldi et al., 2008). The standard Eulerian advection-

diffusion equation governing the transport and diffusion of air pollu-

tants is solved to simulate dispersion in the FFT-07 tracer experiment.

In the CFD model fluidyn-PANACHE, air is treated as compressible and

the dispersion is introduced as a passive scalar. In simulations, the

Schmidt number (Sc) is taken equal to 0.7.

4. Numerical setup and simulations

4.1. Computational setup and mesh

The study domain for numerical simulations comprises outer and

inner domains of width × length of 2000 m× 2000 m and

1000 m × 1000 m, respectively. The inner (nested) domain comprises

all the source, sensors and other instruments. To ensure a smoothly

varying wind flow over the boundary of inner domain, outer domain

boundary was kept away from the main test site consisting all the

sensors and instruments and thus, the size of the outer computational

domain was considered approximately twice of the inner domain. The

heights of inner and outer domains were taken as 100 m and 200 m,

respectively. The 3-D unstructured mesh is considered in both outer and

inner domains. Mesh is more refined near to the locations of source,

receptors and other positions of the instruments. These inner and outer

domains discretized into 55 and 60 vertical levels, respectively. In both

domains, lowest 39 vertical levels are set with a uniform 0.25 m grid

spacing that formed the lowest 10 m of the vertical domains. Above the

10 m level, the vertical grid spacing are set to uniform 2 m (5 vertical

levels between 10 m and 20 m), 5 m (4 levels between 20 m and 40 m),

10 m (6 levels between 40 m and 100 m), and, 20 m (5 levels between

100 m and 200 m for outer domain only). The 3-D unstructured mesh in

both domains consists 2,599,495 grid cells.

The residuals of all variables were considered to be equal or less

than O(10−4) to ensure a converged solution and thus to stop the si-

mulation in a selected trial. The simulated concentrations at each re-

ceptor were recorded at one second time interval. For a continuous and

constant release in the atmosphere, the simulated concentration-field in

the domain becomes invariant after a time. One minute time-average of

this invariant concentration-field at the end of a simulation in each trial

is considered for evaluation with the FFT-07 observations.

4.2. Boundary conditions

Recently, Kumar et al. (2015a) discussed the use of proper inflow

boundary conditions in the CFD model fluidyn-PANACHE for dispersion

of pollutant in an urban area. The boundary conditions in the present

numerical study are constant in time. The lateral boundaries of the

domain are treated as inflow and outflow boundaries based on the di-

rection of the mean wind with respect to the domain boundary. The top

boundary is treated as an outflow boundary and a no-slip bottom

boundary condition is defined at the ground surface where the velocity

components are set to zero. Species concentrations are set according to

the specified background concentrations. No-flux boundary condition at

the ground surface is considered for the concentration filed. It was as-

sumed that the pollutant concentration is negligible at distances far

enough from the sources, so that we can impose the Dirichlet type

condition for concentration field as the far-field boundary condition.

The fluidyn-PANACHE includes the standard wall functions to compute

the drag forces on solid walls in the turbulent boundary layer (Hanjalic,

2005), given as
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where κ (=0.40) is the von Karman constant, u+ = Up/u* is the non-

dimensional velocity, in which Up is the fluid velocity parallel and re-

lative to wall, y+ = ρu*y/μ is non-dimensional wall to cell-centre dis-

tance, in which y is the cell-centre to wall distance and μ is the dynamic

viscosity of fluid, and E is a function of wall roughness (Jayatilleke,

1969). The effective viscosity (μe) at the wall is computed by μe = μmax

(y+/u+ ,1).

The inflow profiles were based on the observed surface turbulent

fluxes in the atmospheric surface layer. The surface friction velocity (u*)

and the potential temperature scale (θ*) are computed using the eddy-

covariance technique with the available fast response observations from

sonic anemometers in the FFT-07 field experiment. The Businger-Dyer

stability functions (Businger et al., 1971; Dyer, 1974) in different at-

mospheric stability conditions are utilized for the wind and tempera-

ture profiles. These profiles depend on the surface turbulent fluxes and

a stability parameter (the Obukhov length (L)) that vary in different

atmospheric stability conditions. The computed surface turbulent fluxes

and the stability parameter from the available observations during the

experimental releases in each trial comprise the effect of different at-

mospheric stability conditions. At the inflow boundary of the compu-

tational domain, velocity, temperature, and turbulence variables are

specified as follows:

(a) Wind profiles

The mixing length profiles proposed by Pena et al. (2009) are uti-

lized for inflow boundary condition of wind profiles in stable and

convective atmospheric stability conditions. These profiles in dif-

ferent stability conditions are given as follows:

For stable conditions:
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For unstable conditions:
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where b (=4.7) is an empirical constant (Businger et al., 1971; Dyer,

1974), z is the height above the ground surface, h is the height of the

atmospheric boundary layer, and ψm is the stability correction

function for momentum ϕm = (1 − 15z/L)−1/4 in unstable condi-

tions by the Businger-Dyer flux-profile relationships (Businger et al.,

1971; Dyer, 1974) and given as (Paulson, 1970)

also computed from the fast response data at 4 m level of the centre 
tower.

3



⎜ ⎟= ⎛
⎝
+ ⎞

⎠ +
⎛⎝
+ ⎞⎠ − +−ψ ζ

x x
x

π
( ) ln

1

2
2 ln

1

2
2 tan ( )

2

2
1

(4)

in which ζ= z/L is the stability parameter and x= (1 − 15ζ)1/4.

Here, λ = 0.00027G/f, where G is the geostrophic wind magnitude

and the wind profile includes the effect of the ABL height.

(b) Temperature profiles

Logarithmic potential temperature profiles (θ) based on the Monin-

Obukhov similarity theory are used to describe its vertical variation

in neutral, stable, and convective conditions. These profiles are

given by
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in which ζ0=z0/L, θ0 is the surface potential temperature, and the

stability correction functions for heat (ψh) in stable and unstable

conditions are given as follows (Businger et al., 1971):
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where = −δ γ ζ1 h , in which βh = 7.8, γh = 11.6, and Prt = 0.95 is

the turbulent Prandtl number (Högström, 1988).

(c) Prognostic turbulence profiles

The vertical profiles of the turbulent kinetic energy (k) and its dis-

sipation rate (ϵ) are required for the proper inflow boundary con-

ditions in the k-ϵ turbulence model. In this study, numerical solution

of the one-dimensional (1-D) k-ϵ prognostic turbulence model is

used for vertical profiles of k and ϵ in inflow boundary condition

(Ye, 1998). These prognostic profiles were derived from the fol-

lowing 1-D transport equations for k and ϵ, simplified with the as-

sumptions: (i) constant density (ρ), (ii) steady flow, (iii) neglecting

convection, and (iv) neglecting horizontal gradients of all quantities:
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where σk and σϵ are respectively the Prandtl numbers for turbulent

diffusion of k and ϵ, and, Cϵ1, Cϵ2 and Cϵ3 are the empirical con-

stants. The shear stress-related production of turbulent kinetic en-

ergy (Pk), buoyancy-related production of turbulent kinetic energy

(Pb), and the turbulent eddy viscosity (μt) in Eqs. (7) & (8) are given

by
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where β is the coefficient of thermal expansion, g is the gravitational

acceleration. The constants in the k-ϵ turbulence model (Eqs.

(7)–(8)) are given as Cϵ1 = 1.44, Cϵ2 = 1.92,

Cϵ3 = −0.4,Cμ = 0.09, σk = 1.0, and σϵ = 1.3. Cϵ3 does not play a

role as buoyancy production in neutral stability conditions and

therefore, it sets to zero. Cϵ3 is set to −0.4 in stable condition

(Peters and Baumert, 2007). For the selected vertical profiles for

wind and potential temperature (Eqs. (2)–(6)), Eqs. (7) & (8) are

solved using a conjugate gradient method.

5. Methods for the model performance evaluation

The performance of the CFD model is evaluated by computing the

statistical performance measures between the observed and simulated

concentrations for each selected trial of the FFT-07 field experiment.

The computed statistical performance measures, scatter plots, quantile-

quantile (Q-Q) plots provides both qualitatively and quantitatively

evaluation of the CFD model's performance. The paired simulated and

observed concentrations are plotted against each other in a scatter plot

and it can be easily visualized the CFD model's over- or under-predic-

tions with respect to the observations. The Q-Q plot begins with the

same paired data as the scatter plots, but removes the pairing and in-

stead ranks each of the observed and predicted data separately from

lowest to highest (Chang and Hanna, 2004). A Q-Q plot is often useful

to find out whether a model can generate a concentration distribution

that is similar to the observed distribution.

Chang and Hanna (2004) provided a detailed analysis of the stan-

dard statistical measures for air quality model's performance evalua-

tion. Accordingly, the standard statistical measures such as, Normalized

Mean Square Error (NMSE), Fractional Bias (FB), Correlation coefficient

(COR), Factor of Two (FAC2), and Index of Agreement (IA) are com-

puted to evaluate the CFD model performance. The positive or negative

values of the FB respectively indicate an overall under- or over-pre-

diction from the observations. The NMSE characterizes the scattering in

a sample. The ideal values of NMSE = 0 and FB = 0; and COR = 1,

FAC2 = 1, and IA = 1 for a prefect model (Chang and Hanna, 2004).

However, NMSE<4, −0.3< FB<0.3, and FAC2>0.5 were the

suggested bounds of these measures for an acceptable model perfor-

mance by Chang and Hanna (2004). In computations of the statistical

performances measures, the simulated and observed concentrations

values which are smaller than the detection limit of the sensors are

replaced with the detection threshold value. If both observed and pre-

dicted concentrations in a sample were below the detection limit, that

sample point was removed and thus, the statistical measures were

computed if both concentrations values in a pair of simulated and ob-

served concentrations are greater than the threshold value. The sam-

pling calibration range of the detectors used in the FFT-07 experiment

was 0.025–1000 ppmv (Storwold, 2007; Yee, 2012).

6. Results and discussions

Figs. 2 & 3 show the scatter and Q-Q plots between the observed and

CFD model predicted concentrations for each selected trial of the FFT-

07 experiment. The computed statistical performance measures for each

trial are given in Table 1. The scatter plots and statistical measures

show that the CFD model's simulated concentrations are in good

agreement with the observations in each trial. The scatter plots exhibit

that most of the concentrations points are close to one-to-one line in

each trial. The Q-Q plots in Figs. 2 (b) & 3(b) show a comparison of the

predicted and observed concentrations distributions in each selected

FFT-07 trial. Most of the concentration points in these Q-Q plots are

roughly along the one-to-one line and it shows the comparable dis-

tributions of the simulated and observed concentrations in most of the

selected FFT-07 trials. In most of the trials, the higher concentrations in

Q-Q plots are more close to one-to-one line than the lower concentra-

tions. However, in some trials, e.g., 13, 30, the distribution of the

predicted concentrations are not similar to that observed as it is away

from the one-to-one line, especially for the lower concentrations at far

away from the source in a homogeneous terrain.

The values of NMSE are smaller than the acceptable upper bound

(NMSE<4) in all the selected trials and small values of the NMSE are

observed in most of the trials (Table 1). Minimum value of NMSE

(=0.16) is observed in trials 45 and 54. As one can see in the scatter

plots (Fig. 2) and the extent magnitudes of NMSE (Table 1) in trials 13

and 30, larger scatteredness in these trials was observed in comparison

to the other trials. In most of the trials, the simulated concentrations

from the CFD model fluidyn-PANACHE under-predict from the ob-

servations (Figs. 2 & 3) and this under-prediction can easily be quanti-

fied with the positive values of FB in most of the trials (Table 1). A

slightly over-prediction (FB = −0.07) was observed in trial 54

(Table 1). The simulated concentrations have good one-to-one corre-

lation with the observations and as evident with the value of IA
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Fig. 2. (a) Scatter and (b) quantile-quantile plots between the simulated and observed concentrations for trials 07, 13, 14 & 30 in stable atmospheric conditions. The solid line is the one-

to-one line and the dotted lines are factor of two lines between the observed and predicted concentrations.
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(≥0.73) in Table 1, the CFD model's predicted concentrations have

good agreement with the observed concentrations in each FFT-07 trial.

The CFD model predicts maximum 90.9% of concentration points

within a factor of two to the observations in trial 45 and minimum

45.7% in trial 13. In most of the trials (except in trial 13), the predicted

factor of two concentration points to the observations are more than the

acceptable bound 50% (Table 1). It is also visible from the scatter plots

in each trial (Figs. 2 (a) & 3(a)) that the higher concentrations close to

the source are in good agreement with the higher observed con-

centrations.

As pointed out before that in some trials, e.g., 13, the CFD code

performance is not as satisfactory as observed in other trials and this

may be mostly due to the large variability in the ambient wind patterns
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Fig. 3. (a) Scatter and (b) quantile-quantile plots between the simulated and observed concentrations for trials 16, 45, & 54 in convective atmospheric conditions. The solid line is the

one-to-one line and the dotted lines are factor of two lines between the observed and predicted concentrations.

Table 1

Statistical performance measures for the each selected trial of the FFT-07 field experi-

ment.

Trial no. NMSE FB COR FAC2 (%) IA

07 0.28 0.06 0.83 75.0 0.91

13 2.14 0.63 0.68 45.7 0.76

14 0.84 0.24 0.58 64.3 0.73

16 1.86 0.27 0.71 65.2 0.77

30 2.76 0.30 0.97 68.8 0.81

45 0.16 0.21 0.96 90.9 0.97

54 0.16 −0.07 0.95 76.2 0.97
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during the experimental release. The wind direction variability is ob-

served large in this trial and consequently the multiple concentrations

peaks are observed. Fig. 4 (a) & (b) shows the isopleths of the observed

and the fluidyn-PANAACHE simulated averaged concentrations in trial

13 of the FFT-07 experiment. In order to plot the contours, the observed

concentrations were interpolated from their values on the receptor's

locations to other grid points in the domain. Similarly, for an equivalent

comparative visualization with the observations, the contours of the

predicted concentrations are also drawn from the simulated values on

the receptor's locations only. Fig. 4 (b) shows only single peak of the

predicted concentrations in direction of the mean wind, which is ob-

vious as the RANS CFD simulation was performed by considering only

one mean wind direction throughout the experiment release. However,

two peak values of the averaged observed concentrations at different

locations in different directions can easily be visualized from Fig. 4 (a).

This behavior of the concentrations can not be simulated by considering

the invariant wind direction and speed in the inflow boundary condi-

tions throughout a CFD simulation. The unsteady nature of the wind

boundary conditions can affect the dispersion results. Inclusion of the

variation of the ambient wind conditions with time is necessary in these

dispersion scenarios and the unsteady RANS (URANS) simulations in-

stead of the RANS is required for atmospheric dispersion studies,

especially when the variability in the wind is significant during the

release. Thus, the URANS CFD solution can be explored in a further

study for these dispersion scenarios with significant variability in the

wind pattern.

Table 3 presents the ratio of the corresponding predicted con-

centrations to the observed peak concentrations in each selected trial of

the FFT-07 field experiment. It can easily conclude from these ratios of

the peak concentrations that in most of the trials, the peak concentra-

tions are predicted within a factor of two to the observations. The factor

of two ratios of these peak concentrations in unstable atmospheric

conditions are two in three trials and three in four trials in stable sta-

bility conditions. However, an overall under-prediction of the predicted

peak concentrations from the observed peak concentrations is observed

in all considered FFT-07 trials.

6.1. Overall performance

The overall performance of the CFD model is analyzed by com-

puting the statistical measures with the predicted and observed con-

centrations combined from all seven FFT-07 trials. Table 2 shows the

computed statistical measures from all combined trials. Fig. 5 (a) & (b)

shows the scatter and Q-Q plots between the observed and predicted

concentrations from all the combined trials. These figures and the

computed statistical performance measures show a good overall

agreement between the CFD model's simulated and observed con-

centrations. From Q-Q plot for overall concentrations in Fig. 5 (b), it is

visible that the concentration points forming a line that's roughly

straight and it exhibited that both sets of the predicted and observed

concentrations come from the same distribution.

The NMSE value for all combined trials is 3.39 which is smaller than

the accepted bound 4.0. However, the magnitude of the NMSE is large

from its ideal value zero which exhibits more scatteredness between the

predicted and observed concentrations in Fig. 5 (a). Overall 65.4% of

the concentrations points are predicted within a factor of two to the

observations. The positive value of FB (=0.27) shows that the CFD

model's simulated concentrations has an overall under-prediction from

the observed concentrations. A good one-to-one correlation

(COR = 0.89) and IA = 0.84 show that the simulated concentrations

have overall good agreement with the observations.

6.2. Performance in stable conditions

Based on the positive sign of the Obukhov length (L), it was ob-

served that the releases in four trials 07, 13, 14, & 30 were conducted in

stable atmospheric conditions. In order to evaluate the performance of

Fig. 4. (a) Observed and (b) predicted concentrations in trial 13 of the FFT-07 field experiment. In these contours, the concentrations were interpolated from their values on the receptor's

locations to the grid points. The star indicates the location of source in this trial.

Table 2

Statistical performance measures for overall, all stable, and all unstable trials of the FFT-

07 field experiment.

Trials NMSE FB COR FAC2 (%) IA

Overall 3.39 0.27 0.89 65.4 0.84

Stable 3.12 0.34 0.90 59.3 0.82

Unstable 0.31 0.01 0.95 74.6 0.97

Table 3

Ratio of the corresponding predicted concentrations to the observed peak concentrations

in each selected trial of the FFT-07 field experiment.

Trials 07 13 14 16 30 45 54

Ratio 0.82 0.59 0.51 0.31 0.44 0.96 0.99
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the CFD model fluidyn-PANACHE in stable conditions, the statistical

performance measures were separately computed for the combined

data of the simulated and observed concentrations from these four trials

only. The scatter and Q-Q plots for all these trials in stable atmosphere

are shown in Fig. 5 (a) & (b) and Table 2 presents the corresponding

statistical performance measures. These plots show that the simulated

concentrations from the CFD model in stable atmospheric conditions

have satisfactory agreement with the observations. This fact is also

exhibited from the computed statistical performance measures in stable

stability conditions. In stable conditions, the CFD model predicts 59.3%

of concentrations points within a factor of two to the observations

(Table 2). The NMSE (=3.12) is also within the acceptable bound for

the air quality model; however, it is large in comparison to its ideal

value zero. The large value of NMSE for all stable trials is due to the

larger scatter observed in trials 13 & 30 (Table 1). As mentioned before,

it may be due to the large variability in wind directions in these trials

that was not accounted in RANS solutions by considering the invariant

inflow conditions. The CFD model under-predicts from the observed

concentrations (FB = 0.34). The predicted concentrations have a good

one-to-one correlation (COR = 0.90) with the observations. The higher

and middle concentrations in these trials are well predicted by the CFD

model fluidyn-PANACHE (Fig. 5 (a)). However, a more scatter is ob-

served for the lower concentrations at the receptors far away from the

source (Fig. 5 (a)). The higher concentrations points in the Q-Q plot in

Fig. 5 (b) also exhibits a similar trend of the concentration distribution

in stable atmospheric conditions.
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Fig. 5. (a) Scatter and (b) quantile-quantile plots between the simulated and observed concentrations for overall, all stable, and all unstable trials. The solid line is the one-to-one line and

the dotted lines are factor of two lines between the observed and predicted concentrations.
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7. Conclusions

In this study, three-dimensional CFD simulations were performed

for the short-range plume dispersion in seven trials of the single con-

tinuous point release from the FFT-07 tracer field experiment in

homogeneous terrain. The atmospheric conditions in these FFT-07 trials

were observed in both stable and convective stability conditions. A CFD

model fluidyn-PANACHE is utilized and evaluated for the near-field

forward dispersion in these seven FFT-07 trials in various atmospheric

stability conditions. The statistical performance measures were com-

puted to evaluate the CFD model performance in (a) each trial sepa-

rately, (b) all combined trials, (c) stable conditions only, and (d) con-

vective stability conditions only. A comprehensive statistical analysis of

the CFD model simulated concentrations is performed both qualita-

tively and quantitatively following various statistical performance

measures.

It was observed that the simulated concentrations from the CFD

model fluidyn-PANACHE are in good agreement with the observations

in both stable and convective atmospheric conditions. The CFD model

predicts 65.4% of the overall concentrations points within a factor of

two to the observations. An overall under-prediction of the predicted

concentrations is observed from the CFD simulations. It was observed

that the CFD model is predicting better in convective stability condi-

tions in comparison to the trials conducted in stable stability and this

may be mostly due to a large variability in the ambient wind patterns

during the experimental release in these stable conditions. In con-

vective conditions, the CFD model predicts 74.6% of points within a

factor of two to the observations which are higher than the 59.3%

concentration points predicted within a factor of two in all selected

trials in stable atmospheric conditions. The large variability in the

ambient wind patterns during the releases in some trials in stable at-

mospheric conditions affected the performance of the RANS CFD so-

lution. Inclusion of the variability of the ambient wind conditions with

time is required and the unsteady RANS simulations instead of the

RANS may be useful when the variability in the wind is significant

during a continuous release.

The CFD simulations and a comprehensive statistical performance

analysis and comparison of the results with FFT-07 observations exhibit

the practical utility of the CFD modelling for short-range atmospheric

dispersion problems in various stability conditions. This study is also an

essential part to utilize the CFD model fluidyn-PANACHE with an in-

version approach to retrieve the location and intensity of an unknown

atmospheric tracer sources in various atmospheric conditions.
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It was also observed that in stable conditions, the CFD code per-
formance is not as satisfactory as in unstable conditions and this may be 
mostly due to a large variability of the ambient wind patterns during 
the release in these conditions. However, in stable conditions also, most 
of the statistical performance measures are also within the bounds for 
an acceptable model performance given by Chang and Hanna (2004). 
Due to the significant variability in the wind patterns during the ex-
perimental campaign, the URANS solution is a necessity in further 
studies to simulate the dispersion phenomena in these types of variable 
meteorological conditions with time.

6.3. Performance in unstable conditions

The Obukhov length in the remaining trials 16, 45, & 54 are ob-
served to be negative and consequently the tracer experiments in these 
trials were conducted in convective atmospheric conditions. Fig. 5 
(a) & (b) shows the scatter and Q-Q plots between the predicted and 
observed concentrations combined from these trials in unstable stability 
conditions. The scatter plot shows that the simulated concentrations 
from the CFD model in convective conditions are in good agreement 
with the observations. Most of the concentrations points are close to 
one-to-one line and the Q-Q plot in Fig. 5 (b) also exhibits the similar 
trend of the concentrations.

Table 2 shows the statistical performance measures for the con-
centrations in these combined trials in convective stability conditions. A 
small value of the NMSE (=0.31) shows that a small scatter is observed 
between the simulated and observed concentrations. The CFD model 
predicts 74.6% of the concentration points within a factor of two to the 
observations. The predicted concentrations are slightly under-predicted 
(FB = 0.01) from the observations. A good one-to-one correlation 
(COR = 0.95) and index of agreement (IA = 0.97) is observed between 
the predicted and observed concentrations from all these trials in 
convective conditions.

It is also observed that in comparison to the stable stability, the CFD 
model has good agreement of the predicted concentrations with the 
observations in convective stability conditions (Tables 1 & 2, Figs. 2, 
3, &  5). The NMSE (=0.31) in convective conditions is smaller than 
that obtained in stable atmospheric stability (NMSE = 3.12) and con-
sequently a smaller scatter between the predicted and observed con-
centration is observed in unstable conditions. The CFD model predicts 
more number of concentrations points within a factor of two to the 
observations in convective conditions (FAC2 = 74.6%) in comparison 
to the FAC2 = 59.3% in stable stability. Compared to the stable con-
ditions, it is also observed that the predicted concentrations in unstable 
atmospheric conditions have better correlation and agreement with the 
observed concentrations.
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