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Simultaneous Information and Energy Transmission
in Gaussian Interference Channels with Feedback

Nizar Khalfet and Samir M. Perlaza

Abstract—In this paper, the fundamental limits of simultaneous
information and energy transmission in the two-user Gaussian
interference channel with feedback are fully characterized. More
specifically, an achievable and converse region in terms of
information and energy transmission rates (in bits per channel
use and energy-units per channel use, respectively) are presented.
The achievable region is obtained using a combination of rate
splitting, power-splitting, common randomness, superposition
coding and block Markov decoding. Finally, the converse region
is obtained using some of the existing outer bounds for the
information transmission rates, as well as a new outer bound
for the energy transmission rate.

I. GAUSSIAN INTERFERENCE CHANNEL WITH ENERGY
HARVESTER

Consider the Gaussian interference channel with a non-
colocated energy harvester with feedback depicted in Fig.
1. Transmitter i, with i ∈ {1, 2}, aims to execute two
tasks: (a) an information transmission task and (b) an energy
transmission task.

A. Information Transmission Task

From the information transmission standpoint, the goal of
transmitter i is to convey an independent message index
Wi ∈ Wi to receiver i using N channel input symbols
Xi,1, Xi,2, . . . , Xi,N . The channel coefficient from transmitter
k to receiver i, with k ∈ {1, 2}, is denoted by hik ∈ R+. At
receiver i, during channel use n, input symbol Xi,n is observed
at receiver i subject to the interference produced by the symbol
Xj,n sent by transmitter j, with j ∈ {1, 2} \ {i}, and a real
additive Gaussian noise Zi,n with zero mean and variance σ2

i .
Hence, the channel output at receiver i during channel use n,
denoted by Yi,n, is

Yi,n = hiiXi,n + hijXj,n + Zi,n. (1)

At each channel use n, the symbol Xi,n sent by transmitter i
depends on the message index Wi, a randomly generated index
Ω ∈ N, and all previous channel-outputs Yi,1, Yi,2, . . . , Yi,n−d,
with d ∈ N the feedback delay. In the following, it is assumed
that d = 1 channel use, without any loss of generality. The
first channel input symbol Xi,1 depends only on the message

Nizar Khalfet and Samir M. Perlaza are with the Laboratoire CITI (a
joint laboratory between the Université de Lyon, INSA de Lyon, and IN-
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index Wi and Ω ∈ N. More specifically, f (N)
i,1 :Wi×N→ R

and for all n ∈ {2, 3, . . . , N}, f (N)
i,n : Wi ×N × Rn−1 → R

are the encoding functions such that:

Xi,1=f
(N)
i,1 (Wi,Ω) (2)

and for all n ∈ {2, . . . , N},
Xi,n=f

(N)
i,n (Wi,Ω, Y1, . . . , Yn−1). (3)

The random index Ω is assumed to be independent of both W1

and W2 and known by all transmitters and receivers. Channel
input symbols Xi,1, Xi,2, . . . , Xi,N are subject to an average
power constraint of the form

1

N

N∑
n=1

E[X2
i,n] ≤ Pi, (4)

where Pi denotes the average transmit power of transmitter
i in energy units per channel use. The expectation in (4)
is taken with respect to Wi, Ω, and the previous channel
outputs Y1, . . . , Yn−1. Note that Wi and Ω are assumed to
be uniformly distributed over their corresponding sets.
Let T ∈ N be fixed and assume that during a given
communication, T blocks of N channel uses are transmit-
ted. The decoder of receiver i observes the channel outputs
Yi,1, Yi,2, . . . , Yi,NT and uses a decoding function

φi : N×RNT → {1, 2, . . . , 2Ri}T, (5)

to get an estimate of the message indices:Å”Wi

(1)
,”Wi

(2)
, . . . ,”Wi

(T )
ã

= φi (Ω, Yi,1, Yi,2, . . . , Yi,NT ) ,

(6)
where ”Wi

(t)
is an estimate of the message index sent during

block t ∈ {1, 2, . . . , T}. The decoding error probability during
block t of a codebook of block-length N , denoted by P (t)

e (N),
is given by

P (t)
e (N)

= max

Å
Pr

ï”W1

(t) 6= W
(t)
1

ò
,Pr

ï”W2

(t) 6= W
(t)
2

òã
. (7)

The signal to noise ratio (SNR) at receiver i is denoted by

SNRi =
|hii|2Pi
σ2
i

. (8)

The interference to noise ratio (INR) at receiver i is denoted
by

INRi =
|hij |2Pj
σ2
i

, (9)

with j 6= i.
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Fig. 1. Two-user Gaussian interference channel with a non-collocated energy
harvester.

B. Energy Transmission Task

Let h3i ∈ R+ be the channel coefficient from transmitter
i to the energy harvester (EH). The symbols sent by the
transmitters are observed by the EH subject to an additive
Gaussian noise Z3,n with zero mean and variance σ2

3 . More
specifically, the channel output at the EH, denoted by Y3,n, is

Y3,n = h31X1,n + h32X2,n + Z3,n. (10)

From the energy transmission standpoint, the goal of both
transmitters is to jointly guarantee an average energy rate at
the EH. Let b > 0 denote the minimum average energy rate
that must be guaranteed at the input of the EH. Let also B(N)

be the average energy rate (in energy-units per channel use)
at the end of N channel uses. That is,

B(N) 4=
1

N

N∑
n=1

Y 2
3,n. (11)

The SNR of transmitter i at the EH is denoted by

SNR3i =
|h3i|2Pi
σ2
3

. (12)

Note that the maximum average energy rate Bmax is

Bmax = σ2
3

Ä
1 + SNR31 + SNR32 + 2

√
SNR31SNR32

ä
.
(13)

The probability of energy outage, given an average energy rate
B, is defined as follows:

P
(N,ε)
outage(B)

4
= Pr

î
B(N) < B − ε

ó
, (14)

for all B > b and some ε > 0.

C. Simultaneous Information and Energy Transmission (SIET)

Given a minimum energy rate b to be satisfied at the EH, the
system is said to be operating at the information-energy rate
triplet (R1, R2, B) ∈ R3

+ when both transmitter-receiver pairs
use a transmit-receive configurations such that: (i) reliable
communication at information rates R1 and R2 is ensured; and
(ii) reliable energy transmission at energy rate B is ensured.
A formal definition is given below.

Definition 1 (Achievable Rates): The triplet (R1, R2, B) ∈
R3

+ is achievable if for all i ∈ {1, 2}, there exists a sequence

of encoding functions f (N)
i,1 , f

(N)
i,2 , . . . , f

(N)
i,N and a decoding

function φi such that both the average error probability
P

(t)
e (N), for all t ∈ {1, 2, . . . , T}, and the energy-outage

probability P
(N,ε)
outage(B) tend to zero as the block-length N

tends to infinity. That is,

lim sup
N→∞

P (N)
e = 0, and (15)

lim sup
N→∞

P
(N,ε)
outage = 0. (16)

Using Definition 1, the fundamental limits of simultaneous in-
formation and energy transmission in the Gaussian interference
channel can be described by the information-energy capacity
region, defined as follows.

Definition 2 (Information-Energy Capacity Region): The
information-energy capacity region given a minimum energy
rate b, denoted by EFb , corresponds to the closure of all
achievable information-energy rate triplets (R1, R2, B).

II. MAIN RESULTS

The main result consists of a description of the information-
energy capacity region EFb , for a given b > 0. Such a
description is presented in the form of an approximation in
the sense of the definition hereunder.

Definition 3 (Approximation of a Set): Let n ∈ N be fixed.
A closed and convex region X ⊂ Rn+ is approximated by the
sets X and X if X ⊆ X ⊆ X and ∀x = (x1, . . . , xn) ∈
X then ((x1 − ξ1)+, (x1 − ξ2)+, . . . , (xn − ξn)+) ∈ X , for
some (ξ1, ξ2, . . . , ξn) ∈ Rn

+.
The following sections show that the information-energy ca-
pacity region EFb , with b any positive real number, is approx-
imated by the regions EFb (Theorem 1) and EFb (Theorem 2).

A. Achievability

The following theorem describes a set of rate-tuples that are
achievable (Definition 1).

Theorem 1: Let b be a fixed positive real. Then, the
information-energy capacity region Eb contains all the rate
tuples (R1, R2, B) that satisfy for all i ∈ {1, 2} and j ∈
{1, 2}\{i}:

Ri ≤
1

2
log

Å
1+(1−λie)SNRi+(1−λje)INRi+2ρ

√
SNRiINRi

1+λjpINRi

ã
,

(17a)

Ri ≤
1

2
log

Å
1 + (1− (ρ+ λie))INRj

1 + λipINRj

ã
+

1

2
log

Å
1 + λipSNRi + λjpINRi

1 + λjpINRi

ã
, (17b)

R1 +R2 ≤
1

2
log

Å
1 + λipSNRi + λjpINRi

1 + λjpINRi

ã



+
1

2
log

Å
1+(1−λje)SNRj+(1−λie)INRj+2ρ

√
SNRjINRj

1+λipINRj

ã
,

(17c)

b ≤ B ≤ σ2
3

Å
1 + SNR31 + SNR32 + 2ρ

√
SNR31SNR32

+2
√
λ1eSNR31λ2eSNR31

ã
, (17d)

where (ρ, λip, λie) ∈ [0, 1]3, such that ρ+ λip + λie ≤ 1.
Proof: The sketch of proof of Theorem 1 is presented in

the following section.

B. Sketch of proof of Achievability

The achievability scheme presented in this section is built
upon random coding arguments using rate-splitting [1], super-
position coding, backward decoding [2], common randomness
and power-spliting [3]. Let W

(t)
i ∈ {1, 2 . . . , 2NRi} and

Ω ∈ {1, 2 . . . , 2NRE} be the message index and the
common random index at transmitter i during the t-th
block. Following a rate-splitting argument, the index W (t)

i is
divided into two sub-indices W (t)

i,P ∈ {1, 2 . . . , 2NRi,P } and
W

(t)
i,C ∈ {1, 2 . . . , 2NRi,C}, where Ri,C + Ri,P = Ri. At the

end of block t, the message indices W
(t)
i,C and W

(t)
i,P must

be decoded by receiver i, whereas W
(t)
i,C must be decoded

by receiver j, and by transmitter j via feedback. Therefore
at the beginning of block t, each transmitter possesses the
knowledge of the indices W (t−1)

1,C and W (t−1)
2,C . In the case of

the first block t = 1, the indices W (0)
1,C and W (0)

2,C correspond
to two indices assumed to be known by all transmitters and
receivers. The codebook generation at transmitter i follows
a four-level superposition coding scheme. The first-layer
codebook is common and consists of 2NRE codewords of
length N symbols, denoted by v(1), v(2), . . . , v(b2NREc).
Note that both transmitters know Ω, hence they are able to
choose the same codeword v(Ω) from the first-layer codebook.
The index Ω as well as the codeword v(Ω) are also known at
the receivers, which highlights that the role of this codebook
is not information transmission but energy transmission.
For each codeword in the first-layer codebook, transmitters
possesses a sub-codebook of 2N(R1,C+R2,C) codewords.
The codewords superposed on codeword v(Ω) are denoted
by u(Ω, 1, 1),u(Ω, 1, 2), . . . ,u(Ω, b2NR1,C c, b2NR2,C c).
The resulting b2NREc · b2NR1,C c · b2NR2,C c codewords
are referred to as the second-layer codebook. For each
codeword in the second-layer codebook there is a
sub-codebook of 2NRi,C codewords. The codewords
superposed on codeword u(Ω,W

(t−1)
1,C ,W

(t−1)
2,C ) are denoted

by ui(Ω,W
(t−1)
1,C ,W

(t−1)
2,C , 1), ui(Ω,W

(t−1)
1,C ,W

(t−1)
2,C , 2), . . . ,

ui(Ω,W
(t−1)
1,C ,W

(t−1)
2,C , b2NRi,C c). The resulting

b2NREc · b2NR1,C c · b2NR2,C c · b2NRi,C c codewords
are referred to as the third-layer code. For each
codeword in the third-layer codebook there is a
sub-codebook of 2NRi,P codewords. The codewords
superposed on codeword ui(Ω,W

(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C)

are denoted by si(Ω,W
(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C , 1),

si(Ω,W
(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C , 2), . . . ,

si(Ω,W
(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C , b2NRi,P c). The resulting

b2NREc · b2NR1,C c · b2NR2,C c · b2NRi,C c · b2NRi,P c
codewords are referred to as the four layer code. For
transmitting the triplet (Ω,W

(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C ,W

(t)
i,P ),

the channel input-symbol Xi,n at channel use
n ∈ {1, 2, . . . , N} is a deterministic function
of the n-th components of the codewords v(Ω),
u(Ω,W

(t−1)
1,C ,W

(t−1)
2,C ), ui(Ω,W

(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C) and

si(Ω,W
(t−1)
1,C ,W

(t−1)
2,C ,W

(t)
i,C ,W

(t)
i,P ). The information rates

(R1, R2) that are achievable by the code described above
satisfy the following inequalities.

Lemma 1: The set of achievable information rate pairs
(R1, R2) satisfies the following inequalities for all i ∈ {1, 2}
and j ∈ {1, 2}\{i}:

Ri ≤ I(U,Xi, Uj ;Yi|V ), (18a)
Ri ≤ I(Ui;Yj |U,Xj , V )

+I(Xi;Yi|Ui, Uj , U, V ), (18b)
R1 +R2 ≤ I(Xi;Yi|Ui, Uj , U, V )

+I(V,Uj , Xi;Yi), (18c)

for a given joint distribution PV UU1U2S1S2
(v, u, u1, u2, s1, s2)

that factorizes as PV (v) PU |V (u|v) PU1|UV (u1|uv)
PU2|UV (u2|uv) PS1|UU1V (s1|uu1v) PS2|UU2V (s2|uu2v)
and Xi = θi (V,U, Ui, Si), with θ1 and θ2 injective functions.

Proof: The proof of Lemma 1 uses standard arguments
of weak typicality and is omitted in this paper.
For all k ∈ {1, 2} and a fixed tuple (ρ, λkc, λkp, λke) ∈ [0, 1]4

such that ρ+λkc+λkp+λke = 1, consider the following ran-
dom variables: V ∼ N (0, 1); U ∼ N (0, ρ); Uk ∼ N (0, λkc);
and Sk ∼ N (0, λkp), which are independent of each other.
Let the channel input of transmitter k be

Xk =
√
PkU +

√
PkSk +

√
PkUk +

√
λkePkV. (19)

The choice of this input distribution yields

I(U,Xi, Uj ;Yi|V ) =

1

2
log

Å
1+(1−λie)SNRi+(1−λje)INRi+2ρ

√
SNRiINRi

1 + λjpINRi

ã
,

(20a)

I(Ui, Xi, Uj ;Yi|V ) =
1

2
log

Å
1 + (1−(ρ+λie))INRj

1+λipINRj

ã
,(20b)

I(Xi;Yi|U,Ui, Uj , V ) =
1

2
log

Å
1 + λipSNRi + λjpINRi

1 + λjpINRi

ã
.

(20c)

Finally, plugging (20) into (18) completes the proof of (17a)
- (17c).

The average received energy rate B̄ achieved by using the



code described above is given by

B̄=E[Y 2
3,n]

=h231E[X2
1,n] + h232E[X2

2,n] + 2h31h32E[X1,nX2,n] + σ2
3

≤h231P1 + h232P2 + 2|h31||h32|
√
P1P2(ρ+

√
λ1eλ2e) + σ2

3

=σ2
3

Å
1 + SNR31 + SNR32

+2
√

SNR31SNR32(ρ+
√
λ1eλ2e)

ã
.

From the weak law of large numbers [4], it holds that ∀ε > 0,

lim
N→∞

Pr
Ä
B(N) < B̄ − ε

ä
= 0. (21)

From (21), it holds that for any energy rate B that satisfies
0 < B ≤ B̄, it holds that

lim
N→∞

Pr
Ä
B(N) < B − ε

ä
= 0, (22)

which proves (17d) and completes the sketch of proof.

C. Converse
The following theorem describes a converse region denoted

by EFb .
Theorem 2: Let b be a fixed positive real. Then, the

information-energy capacity region EFb is contained into the set
of all the rate tuples (R1, R2, B) that satisfy for all i ∈ {1, 2}
and j ∈ {1, 2}\{i}:

Ri≤
1

2
log

Å
1+βiSNRi+βjINRi+2ρ

√
βiSNRiβjINRi

ã
,

(23a)

Ri≤
1

2
log

Å
1 +

βi(1− ρ2))SNRi

1 + βi(1− ρ2)INRj

ã
+

1

2
log

Å
1 + βi(1− ρ2)INRj

ã
, (23b)

R1 +R2≤
1

2
log

Å
1 +

βi(1− ρ2))SNRi

1 + βi(1− ρ2)INRj

ã
+

1

2
log

Å
1+βjSNRj+βiINRj+2ρ

√
βjSNRjβiINRj

ã
,

(23c)
B≤1+SNR31+SNR32+2ρ

√
β1SNR31β2SNR32

+2
»

(1− β1)SNR31(1− β2)SNR32, (23d)

with (β1, β2) ∈ [0, 1]2.
Proof: The sketch of the proof of Theorem 2 is presented

in the following section.

D. Sketch of proof of the Converse
Fix an information-energy rate triplet (R1, R2, B) achiev-

able with a given coding scheme (Definition 1). Denote by
X1 and X2 the channel inputs resulting from transmitting the
independent messages (W1,Ω) and (W2,Ω) using such coding
scheme. Denote by Y 1 and Y 2 the corresponding channel
outputs. Define the following random variables:

S1 = h21X1 + Z2, and
S2 = h12X2 + Z1,

where, Z1 and Z2 are real Gaussian random variables inde-
pendent of each other with zero means and variances σ2

1 and
σ2
2 , respectively. Using assumption (15) and Fano’s inequality

and following similar steps as in [2], it can be shown that
the information rates R1 and R2 must satisfy the following
inequalities for all i ∈ {1, 2} and j ∈ {1, 2}\{i}:

NRi ≤
N∑
n=1

[h(Yi,n)− h(Zi,n)] + o(N), (24a)

NRi ≤
N∑
n=1

[h(Yj,n)|Xj,n)− h(Zj,n)

+h(Yi,n|Xj,n, Si,n)− h(Zi,n)] + o(N),

(24b)

N(R1 +R2) ≤
N∑
n=1

[h(Yi,n|Si,n, Xj,n)

−h(Zi,n) + h(Yj,n)− h(Zj,n)] + o(N),

(24c)

where o(N)
N tends to zero as N tends to infinity.

Using assumption (16), for a given εN > 0 and an η > 0,
there exist N0(η) such that for any N ≥ N0(η) it holds that

Pr
Ä
B(N) < B − εN

ä
< η. (25)

Equivalently,

Pr
Ä
B(N) ≥ B − εN

ä
≥ 1− η. (26)

From Markov’s inequality, the following holds:

(B − εN )Pr
Ä
B(N) ≤ B − εN

ä
≤ E[B(N)]. (27)

Combining (26) and (27) yields

(B − εN )(1− η) ≤ E[B(N)], (28)

which can be written as

(B − δN ) ≤ E[B(N)], (29)

for some δN > εN and a sufficiently large N .
In the following, for all n ∈ N, the bounds in (24) and (29)

are evaluated assuming that the channel inputs X1,n and X2,n

are arbitrary correlated random variables with

µi,n
4
= E[Xi,n], (30)

γ2i,n
4
= Var[Xi,n], (31)

λn
4
= Cov[X1,nX2,n]. (32)

The input sequences must satisfy the input power constraint
(4) which can be written for i ∈ {1, 2}, as

1

N

N∑
n=1

E[X2
i,n] =

(
1

N

N∑
n=1

γ2i,n

)
+

(
1

N

N∑
n=1

µ2
i,n

)
6 Pi.

(33)



Using these elements, the terms in the right-hand side of (24)
can be upper-bounded as follows:

h(Yi,n) 6
1

2
log2

(
2πe(h2iiγ

2
i,n+h2ijγ

2
j,n+2hiihijλn+σ2

1)
)
,

(34a)

h(Yj,n|Xj,n) 6
1

2
log

Ç
1 + γ2i,n(1− λ2n

γ2i,nγ
2
j,n

)
h2ji
σ2
j

å
+

1

2
log(2πeσ2

j ), and (34b)

h(Yi,n|Xj,n, Si,n) 6
1

2
log

Ö
1 +

γ2i,n(1− λ2
n

γ2
i,n
γ2
j,n

)
h2
ii

σ2
i

1 + γ2i,n(1− λ2
n

γ2
i,n
γ2
j,n

)
h2
ji

σ2
j

è
+

1

2
log(2πeσ2

i ). (34c)

The expectation of the average received energy rate is given
by

E
î
B(N)

ó
= E

[
1

N

N∑
n=1

Y 2
3,n

]
=

h231

(
1

N

N∑
n=1

(γ21,n + µ2
1,n)

)
+ h232

(
1

N

N∑
n=1

(γ22,n + µ2
2,n)

)

+2h31h32

(
1

N

N∑
n=1

(λn + µ1,nµ2,n)

)
+ σ2

3 . (35)

Using Cauchy-Schwarz inequality, the energy rate in (35) can
be upper-bounded as follows:

E
î
B(N)

ó
6 σ2

3 + h231

(
1

N

N∑
n=1

(γ21,n + µ2
1,n)

)

+h232

(
1

N

N∑
n=1

(γ22,n + µ2
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(36)

Combining (29) and (36) yields the following upper-bound on
the energy rate B:
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Consider the following definitions, for all i ∈ {1, 2}:
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Plugging (34) in (24) and after some manipulations using the
definitions in (38) yields:
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B 6 σ2
3 + h231(γ21 + µ2

1) + h232(γ22 + µ2
2)

+h232(γ22 + µ2
2) + 2h31h32(|ρ| |γ1||γ2|+ |µ1||µ2|), (39d)

B > b, (39e)

for some γ1, γ2, µ2
1 and µ2

2 that saturate the power constraint
(33). Some trivial manipulations using the definitions of SNRs
and INRs on (39) complete the sketch of proof.

E. Approximation of the Information-Energy Capacity Region

Using the inner region EFb and the outer region EFb ,
described respectively by Theorem 1 and Theorem 2, the
information-energy capacity region EFb can be approximated
in the sense of Definition 3.

Theorem 3 (Approximation of EFb ): Let EFb ⊂ R3
+ and

EFb ⊂ R3
+ be the sets of tuples (R1, R2, B) described by

Theorem 1 and Theorem 2, respectively. Then,

EFb ⊂ EFb ⊂ E
F

b , (40)

and for all (R1, R2, B) ∈ EFb it follows that ((R1−2)+, (R2−
2)+, (B − Bmax

2 )+) ∈ EFb .
Proof: Following similar steps as in [2], it can be shown

that for all (R1, R2, 0) ∈ EFb it follows that ((R1−2)+, (R2−
2)+, 0) ∈ EFb . Note also that for all (R1, R2, B) ∈ EFb
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Fig. 2. 3-D representation of EF
b .

and for all (R1, R2, B
′) ∈ EFb , there always exists a tuple

(β1, β2, λ1e, λ2e, ρ) such that:

B −B′
Bmax

≤
2|h31||h32|

√
P1P2

Ä√
(1− β1)(1− β2) + ρ

√
β1β2

ä
σ2
3 + h231P1 + h232P2 + 2|h31||h32|

√
P1P2

≤ 2
√

SNR31SNR32

1 + SNR31 + SNR32 + 2
√

SNR31SNR32

≤ 2
√

SNR31SNR32

1 + 4
√

SNR31SNR32

≤ 1

2
,

which completes the proof.

III. EXAMPLE
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Fig. 3. 3-D representation of EF
b .

Consider a Gaussian interference channel with feedback
and an external EH with parameters SNR1 = SNR2 = 20
dB, INR1 = INR2 = SNR31 = SNR32 = 10 dB and
σ2
3 = 1. Figure 2 and Figure 3 show Eb and Eb, respectively,

with b = 0. Note that for all B ∈ [0, 1 + SNR31 +
SNR32], transmitting information with independent codewords
is enough to satisfy the energy rate constraints. This implies
that β1 = β2 = 1 is optimal in this regime. Alternatively, for
all B ∈ [1 + SNR31 + SNR32, Bmax], transmitters deal with
trade-off between the information and energy rate. Increasing
B reduces the information region and makes the information-
energy capacity region shrink.
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