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Optimal absorption of acoustic waves by a boundary

Frédéric Magoulès∗ Thi Phuong Kieu Nguyen† Pascal Omnes‡

Anna Rozanova-Pierrat§

Abstract

In the aim to find the simplest and most efficient shape of a noise absorbing wall to
dissipate the acoustical energy of a sound wave, we consider a frequency model described
by the Helmholtz equation with a damping on the boundary. The well-posedness of
the model is shown in the most irregular possible class of d-set boundaries. For the
case of a regular boundary, we prove existence of an optimal shape and provide the
shape derivative of an objective function, chosen to describe the acoustic energy. For
a fixed porous material, considered as an acoustic absorbent, we derive the damping
boundary parameters from the corresponding time-dependent problem, described by
the damped wave equation (damping in volume). Using the gradient method for the
shape derivative, combined with the finite volume and level set methods, we numerically
find optimal shapes for a fixed frequency and an efficient shape in a whole range of
frequencies.

Keywords: Absorbing wall; wave propagation; shape optimization; Helmholtz equation;
sound absorption; Robin boundary condition.

1 Introduction

The diffraction and absorption of waves by a system with both absorbing properties and
irregular geometry is an open physical problem. This has to be solved to understand why
anechoic chambers (electromagnetic or acoustic) do work better with irregular absorbing
walls. The first studies relating irregular geometry and absorption are performed numerically
in [22]. Therefore there is a question about the existence of an optimal shape of an absorbent
wall (for a fixed absorbing material), optimal in the sense that it is as dissipative as possible
for a large range of frequencies, and at the same time that such a wall could effectively be
constructed. In the framework of the propagation of acoustic waves, the acoustic absorbent
material of the wall is considered as a porous medium. In this article, for a fixed frequency
of the sound wave, we solve the shape optimization problem that consists in minimizing the
acoustic energy for a frequency model with a damping on the boundary. Then we extend
this method in order to find an efficient shape for a finite range of frequencies.

In the area of the optimization of acoustic performances of non absorbing walls, Duhamel [18,
19] studies sound propagation in a two-dimensional vertical cut of a road wall and uses ge-
netic algorithms to obtain optimal shapes (some of them are however not connected and
thus could not be easily manufactured). The author also uses a branch and bound (com-
binatorial optimization) type linear programming in order to optimize the sensors’ position
that allow an active noise control, following former work introduced by Lueg [27] in 1934.
Abe et al. [1] consider a boundary elements based shape optimization of a non absorbing
two-dimensional wall in the framework of a two-dimensional sound scattering problem for
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a fixed frequency (for the Helmholtz equation) using a topological derivative with the prin-
ciple that a new shape or topology is obtained by nucleating small scattering bodies. Also
for the Helmholtz equation for a fixed frequency, using the shape derivative of a functional
representing the acoustical energy, Cao and Stanescu [10] consider a two-dimensional shape
design problem for a non-absorbing part of the boundary to reduce the amount of noise
radiated from aircraft turbofan engines. For the same problem, Farhadinia [21] developed a
method based on measure theory, which does not require any information about gradients
and the differentiability of the cost function.

On the other hand, for shape optimization problems there are theoretical results, re-
viewed in Refs. [4, 38], which rely on the topological derivatives of the cost functional to
be minimized, with numerical application of the gradient method in both two and three
dimensional cases (in the framework of solid mechanics). In particular, Achdou and Piron-
neau [2] considered the problem of optimization of a photocell, using a complex-valued
Helmholtz problem with periodic boundary conditions with the aim to maximize the solar
energy in a dissipative region. For acoustic waves in the two-dimensional case, optimization
of the shape of an absorbing inclusion placed in a lossless acoustic medium was considered
in Refs. [39, 40]. The considered model is the linear damped wave equation [14, 7]. Using
the topology derivative approach, Münch et al. consider in [39, 40] the minimization of the
acoustic energy of the solution of the damped wave equation at a given time T > 0 without
any geometric restrictions and without the purpose of the design of an absorbent wall. See
also [5] for the shape optimization of shell structure acoustics.

In this article, we study the two-dimensional shape optimization problem for a Helmholtz
equation with a damping on the boundary, modeled by a complex-valued Robin boundary
condition. The shape of the damping boundary is to be found, in the aim to minimize the
total acoustical energy of the system. In section 2, we introduce the frequency model and
its time-dependent analogue with a dissipation on the boundary. We analyze its dissipative
properties and give the well-posedness results, due to [8, 23] for at least Lipschitz boundaries,
but we generalize the results for the Helmholtz problem in the larger class of domains with
d-set boundaries using [6] (see Appendix A). This class, named in [6] "admissible domains"
and containing for instance the Von Koch fractals, is optimal (it is not possible to let the
geometry be less regular) thanks to results of [28] on geometrical characterization of Sobolev-
extension domains in R

n. However, for the shape optimization problem only the Lipschitz
boundary case is considered here.

We compare the frequency model with dissipation by the boundary to the corresponding
model with a dissipation in the volume. Dissipation in the volume is described by a damped
wave equation in which the values of the coefficients for a given porous medium are given
as functions of its macroscopic parameters (as porosity, tortuosity and resistivity to the
passage of air), as proposed by [29]. In particular, in Theorem 5 we propose a possible way
to find the complex parameter in the Robin boundary condition of the former model that
best approximates the latter. All numerical calculations, in particular in Theorem 6, are
performed for a porous material named ISOREL, frequently used in building isolation (see
Appendix B). In section 3, for the case of a Lipschitz boundary in the classical framework
of shape optimization, for any fixed frequency we obtain the existence of an optimal shape.
See also Ref. [9] for a free discontinuity approach to a class of shape optimization problems
involving a Robin condition on a free boundary. For the case of a regular boundary we
provide in section 4 the shape derivative of an objective functional chosen to describe the
acoustical energy. Using the gradient descent method for the shape derivative, combined
with the finite volume and level set methods introduced in section 5, we find numerically
optimal shapes for a fixed frequency. In section 6, we show the stability of the numerical
algorithm and the non-uniqueness of the optimal shape, which can be explained by the
non-uniqueness of the geometry providing the same spectral properties (see [24, 26, 25]).
Numerically, we show that for efficiency in the energy absorption, the shape of the wall
must be related with the half wavelength of the wave created by the source and thus it is not
pertinent to add much smaller geometric variations, which finally confirms the possibility
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to create “not too complicated but most efficient” walls. At the same time, the multi-
scale nature of the wall geometry is necessary for an efficient absorption in a large band of
frequencies.

2 The model: motivation and known properties

To describe the acoustic wave absorption by a porous medium, there are two possibilities.
The first one is to consider wave propagation in two media, typically air and a wall, which
corresponds to a damping in the volume. The most common mathematical model for this
is the damped wave equation [7]. The second one is to consider only one lossless medium,
air, and to model energy dissipation by a damping condition on the boundary. In both
cases, we need to ensure the same order of energy damping corresponding to the physical
characteristics of the chosen porous medium as its porosity φ, tortuosity αh and resistivity
to the passage of air σ [29].

Thanks to Ref. [29], we can define the coefficients in the damped wave equation (damping
in volume) as functions of the above mentioned characteristics. More precisely, for a regular
bounded domain Ω ⊂ R2 (for instance ∂Ω ∈ C1) composed of two disjoint parts Ω = Ω0∪Ω1

of two homogeneous media, air in Ω0 and a porous material in Ω1, separated by an internal
boundary Γ, we consider the following boundary value problem (for the pressure of the wave)







ξ(x)∂2t u+ a(x)∂tu−∇ · (µ(x)∇u) = 0 in Ω,
∂u
∂n |Rt×∂Ω ≡ 0, [u]Γ = [µ∇u · n]Γ = 0,
u|t=0 = u01Ω0 , ∂tu|t=0 = u11Ω0 ,

(1)

with ξ(x) = 1
c20

, a(x) = 0, µ(x) = 1 in air, i.e., in Ω0, and

ξ(x) =
φγp
c20

, a(x) = σ
φ2γp
c20ρ0αh

, µ(x) =
φ

αh

in the porous medium, i.e., in Ω1. The external boundary ∂Ω is supposed to be rigid, i.e.,
Neumann boundary condition are applied, and on the internal boundary Γ we have no-jump
conditions on u and µ∇u · n, where n denotes the normal unit vector to Γ. Here, c0 and
ρ0 denote respectively the sound velocity and the density of air, whereas γp = 7/5 denotes
the ratio of specific heats. But instead of energy absorption in volume, we can also consider
the following frequency model of damping by the boundary. Let Ω be a connected bounded
domain of R2 with a Lipschitz boundary ∂Ω. We suppose that the boundary ∂Ω is divided
into three parts ∂Ω = ΓD∪ΓN∪Γ (see Figure 1 for an example of Ω, chosen for the numerical
calculations) and consider

{ △u+ ω2u = f(x), x ∈ Ω,

u = g(x) on ΓD,
∂u

∂n
= 0 on ΓN ,

∂u

∂n
+ α(x)u = Trh(x) on Γ,

(2)

where α(x) is a complex-valued regular function with a strictly positive real part (Re(α) > 0)
and a strictly negative imaginary part (Im(α) < 0).

Remark 1. This particular choice of the signs of the real and the imaginary parts of α
are needed for the well-posedness properties [23] and the energy decay of the corresponding
time-dependent problem. In addition, as the frequency ω > 0 is supposed to be fixed, α can
contain a dependence on ω, i.e., α ≡ α(x, ω).

Problem (2) is a frequency version of the following time-dependent wave propagation
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problem with U(t, x) = e−iωtu(x), considered in Ref. [8] for g = 0 on ΓD:

∂2tU −△U = −e−iωtf(x), (3)

U |t=0 = U0, ∂tU |t=0 = U1, (4)

U |ΓD
= g,

∂U

∂n

∣

∣

∣

∣

ΓN

= 0, (5)

∂U

∂n
− Im(α(x))

ω
∂tU +Re(α(x))U |Γ = 0. (6)

To show the energy decay, we follow [8] and introduce the Hilbert space X0(Ω), defined as
the Cartesian product of the set of functions u ∈ H1(Ω), which vanish on ΓD with the space
L2(Ω). The equivalent norm on X0(Ω) is defined by

‖(u, v)‖2X0(Ω) =

∫

Ω

(

|∇xu|2 + |v|2
)

dx+

∫

Γ

Re(α(x))|u|2dσ

with the corresponding inner product

〈(u1, u2), (v1, v2)〉 =
∫

Ω

(∇xu1∇xv1 + u2v2) dx+

∫

Γ

Re(α(x))u1v1dσ. (7)

The advantage of this norm is that the energy balance of the homogeneous problem (3)– (6)
has the form

∂t

(

‖(U, ∂tU)‖2X0(Ω)

)

=
2

ω

∫

Γ

Im(α(x))|∂tU |2ds.

Therefore, for Im(α) < 0 on Γ, the energy decays in time. For the case of a smooth boundary
∂Ω (at least Lipschitz), we have the well-posedness of both models. Thanks to [8], for all
f ∈ L2(Ω), (U0, U1) ∈ X0(Ω) there exists a unique solution (U,Ut) ∈ C(]0,∞[, X0(Ω)) of
system (3)– (6) under the assumption that Re(α(x)) > 0 and Im(α(x)) < 0 are continuous
functions.

For the frequency model (2) it is possible to generalize the weak well-posedness result in
domains with Lipschitz boundaries [23] to domains with a more general class of boundaries,
named Ahlfors d-regular sets or simply d-sets [31] (see Appendix A), using functional analysis
tools on “admissible domains” developed in [6]. The interest of this generalization is that
this class of domains is optimal in the sense that it is the largest possible class [6] which
keeps the Sobolev extension operators, for instance H1(Ω) to H1(Rn), continuous.

We use, as in Ref. [6], the existence of the d-dimensional (0 < d ≤ n, d ∈ R) Hausdorff
measuremd on ∂Ω and a generalization of the usual trace theorem [31] (see Appendix A) and
the Green formula [34, 6] in the sense of the Besov space B2,2

β (∂Ω) with β = 1 − n−d
2 > 0

(for the definition of the Besov spaces on d-sets see Ref. [31] p.135 and Ref. [44]). Note

that for d = n − 1, one has β = 1
2 and B2,2

1
2

(∂Ω) = H
1
2 (∂Ω) as usual in the case of a

Lipschitz boundary. The space L2(∂Ω) is defined with respect to the measure md. Some
main elements of functional analysis on d-sets are presented in Appendix A.

Considering the Helmholtz problem (2), we introduce the Hilbert space

V (Ω) = {u ∈ H1(Ω)| u = 0 on ΓD} (8)

equipped with the norm

‖u‖2V (Ω) =

∫

Ω

|∇u|2dx+

∫

Γ

Re(α)|u|2dmd,

and obtain the following well-posedness result:

Theorem 1. Let Ω ⊂ Rn be a bounded admissible domain with a compact d-set boundary
(n− 2 < d < n) in the sense of Theorem 4, ∂Ω = ΓD ∪ ΓN ∪ Γ and β = 1− (n− d)/2 > 0.
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Let in addition Re(α(x)) > 0, Im(α(x)) < 0 be smooth functions (at least continuous) on Γ.
Then for all f ∈ L2(Ω), g ∈ B2,2

β (ΓD), h ∈ V (Ω), and ω > 0 there exists a unique solution

u of the Helmholtz problem (2), such that (u− g̃) ∈ V (Ω) (where g̃ is a lifting in H1(Ω) of
the boundary data g) in the following sense: for all v ∈ V (Ω)

∫

Ω

∇u · ∇v̄dx− ω2

∫

Ω

uv̄dx+

∫

Γ

αTr uTr v̄ dmd = −
∫

Ω

f v̄dx+

∫

Γ

TrhTr v̄ dmd. (9)

Moreover, the solution of problem (2) u ∈ H1(Ω), continuously depends on the data: there
exists a constant C > 0, depending only on α, ω and on CP (Ω), such that

‖u‖H1(Ω) ≤ C
(

‖f‖L2(Ω) + ‖g‖B2,2
β

(ΓD) + ‖h‖V (Ω)

)

, (10)

where CP (Ω) is the Poincaré constant associated to Ω.
In particular, taking g = 0, for all fixed ω > 0 the operator

B : L2(Ω)× V (Ω) → V (Ω), defined by B(f, h) = u

with u, the weak solution of (9), is a linear compact operator.

In addition, if, for m ∈ N∗, ∂Ω ∈ Cm+2, f ∈ Hm(Ω) and g ∈ Hm+ 3
2 (ΓD), then the

solution u belongs to Hm+2(Ω).

Proof. Let us start with g = 0 and in addition suppose that α is a constant (the general-
ization for α(x) is straightforward). By the linearity of the Helmholtz problem (2), we set
u = uf + uh, where uf is the solution of the Helmholtz problem with Tr h = 0 on Γ and uh

is the solution of the Helmholtz problem with f = 0.
When h = 0, the variational formulation for uf becomes: for all φ ∈ V (Ω)

(uf , φ)V (Ω) − ω2(uf , φ)L2(Ω) + i Imα(Tr uf ,Trφ)L2(Γ) = −(f, φ)L2(Ω),

where we have defined the following equivalent inner product on V (Ω):

∀(v, w) ∈ V (Ω)× V (Ω) (v, w)V (Ω) = (∇v,∇w)L2(Ω) +Reα(Tr v,Trw)L2(Γ).

Hence, the Riesz representation Theorem ensures the existence of a linear bounded op-
erator A : L2(Ω) → V (Ω) such that for v ∈ L2(Ω)

∀φ ∈ V (Ω) (v, φ)L2(Ω) = (Av, φ)V (Ω) (11)

and in addition, by the Poincaré inequality,

‖Av‖V (Ω) = sup
‖φ‖V (Ω)=1

|(v, φ)L2(Ω)| ≤ sup
‖φ‖V (Ω)=1

‖v‖L2(Ω)‖φ‖L2(Ω)

≤ CP (Ω) sup
‖φ‖V (Ω)=1

‖v‖L2(Ω)‖φ‖V (Ω) = CP (Ω)‖v‖L2(Ω)

ensuring that ‖A‖ ≤ CP (Ω).
In the same way, using the Riesz representation Theorem we also define a linear bounded

operator Â : L2(Γ) → V (Ω) such that for w ∈ L2(Γ)

∀φ ∈ V (Ω) (w,Trφ)L2(Γ) = (Âw, φ)V (Ω).

Indeed, it is sufficient to notice that for a fixed w ∈ L2(Γ) the form ℓ : φ ∈ V (Ω) 7→ ℓ(φ) =
(w,Trφ)L2(Γ) ∈ C is linear and continuous on V (Ω):

∣

∣(w,Trφ)L2(Γ)

∣

∣ ≤ ‖w‖L2(Γ)‖Trφ‖L2(Γ) ≤ C‖φ‖V (Ω),
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thanks to the continuity and the linearity of the trace from V (Ω) to L2(Γ). Moreover,
‖Â‖ ≤ C(Re(α)) since

‖Âw‖V (Ω) = sup
‖φ‖V (Ω)=1

|(w,Trφ)L2(Γ)| ≤ sup
‖φ‖V (Ω)=1

‖w‖L2(Γ)‖Trφ‖L2(Γ)

≤ C(Re(α)) sup
‖φ‖V (Ω)=1

‖w‖L2(Γ)‖φ‖V (Ω) = C(Re(α))‖w‖L2(Γ).

Thus, denoting by S the compact embedding operator of V (Ω) in L2(Ω) (by the Poincaré
inequality it holds that ‖S‖ ≤ CP (Ω)), the variational formulation can be rewritten in the
following form:

∀φ ∈ V (Ω)
(

(Id− ω2A ◦ S + i ImαÂ ◦ Tr)uf , φ
)

V (Ω)
= (−Af, φ)V (Ω). (12)

Thanks to the compactness of the trace operator Tr : V (Ω) → L2(∂Ω) [6] (with ‖Tr ‖ ≤
C(Re(α))), the operator T = A◦S−i Imα

ω2 Â◦Tr : V (Ω) → V (Ω) is compact as a composition
of continuous and compact operators (with ‖T ‖ ≤ C(ω, α,CP (Ω))). Thanks to the Fredholm
alternative, it is then sufficient to prove that for (h, f) = (0, 0), then the unique solution
is u = 0, and this will allow us to conclude to the well-posedness of (12). Setting f = 0
in (12), choosing φ = uf and separating real and imaginary parts of the equality, we first
obtain that Tr uf = 0 on Γ (since | Imα| > 0). By the Robin boundary condition on Γ, we
then obtain that ∂u

∂n = 0 on Γ (in the sense of a continuous linear functional on B2,2
β (Γ)).

Then, uf = 0 in Ω follows by the uniqueness of the solution to the Cauchy problem for
∆+ω2Id in the connected domain Ω with Cauchy data on Γ (see for example [16, Theorems
1.1 and 1.2], which can be directly adapted to the case of a domain Ω with a d-set boundary
satisfying the conditions of Theorem 1 thanks to Theorem 4). The operator (Id − ω2T )−1

is thus well defined and is also a linear continuous operator, by the Fredholm alternative
theorem. Thus, we obtain

‖uf‖V (Ω) ≤
‖A‖

‖Id− ω2T ‖‖f‖L2(Ω) ≤ C(ω, α,CP (Ω))‖f‖L2(Ω).

In the same way, when f = 0, the solution uh in V (Ω) satisfies the following variational
formulation:

∀φ ∈ V (Ω)
(

(Id− ω2A ◦ S + i ImαÂ ◦ Tr)uf , φ
)

V (Ω)
= (Â ◦ Trh, φ)V (Ω).

Hence, as previously, we have

‖uh‖V (Ω) ≤
‖Â‖‖Tr ‖
‖Id− ω2T ‖‖h‖V (Ω) ≤ C(ω, α,CP (Ω))‖h‖V (Ω).

Consequently, we have proved the well-posedness and estimate (10) for g = 0. Hence, by
the standard lifting procedure [17] Theorem 4.1.5, we also have the result with g 6= 0.

To prove that the regularity of the boundary improves the regularity of the solution, we
follow the classical approach, explained for elliptic equations in [20].

The linearity and the continuity of B are evident and equivalent to estimate (10). Let
us prove that for any fixed ω > 0, B is also compact (see also Ref. [6] for the real Robin
boundary condition). Indeed, let (fj , hj) ⇀ (f, h) in L2(Ω) × V (Ω). Taking for all j ∈ N,
uj = B(fj , hj) and u = B(f, h), by the linearity and the continuity of B it follows that

uj
V (Ω)
⇀ u. Knowing in addition that Tr : V (Ω) → L2(Γ) and the inclusion of H1(Ω) in

L2(Ω) are compact (see Ref. [6]) we have that Truj → Tr u in L2(Γ) and uj → u in L2(Ω).
Choosing v = uj in the variational formulation (9) we find

‖uj‖2V (Ω) = ω2‖uj‖2L2(Ω) − i

∫

Γ

Imα|Tr uj |2dmd −
∫

Ω

fjujdx+

∫

Γ

TrhjTrujdmd, (13)
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and hence,

lim
j→+∞

‖uj‖2V (Ω) =ω
2‖u‖2L2(Ω) − i

∫

Γ

Imα|Tru|2dmd −
∫

Ω

fudx+

∫

Γ

Tr hTrudmd

= ‖u‖2V (Ω).

Having both uj ⇀ u in V (Ω) and ‖uj‖V (Ω) → ‖u‖V (Ω) implies that uj → u in V (Ω) and
hence B is compact. Since the norm ‖u‖2V (Ω) on V (Ω) is equivalent [6] to the norm

‖u‖2J = A‖u‖2L2(Ω) +B‖∇u‖2L2(Ω) + C‖u‖2L2(Γ)
,

the operator B is also compact with respect to this norm.

In order to relate the model with a damping on the boundary and the model with a
damping in the volume, we propose in Appendix B a new theorem to identify the parameter
α in the Robin boundary condition (Theorem 5). This parameter provides the best approx-
imation (in some error minimizing sense) of the latter model by the former, in the case of a
flat boundary Γ.

3 Shape design problem

We consider the two dimensional shape design problem, which consists in optimizing the
shape of Γ with the Robin dissipative condition in order to minimize the acoustic energy of
the system (2). The boundaries with the Neumann and Dirichlet conditions ΓD and ΓN are
supposed to be fixed.

We also define a fixed open set D with a Lipschitz boundary which contains all domains
Ω.

Actually, as only a part of the boundary (precisely Γ) changes its shape, we can also
impose that the changing part always lies inside of the closure of a fixed open set G with a
Lipschitz boundary: Γ ⊂ G. The set G forbids Γ to be too close to ΓD, making the idea of

Ω

G

D

ΓN

ΓN

ΓD Γ

Figure 1: Example of a domain Ω in R2 with three types of boundaries: ΓD and ΓN are
fixed and Γ can be changed in the restricted area G. Here Ω∪G = D and obviously Ω ⊂ D.

an acoustical wall more realistic.
To introduce the class of admissible domains, on which we minimize the acoustical energy

of system (2), we define Lip as the class of all domains Ω ⊂ D with Lipschitz boundaries of
bounded length, i.e. we fix M > 0 such that for all Ω ∈ Lip it holds Vol(∂Ω) =

∫

∂Ω ds ≤M .
Thanks to the boundedness of the boundary length and the Lipschitz regularity (see [30]
Theorem 2.4.7 p.53 and pp. 50-53), there exists ε > 0 such that all domains Ω ∈ Lip satisfy
the ε-cone property [3, 13]: for all x ∈ ∂Ω, there exists ξx ∈ R2 with ‖ξx‖ = 1 such that for
all y ∈ Ω ∩B(x, ε)

C(y, ξx, ε) = {z ∈ R
2|(z − y, ξx) ≥ cos(ε)‖z − y‖ and 0 < ‖z − y‖ < ε} ⊂ Ω.
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The constant M can be chosen arbitrary large but finite. We denote by Ω0 ∈ Lip and
Γ0 ⊂ G the “reference” domain and the “reference” boundary respectively (actually ∂Ω0 =
ΓD ∪ ΓN ∪ Γ0) of the initial shape before optimization.

Thus, the admissible class of domains can be defined as

Uad(Ω0) = {Ω ∈ Lip | ΓD ∪ ΓN ⊂ ∂Ω, Γ ⊂ G,

∫

Ω

dx = Vol(Ω0)}. (14)

Hence, in what follows, our purpose is to minimize the acoustic energy in Ω over all
admissible shapes Γ, keeping constant the volume of the initial domain Ω0, i.e., we want to
minimize

J(Ω, u) = A

∫

Ω

|u|2dx+B

∫

Ω

|∇u|2dx+ C

∫

Γ

|u|2dσ (15)

for the domain Ω ∈ Uad(Ω0) with Vol(Ω0) =
∫

Ω0
dx, A ≥ 0, B ≥ 0, C ≥ 0 positive constants

for any fixed ω > 0. In order to keep the volume constraint, instead of Eq. (15) we can also
consider the objective function

J1(Ω, u) = A

∫

Ω

|u|2dx+B

∫

Ω

|∇u|2dx+ C

∫

Γ

|u|2dσ + µ(Vol(Ω)−Vol(Ω0))
2, (16)

where µ is some (large) positive constant penalizing the volume variation.
Let us prove the existence of an optimal shape:

Theorem 2. Let Ω0 ⊂ D be a domain of the class Lip with a Lipschitz boundary ∂Ω0 of
bounded length, such that ΓD ∪ ΓN ⊂ ∂Ω0 and Γ0 = ∂Ω0 \ (ΓD ∪ ΓN ) ⊂ G, Uad be defined
by (14) and ω > 0 be fixed. For the objective function J(Ω), defined in (15), the shape
optimization problem infΩ∈Uad(Ω0) J(Ω) has at least one minimum solution (there exists at
least one optimal shape Γ).

Proof. Let us start by noticing that, since all Ω ∈ Uad(Ω0) are included in the same domain
D, it follows that the Poincaré constants in Theorem 1 can all be bounded by the same
constant C(Vol(D)) depending only on the volume of D.

Secondly, (see [30] Theorem 2.4.10 p. 56 and p. 145) Uad(Ω0) is closed with respect to the
Hausdorff convergence (i.e. if (Ωn)n∈N∗ ⊂ Uad(Ω0) and dH(D \Ωn, D \Ω) → 0 for n→ +∞,
which means that Ωn → Ω in the sense of Hausdorff, then Ω ∈ Uad(Ω0)), but also in the
sense of characteristic functions, (i.e. if (Ωn)n∈N∗ ⊂ Uad(Ω0) and 1Ωn

→ 1Ω for n → +∞
in Lploc(R

2) for all p ∈ [1,∞[, then Ω ∈ Uad(Ω0)) and also in sense of compacts (if for all
K compact in Ω it follows that K ⊂ Ωn and for all O compact in D \ Ω it follows that
O ∈ D \ Ωn for a sufficiently large n, then Ω ∈ Uad(Ω0)).

Let (Ωn)n∈N∗ ⊂ Uad(Ω0) be a minimizing sequence of the functional J(Ω) (it exists since
J(Ω) ≥ 0). Hence, also by [30] Theorem 2.4.10 p.56, there exist a domain Ω ∈ Uad(Ω0) and
a subsequence (Ωnk

)k∈N converging in these three senses to Ω and such that Ωnk
and Γnk

converge in the sense of Hausdorff to Ω and Γ respectively (all other boundary parts are the
same as the sequence is in Uad(Ω0)). In the aim to abbreviate the notations, in what follows
the index nk is changed to n.

Let us consider now the solutions (un)n∈N∗ of the Helmholtz problem on (Ωn)n∈N∗ .
Using [13] that the norm of the extension operator E : H1(Ω) → H1(R2) for all Ω ∈ Uad(Ω0),
as domains with Lipschitz boundaries and of finite perimeter, is uniformly bounded, i.e there
exists a constant CE > 0 independent of n such that

‖Eun|D‖H1(D) ≤ CE‖un‖H1(Ωn), (17)

we deduce that the sequence (Eun|D)n∈N∗ is bounded in H1(D):

‖Eun|D‖H1(D) ≤ CE‖un‖H1(Ωn)

≤ CEC(α, ω, Cp(Ωn))
(

‖f‖L2(Ωn) + ‖g‖
H

1
2 (ΓD)

+ ‖h‖V (Ωn)

)

≤ CEC(α, ω,Vol(D))
(

‖f‖L2(D) + ‖g‖
H

1
2 (ΓD)

+ CE‖h‖V (D)

)

,
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which means that there exists a constant C > 0 independent of n such that

‖Eun|D‖H1(D) ≤ C for all n.

Here, in addition to the uniform boundedness of the extension operators, we have also
used (10) and the fact that ΓD is the same for all n. Consequently, there exists u∗ ∈ H1(D)
such that Eun|D ⇀ u∗ in H1(D). By compactness of the trace operator TrΓ : H1(D) →
L2(Γ) and of the inclusion of H1(D) in L2(D) (see Theorem 4), we directly have that
TrΓ(Eun|D) → TrΓ(u

∗) in L2(Γ) and Eun|D → u∗ in L2(D).
Let us show that u∗ is equal to the weak solution u of (9) on Ω.
From the variational formulation (9), taking f ∈ L2(D) and h ∈ V (D), let us consider

linear functionals defined for a fixed v ∈ V (D) and for all wn and w in V (D)

Fn[wn, v] =(∇wn,∇v)L2(Ωn) − ω2(wn, v)L2(Ωn) + (αwn, v)L2(Γn)

+ (f, v)L2(Ωn) − (TrΓn
h, v)L2(Γn),

F [w, v] =(∇w,∇v)L2(Ω) − ω2(w, v)L2(Ω) + (αw, v)L2(Γ)

+ (f, v)L2(Ω) − (TrΓ h, v)L2(Γ).

We start by showing that as soon as wn ⇀ w in V (D)

∀v ∈ V (D) Fn[wn, v] → F [w, v] for n→ +∞. (18)

Thus we consider

|Fn[wn, v]− F [w, v]| ≤ |(∇wn,1Ωn
∇v)L2(D) − (∇w,1Ω∇v)L2(D)|

+ω2|(wn,1Ωn
v)L2(D) − (w,1Ωv)L2(D)|

+
∣

∣(αwn, v)L2(Γn) − (αw, v)L2(Γ)

∣

∣+ |(f, (1Ωn
− 1Ω)v)L2(D)|

+|(TrΓn
h, v)L2(Γn) − (TrΓ h, v)L2(Γ)|.

Since Ωn → Ω in the sense of characteristic functions and v ∈ H1(D), we directly have
that 1Ωn

∇v → 1Ω∇v in L2(D), which with wn ⇀ w in V (D) gives that

(∇wn,1Ωn
∇v)L2(D) → (∇w,1Ω∇v)L2(D) for n→ +∞.

By the compactness of the inclusion of H1(D) in L2(D), wn → w in L2(D) and by the
convergence of the characteristic functions 1Ωn

v → 1Ωv in L2(D), hence we also have

(wn,1Ωn
v)L2(D) → (w,1Ωv)L2(D)

and similarly, (f, (1Ωn
− 1Ω)v)L2(D) → 0.

Let us prove that

∀v ∈ C(D) ∩ V (D) (αwn, v)L2(Γn) → (αw, v)L2(Γ). (19)

Thanks to [37] Theorem 1.1.6/2, for all domains Ω ∈ Uad(Ω0) and D itself, the space
C∞(Ω) ∩ V (Ω) is dense in V (Ω). Thus there exists a sequence (φm)m∈N ⊂ C∞(D) ∩ V (D)
converging strongly to w ∈ V (D). Therefore, following [11] we have

∣

∣

∣

∣

∫

Γn

TrwnTrvds−
∫

Γ

TrwTrvds

∣

∣

∣

∣

≤

≤
∣

∣

∣

∣

∫

Γn

|Trwn − Trw||Trv|ds
∣

∣

∣

∣

+

∣

∣

∣

∣

∫

Γn

|Trw − Trφm||Trv|ds
∣

∣

∣

∣

+

∣

∣

∣

∣

∫

Γn

TrφmTrvds−
∫

Γ

TrφmTrvds

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

Γ

|Trφm − Trw||Trv|ds
∣

∣

∣

∣

. (20)
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We start by estimating the first term in (20):

∣

∣

∣

∣

∫

Γn

|Trwn − Trw||Trv|ds
∣

∣

∣

∣

≤ ‖Tr(wn − w)‖L2(Γn)‖Trv‖L2(Γn).

Moreover, there exists a positive constant Cσ > 0 independent of n such that for 1
2 < σ ≤ 1

it holds
∀w ∈ Hσ(R2) ‖TrΓn

w‖2L2(Γn)
≤ Cσ‖w‖2Hσ(R2). (21)

It is a direct corollary of the proof of [11] Theorem 5.3 and the fact that the lengths of Γ
and all Γn are finite and bounded by a constant, denoted by M . In addition,

‖Trv‖L2(Γn) ≤ Vol(Γn)‖v‖L∞(D) ≤M‖v‖L∞(D).

Moreover, by Theorem 5.8 [11], for D (but also for all domains in Uad(Ω0)) there exists a
bounded linear extension operator Eσ : Hσ(D) → Hσ(R2), 1

2 < σ ≤ 1, with

‖Eσv‖Hσ(R2) ≤ CD‖v‖Hσ(D). (22)

Hence, applying (21) and (22), we obtain that

‖Tr(wn − w)‖L2(Γn) ≤ Cσ‖Eσ(wn − w)‖Hσ(R2) ≤ CσCD‖wn − w‖Hσ(D),

from where, by the compactness of the embedding of H1(D) in Hσ(D) for 1
2 < σ < 1, we

finally have that ‖wn − w‖Hσ(D) → 0 for n → +∞ and consequently the first term in (20)
converges to 0 for n→ +∞.

For the second term (and in the same way the last term) in (20), as previously we directly
find

∣

∣

∣

∣

∫

Γn

|Trw − Trφm||Trv|ds
∣

∣

∣

∣

≤ C‖w − φm‖H1(D) → 0 for m→ +∞

with a constant C > 0 independent of n. For the last term we simply replace Γn by Γ,
knowing that Ω ∈ Uad(Ω0). Hence, for all ε > 0 there exists k ∈ N (uniformly on n) such
that

∀m ≥ k max

{∣

∣

∣

∣

∫

Γn

|Trw − Trφm||Trv|ds
∣

∣

∣

∣

,

∣

∣

∣

∣

∫

Γ

|Trφm − Trw||Trv|ds
∣

∣

∣

∣

}

< ε.

Thus, let us fix such an m.
Finally, for the third term in (20), it is sufficient to prove that

∫

Γn
dx →

∫

Γ dx for

n → +∞, which, by the continuity and the boundedness of φmv in D with a standard
density argument, implies

∫

Γn

|TrφmTrv|ds→
∫

Γ

|TrφmTrv|ds for n→ +∞. (23)

Let us now prove that
∫

Γn
dx→

∫

Γ dx for n → +∞: for a function g ∈ H2(D), since D

and all Ωn and Ω are Lipschitz domains in R2, we have g ∈ C(Ωn) and its normal derivative
on Γn belongs to L2(Γn) for all n. We apply the Green formula to integrate by parts

∣

∣

∣

∣

∫

Γn

∂g

∂ν
ds−

∫

Γ

∂g

∂ν
ds

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Ωn

∆g −
∫

Ω

∆g

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

R2

(1Ωn
− 1Ω)∆g

∣

∣

∣

∣

≤ ‖(1Ωn
− 1Ω)‖L2‖∆g‖L2 → 0,

where, in order to avoid repetitive notations, we have denoted by ν the unit external normal
vector to a boundary, and where, in the Green formula, we have used the fact that Ω and
Ωn have the same boundary, except for Γ and Γn.
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Consequently, for a given ψ ∈ H1(R2) ∩ C(R2), there exists a function g ∈ H2(D) such
that ∂g

∂ν = Trψ, and, applying the above argument, we get

∣

∣

∣

∣

∣

∫

Γj

Trψds−
∫

Γ

Trψds

∣

∣

∣

∣

∣

→ 0.

Therefore, for the sufficiently large m that we have fixed, we also have that

∀ε > 0 ∃p ∈ N : ∀n ≥ p

∣

∣

∣

∣

∫

Γn

|TrφmTrv|ds−
∫

Γ

|TrφmTrv|ds
∣

∣

∣

∣

< ε.

Putting all results together for the four terms of (20), we obtain (19), which by the density
of C(D) ∩ V (D) in V (D), also holds for all v ∈ V (D). Consequently, we also have, as
h ∈ V (D)

∀v ∈ V (D) (TrΓn
h, v)L2(Γn) → (TrΓh, v)L2(Γ) for n→ +∞.

This concludes the proof of (18).
Hence, taking wn = Eun|D ∈ V (D), i.e. the extensions of solutions on Ωn, which are

uniformly bounded and weakly converge to u∗ ∈ V (D), we find that for all v ∈ V (D)

0 = Fn[Eun|D, v] → F [u∗, v] = 0 for n→ +∞.

This means that u∗ is a weak solution on Ω, and by the uniqueness of the weak solution on
Ω, u∗|Ω = u.

In order to conclude on the existence of a minimum of J , we shall prove that

lim
n→+∞

J(Ωn) = J(Ω),

which will be obtained if (1Ωn
Eun|D)n∈N∗ converges strongly to 1ΩEu|D in V (D). Firstly,

we find in the same way as previously (see [12]) that

∣

∣

∣

∣

∫

Γn

|Trwn|2ds−
∫

Γ

|Trw|2ds
∣

∣

∣

∣

→ 0 for n→ +∞. (24)

Then, once again, by the fact that the weak convergence of (Eun|D)n∈N∗ to Eu|D in V (D)
implies the strong convergence in L2(D) and by (19) and (24), we find

lim
n→+∞

‖1Ωn
Eun|D‖2V (D) = lim

n→+∞

(

ω2‖1Ωn
Eun|D‖2L2(D) − i

∫

Γn

Imα|Trun|2ds

−
∫

D

1Ωn
fEun|Ddx+

∫

Γn

TrhTr unds

)

= ω2‖1ΩEu|D‖2L2(D)

− i

∫

Γ

Imα|Tr u|2ds−
∫

D

1ΩfEu|Ddx+

∫

Γ

Tr hTruds = ‖u‖2V (Ω).

Since we have at the same time the weak convergence and the convergence of norms, it
implies the strong convergence in V (D) and hence finishes the proof.

4 Shape derivative

We respectively denote by Ω0 and Γ0 the domain and the boundary of the initial shape
before optimization. The optimization step modifies the initial shape of Ω0 to Ω = (Id +
θ)Ω0, according to the map x ∈ Ω0 7→ (x+ θ(x)) ∈ Ω and following the vector field θ ∈
W 1,∞(R2,R2). Here Id is the identity map x ∈ R2 7→ x ∈ R2, W 1,∞(R2,R2) is the space
of Lipschitz functions φ from R2 to R2, such that φ and ∇φ are uniformly bounded in R2.
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Using the notations |·|R2 for the Euclidean norm in R2 and |·|R2×2 for the matrices Euclidean
norm on R2, we define the norm on W 1,∞(R2,R2) by

‖φ‖W 1,∞(R2,R2) = sup
x∈R2

(|φ(x)|R2 + |∇φ(x)|R2×2 ) .

Hence
(

W 1,∞(R2,R2), ‖ · ‖W 1,∞(R2,R2)

)

is a Banach space.
Let us start by introducing the definition of the shape derivative of a function (see [4]).

Without loss of generality, we always consider the two dimensional case (n = 2).

Definition 1 (Shape derivative). Let

C(Ω0) = {Ω ⊂ D | ∃θ ∈ W 1,∞(R2,R2), ‖θ‖W 1,∞(R2,R2) < 1, Ω = (Id+ θ)Ω0}.

The shape derivative of a function K(Ω) : C(Ω0) → R at Ω0 is defined as the Fréchet
derivative in W 1,∞(R2,R2) at 0 of the function θ 7→ K (Id+ θ) (Ω0), i.e.,

K (Id+ θ) (Ω0) = K(Ω0) +K ′(Ω0)(θ) + o(θ) with lim
θ→0

‖o(θ)‖L∞(R2)

‖θ‖W 1,∞(R2,R2)
= 0,

where K ′(Ω0) is a continuous linear form on W 1,∞(R2,R2).

We prove the following theorem:

Theorem 3. Let Ω0 be a bounded domain in R2 with a connected boundary ∂Ω0 ∈ C3,
divided in three disjoint parts ∂Ω0 = Γ0 ⊔ ΓD ⊔ ΓN . Let Ω ∈ Uad(Ω0), defined in (14),
and such that ∂Ω = Γ ⊔ ΓD ⊔ ΓN with Γ = (Id + θ)Γ0 (θ ∈ W 1,∞(R2,R2) ∩ C1(R2,R2)
and ‖θ‖W 1,∞ < 1). Let u(Ω0) ∈ H3(Ω0) be the solution of problem (2) in Ω0 with h = 0,

g ∈ H
5
2 (ΓD) and f ∈ H1(R2) (see Theorem 1). Then the shape derivative of the objective

function J1 defined by Eq. (16), is given by

J ′
1(Ω0)(θ) =

∫

Γ0

(θ · n)(−V)ds, (25)

where n is the exterior normal vector on Γ0, and the velocity −V is given by

− V =
(

A|u|2 +B|∇u|2 + 2B|α|2|u|2 − 4CRe(α)|u|2 + CH |u|2
)

+Re
(

−∇u · ∇w + ω2uw − fw − αHuw + 2α2uw
)

+ 2µ (Vol(Ω)−Vol(Ω0)) (26)

in which H is the curvature of the boundary Γ0, and w ∈ V (Ω0) (V (Ω0) is defined Eq. (8))
is the unique solution of the adjoint problem corresponding to u:



















△w + ω2w = −2 (Aū(Ω0)−B△ū(Ω0)) x ∈ Ω0,

w = 0 on ΓD,
∂w

∂n
= 0 on ΓN ,

∂w

∂n
+ αw = −2Bᾱū(Ω0) + 2Cū(Ω0) on Γ0.

(27)

The proof of Theorem 3 uses the notion of Eulerian derivative and Remark 6.29 p. 138
of Ref. [4]. It closely follows the proof of Theorem 6.38 pp. 145–146 of G. Allaire [4] (see
also on p. 144 the proof of Corollary 6.36), and hence is omitted.

5 Shape optimization algorithm

We want to solve numerically, using the gradient descent method, the following minimization
problem: for ω > 0 and Ω0 given, find Ωopt ∈ Uad(λ,Ω0), such that

J1(Ω
opt) = min

Ω∈Uad(λ,Ω0)
J1(Ω).
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We notice that if the velocity V , defined in Eq. (26), follows the outward normal direction,
or equivalently, if θ · n = V , then Eq. (25) implies that

J ′
1(Ω0)(θ) = −

∫

Γ0

V2ds < 0,

which ensures the decreasing behavior of the objective function. In order to calculate the
velocity V , we need to know u, the solution of the Helmholtz equation in Ω0, but also w, the
solution of the adjoint problem and the curvature H . Inspired by [4, 42, 43], we construct
a shape optimization algorithm composed of the following steps:

(i) Solving the Helmholtz equation (2) and its adjoint problem (27) by a cell-centered
finite difference scheme on a square Cartesian mesh covering Ω.

(ii) Calculating the velocity V of the Robin boundary Γ, based on formula (26), and then
extending this velocity in the direction of the normal vector on the whole domain D,
or at least around the Robin boundary.

(iii) Solving the level set equation to obtain a new shape.

If J ′
1(Ω)(θ) ≥ 0, then Ω is an optimal domain, and the algorithm stops. In order to describe

the shape of the domain, we use a concept of level sets. More precisely, the level set function
ψ of the domain Ω ⊂ D is defined by







ψ(x) = 0 iff x ∈ (∂Ω ∩D),
ψ(x) < 0 iff x ∈ Ω,
ψ(x) > 0 iff x ∈ (D \ Ω).

The level set method, initially devised by S. Osher and J-A. Sethian in Ref. [42], allows, not
only to define implicitly the domain, but also to follow easily the propagation of the boundary
during the evolution process. Let us take into account a particle x(t) on the boundary, which
propagates in time, hence it has the zero-level set all time, i.e., ψ(x(t), t) = 0. By the chain
rule, it yields that

ψt + x′(t) · ∇ψ (x(t), t) = 0. (28)

If V is the velocity in the outward normal direction of the boundary, i.e. x′(t) · n = V , with
n = ∇ψ

|∇ψ| , then from Eq. (28), we obtain a so-called level set equation

ψt + V|∇ψ| = 0, (29)

associated with the initial condition ψ|t=0 = ψ0(x), defined by the signed distance function

ψ0(x) = ±dist[x,Γ], x ∈ D. (30)

In the last formula, Γ is the Robin boundary, and the sign plus (or minus) corresponds to
outside (or inside) of the domain Ω. This equation is of Hamilton-Jacobi type, and in what
follows we call it the Hamilton-Jacobi equation. Let us notice, that we need to calculate
the solution of the Hamilton-Jacobi equation (29) not only in Ω, but in D, and thus, we
need to know V for all x ∈ D. Hence, knowing initially V only in Ω by formula (26), we
need to extend it to all D. More precisely, to calculate numerically −V on Ω (see Eq. (26)),
we first find numerically the solutions u of the Helmholtz problem (2) and w of the adjoint
problem (27) and then evaluate ∇u and ∇w. The curvature H is calculated, on the basis
of the level set function ψ, by the following equality

H = ∇ · ∇ψ
|∇ψ| =

ψyyψ
2
x − 2ψxψyψxy + ψxxψ

2
y

(

ψ2
x + ψ2

y

)3/2
.
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Once we know V in Ω, we extend it outside of the domain [41, 43], solving until the stationary
state the equation

φt + β(x, y)∇φ · n = 0,

with the initial condition φ(t = 0) equal to V inside the domain Ω and zero elsewhere. Here
n is defined everywhere in D by ∇ψ

|∇ψ| and β is zero or one corresponding to inside or outside

of the domain Ω.
In the aim to penalize too complicated geometries of Γ, the mesh, used to solve the

Hamilton-Jacobi equation, is chosen coarser than the mesh used to solve the Helmholtz
equation. We use an upwind scheme for solving the Hamilton-Jacobi equation [41, 43] and
discretize Eq. (29) as follows

ψn+1
ij − ψnij

∆t
+
[

max (Vij , 0)∇+ +min (Vij , 0)∇−
]

= 0, (31)

where

∇+ =
[

max
(

D−x
ij , 0

)2
+min

(

D+x
ij , 0

)2
+max

(

D−y
ij , 0

)2
+min

(

D+y
ij , 0

)2
]1/2

,

∇− =
[

max
(

D+x
ij , 0

)2
+min

(

D−x
ij , 0

)2
+max

(

D+y
ij , 0

)2
+min

(

D−y
ij , 0

)2
]1/2

,

D−x
ij =

ψn(i, j)− ψn(i− 1, j)

∆x
, D+x

ij =
ψn(i+ 1, j)− ψn(i, j)

∆x
,

D−y
ij =

ψn(i, j)− ψn(i, j − 1)

∆y
, D+y

ij =
ψn(i, j + 1)− ψn(i, j)

∆y
,

and ψ|t=0 = ψ0 is the signed distance function, defined in (30). With a space-step ∆x = ∆y
scheme (31) is stable under the following CFL condition

∆t ≤ ∆x

max(|V(x, y)|)
√
2
. (32)

6 Numerical experiments

For all numerical tests, presented below, we consider the rectangle D = [0, 3] × [0, 1], and
suppose that D always contains the domain Ω, on which we solve the Helmholtz equation.
The boundaries ΓN and ΓD are fixed, as it is shown on Figure 1, and Γ is the moving
boundary inside of G = [ 32 , 3] × [0, 1]. The initial Ω0 =]0, 2[×]0, 1[ has a flat boundary Γ0

fixed at x = 2. The characteristic lengths of Ω0 are ℓ = 1 and L = 2ℓ.
The Helmholtz equation is considered with a wave number k = ω

c0
, i.e,

∆u+ k2u = −f,
where c0 is the sound speed in air. We take

f = 0, g =
1

σ
√
2π

exp

(

− (y − 1/2)2

2σ2

)

with σ = 1 in the Helmholtz boundary value problem. For the chosen σ, the smallest
wavelength, excited by g, is λ = ℓ

2 . The parameter α in the Robin boundary condition
depends on the value of the frequency ω. It is calculated for ISOREL, using a minimization
of the difference between the solution of the problem with a volume dissipation (described
by a damped wave equation) and the solution of the problem with the boundary dissipation
for the flat shape of Γ (see Theorem 5). We solve the Helmholtz boundary value problem on
a fine mesh with the size h = ℓ

64 . For waves with the wavelength equal to ℓ
2 , this typically

gives dispersion errors of the order 10−3, since the dispersion error due to the centered finite

difference approximation of the Laplacian is known to be (kh)2

24 , with kh = 2π
32 here. We

perform the level set approach for the optimization algorithm on the coarse mesh of the size
κ = 2h = ℓ

32 (in the aim of a penalization of too much complicated shapes of Γ). However,
we notice that κ≪ λ.
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6.1 Properties of the optimization algorithm

Let us illustrate the stability properties of the optimization algorithm.

(a) Ωa
0 (b) Ωa

opt (c) Ωb
0 (d) Ωb
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0

Figure 2: The values of |u|2 are presented on two initial and optimal domains for the
fixed frequency ω0 = 3170. From left to right: the initial domain Ωa0 and the corresponding
optimal domain Ωaopt = Ωa11, the initial domain Ωb0, taken in a small neighborhood of Ωa0 , and

the corresponding optimal domain Ωbopt = Ωb10. We see that Ωaopt is in a small neighborhood

of Ωbopt (the shapes of Γa and Γb are almost the same). The values of J are also almost

the same: J(Ωaopt)(ω0) ≈ 0.1458 and J(Ωbopt)(ω0) ≈ 0.1458. As compared to the flat shape

Ω0 = [0, 2]× [0, 1], for which J(Ω0)(ω0) = 4.286, we have J(Ω0)(ω0)/J(Ω
a
opt)(ω0) = 27.492,

hence the optimal shapes dissipate the energy 27.5 times better than the flat one. The
bottom pictures show the convergence of the optimization algorithm for two cases of initial
domain: for Ωa0 in the left and for Ωb0 in the right.

We fix the frequency ω0 = 3170, which is a local maximum of

J(Ω)(ω) =

∫

Ω

|u|2dx,

calculated for Ω0 =]0, 2[×]0, 1[ in a range of frequencies, for instance, ω ∈ [3000, 6000]. This
time we chose A = 1 and B = C = 0 for the simulation of the acoustical energy.

If we start the optimization algorithm one time from Ω0 = Ωa0 and the second time from
Ω0 = Ωb0, such that the Hausdorff distance dH(Ωa0 ,Ω

b
0) < ε is small enough, then the optimal

shapes Ωaopt and Ωbopt are “almost the same”, i.e. there exists C > 0, depending only on ε,
such that the Hausdorff distance

dH(Ωaopt,Ω
b
opt) < C(ε)dH(Ωa0 ,Ω

b
0)

is also small. Hence, |J(Ωaopt)(ω0) − J(Ωbopt)(ω0)| ≪ 1 is also small by the continuity of J
as a function of the domain; see Figure 2 for a numerical example.

Let us also notice, that, as for the question of Mark Kac “Can one hear the shape of a
drum?” [25, 26, 24], we don’t have the uniqueness of the optimal shape Γ, since different
shapes can have the same spectrum and be identically efficient in the dissipation of the
energy in the fixed range of frequency. Figure 3 illustrates the case, when the initial shape

15



(a) initial Ωflat
0 (b) Ωflat

opt (c) initial Ωc
0 (d) Ωc

opt

 

 

0

0.5

1

0 5 10 15 20

10
0

 

 

0 5 10 15 20
−0.05

0

0.05

iteration

 

 

vol − vol
0

J + µ (vol
0
 − vol)

2

J

(f) Convergence starting by Ωflat
0

0 5 10 15 20

10
−0.7

10
−0.2

 

 

0 5 10 15 20
−0.02

0

0.02

iteration

 

 

J + µ (vol
0
 − vol)

2

J

vol − vol
0

(g) Convergence starting by Ωc
0

Figure 3: The values of |u|2 are presented on two initial and optimal domains for the fixed
frequency ω0 = 3170. From left to right: the initial domain Ωflat

0 and the corresponding
optimal domain Ωflat

opt, the initial domain Ωc0, significantly different to Ωflat
0 and to Ωflat

opt,

taken with characteristic geometric scales which are almost the same as for Ωflat
opt, and the

corresponding optimal domain Ωcopt. We see that Ωflat
opt is not in a small neighborhood of Ωc

opt

(the shapes of Γa and Γb are really different). But the values of J for ω0 = 3170 are also
almost the same: J(Ωflat

opt) = 0.1654 and J(Ωc
opt) = 0.1659.
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Figure 4: The objective function J as a function of ω for the flat shape Ω0, for the optimal
shape Ωflat

opt (see Figure 3) and for the optimal shape Ωcopt (see Figure 3).

Ω0 = Ωc0 is not in a small neighborhood of Ωaopt and the characteristic geometric scales of
Ωc0 are almost the same as for Ωaopt. For this choice of Ωc0 we obtain that Ωcopt is not in a

small neighborhood of Ωflat
opt, but we still have |J(Ωcopt)(ω0) − J(Ωaopt)(ω0)| ≪ 1. Moreover,

Figure 4 shows, that the values of the functional |J(Ωcopt)(ω)− J(Ωaopt)(ω)| ≪ 1 are almost
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the same for all ω in a rather large neighborhood of ω0.
Figure 4 also shows that the minimization process for one given frequency (here ω0 =

3170, corresponding to the middle peak of J(Ωflat)) is very efficient, but it creates peaks
at other frequencies, and so, we need a strategy to find the most efficient shape, able to
dissipate the acoustical energy in a large range of frequencies.

6.2 Optimized “simple” wall for a large range of frequencies

(a) Ω0 (b) Ω1 (c) Ω2 (d) Ω3

(e) Ω4 (f) Ω5 (g) Ω6 (h) Ω7

Figure 5: Shapes, which are used in the optimization algorithm process: from left to right
in the top line- Ω0 (the initial shape), Ωk, k = 1, 2, 3, and from left to right in the bottom
line - Ωk, k = 4, 5, 6, 7. The domain Ω7 is generated manually in the aim to simplify the
final shape Ω6.

In this subsection, we are searching a shape of the wall Ω, which could be as absorbing
as possible in terms of the acoustic energy J(Ω)(ω) =

∫

Ω |u|2dx in a large range of frequen-
cies with the simplest possible design. Let us fix the range of frequencies for the energy
dissipation: ω ∈ [3000, 6000].

As in subsection 6.1, we fix the frequency ω0 = 3170 of a local maximum of J on
Ωflat =]0, 2[×]0, 1[. We perform the shape optimization algorithm for this frequency, taking
as the initial shape Ω0, given on Figure 5, and we obtain Ω1, optimal at ω = 3170. Noticing
that all local maxima of J(Ω1) are smaller than the local maxima of J(Ωflat) (see Figure 6),
we choose Ω1 as the initial domain and restart the optimization algorithm, minimizing in
the neighborhood of Ω1 the sum of functionals

∑3
k=1 J(Ω)(ωk), where ω1 = 3410, ω2 = 4025

and ω3 = 4555 are the local maxima of J(Ω1). This minimization gives the optimal shape
Ω2, such that

1. Ω2 is almost optimal in the neighborhood of ωk for k = 0, 1, 2, 3;

2. all local maxima of J(Ω2) are smaller than the local maxima of J(Ω1).

Choosing ω4 = 3625 and ω5 = 4240, corresponding to the local maxima of J(Ω2), we take Ω2

as the initial domain and restart the optimization algorithm, minimizing J(Ω)(ω4)+J(Ω)(ω5)
to obtain the optimal shape Ω3, such that

1. Ω3 is almost optimal in the neighborhood of ωk for k = 0, . . . , 5;

2. all local maxima of J(Ω3) are smaller than the local maxima of J(Ω2).
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Figure 6: The values of the objective function J(Ω0) (A = 1, B = 0, C = 0) for the flat
shape as a function of ω ∈ [3000, 6000] are presented by the line with circles, the values of
J(Ω1) (see Figure 5 for the shape of Ω1) are presented by the line with squares, the values
of J(Ω2) by the line with stars, those of J(Ω3) by the line with empty rhombus, those of
J(Ω4) by the line with arrows, those of J(Ω5) by the line with full rhombus, and those of
J(Ω6) by the black dash-dotted line.
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Figure 7: Comparison of the dissipative properties of the flat shape Ωflat, the optimal Ω6

and of its simplification Ω7. The values of J(Ωflat), of J(Ω6) and of J(Ω7) (A = 1, B =
0, C = 0) as functions of ω ∈ [3000, 6000] are given by the lines with circles, squares and
stars respectively.

We iterate this process up to Ω6 and we are stopped by the restriction that Γ must be
contained in the area G = [ 32 , 3]× [0, 1].

The shape of Ω6 contains multiscale details, which ensures the dissipative performances
of the wall in a large range of frequencies (see Figure 6). Thinking about the demolding
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process of wall construction, we simplify the geometry of Ω6, deleting the multi-scales and
keeping only the largest characteristic scale of Ω6 (see the domain Ω7, generated by hand,
on Figure 5). As we can see from Figure 7, since we have kept almost unchanged the largest
characteristic geometric size for Ω6 and Ω7, the energy dissipation is also almost the same in
the corresponding range of frequencies (see red and green lines for [3000, 3700] on Figure 7).
As all smaller scale details have been deleted, the shape of Ω7 is not as good as the shape
of Ω6 to dissipate higher frequencies (see lines with squares and stars for [3700, 6000] on
Figure 7). Hence, Figure 7 shows that the compromises between two desired properties “to
be the most dissipative” (as Ω6 here) and “to be simple to construct” (on the example of
Ω7) is not too bad, especially if we know the most important frequencies to dissipate.

Figures 8–10 show the energy distribution for three values of frequencies illustrating the
three typical cases: J(Ω6) ≈ J(Ω7), J(Ω6) < J(Ω7) and J(Ω7) has its local maximum (see
Figure 7).
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Figure 8: Energy distribution in Ωflat, Ω6 and Ω7 respectively for ω = 3235, corresponding
to the case when J(Ω6) ≈ J(Ω7) are almost the same (precisely J(Ω6) = 0.2841, J(Ω7) =
0.2829)
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Figure 9: Energy distribution in Ωflat, Ω6 and Ω7 respectively for ω = 3495, corresponding
to the case when J(Ω6) = 0.4767 and J(Ω7) = 0.5077 take slight different values.
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Figure 10: Energy distribution in Ωflat, Ω6 and Ω7 respectively for ω = 3415, the frequency
which yields a local maximum of the objective function on the domain Ω7.

19



7 Conclusion

Started by the well-posedness result on the largest class of domains with d-set boundaries
including even fractal boundaries, we showed that the problem of finding an optimal shape for
the Helmholtz problem with a dissipative boundary has at least one solution. We developed
an algorithm and numerical methods allowing to calculate optimal shapes numerically. With
the purpose to find the most efficient and the simplest, easy to construct, shape of a noise
absorbing wall to dissipate the energy of a sound wave in a range of frequencies, we show
numerically that if we simplify the obtained optimal shape, by deleting the smaller scales of
the geometry, the new shape is efficient in the frequencies corresponding to its characteristic
geometry scale length, but no more efficient in the higher frequencies.

A d-sets and trace theorems on a d-set

Let us define the main notions which we use in Theorem 1.

Definition 2 (Ahlfors d-regular set or d-set [31]). Let F be a Borel subset of Rn and md

be the d-dimensional Hausdorff measure, 0 < d ≤ n, d ∈ R. The set F is called a d-set, if
there exist positive constants c1, c2 > 0,

c1r
d ≤ md(F ∩Br(x)) ≤ c2r

d, for ∀ x ∈ F, 0 < r ≤ 1,

where Br(x) ⊂ Rn denotes the Euclidean ball centered at x and of radius r.

In particular, n-sets (d-set with d = n) satisfy

∃c > 0 ∀x ∈ Ω, ∀r ∈]0, δ[∩]0, 1] m(Br(x) ∩ Ω) ≥ Cm(Br(x)) = crn,

where m(A) denotes the Lebesgue measure of a set A. This property is also called the
measure density condition [28]. Let us notice that an n-set Ω cannot be “thin” close to its
boundary ∂Ω.

The trace operator on a d-set is understood in the following way:

Definition 3 (Trace operator). For an arbitrary open set Ω of Rn, the trace operator Tr is
defined [31] for u ∈ L1

loc(Ω) by

Tru(x) = lim
r→0

1

m(Ω ∩Br(x))

∫

Ω∩Br(x)

u(y)dy,

where m denotes the Lebesgue measure. The trace operator Tr is considered for all x ∈ Ω
for which the limit exists.

Hence, the following Theorem (see Ref. [6] Section 2) generalizes the classical results [35,
36] for domains with the Lipschitz boundaries ∂Ω:

Theorem 4. Let Ω be an admissible domain in Rn in the sense of Ref. [6], i.e. Ω is an
n-set, such that its boundary ∂Ω is a compact d-set, n− 2 < d < n, and the norms ‖f‖H1(Ω)

and ‖f‖C1
2(Ω) = ‖f‖L2(Ω) + ‖f ♯1,Ω‖L2(Ω) with

f ♯1,Ω(x) = sup
r>0

r−1 inf
c∈R

1

µ(Br(x))

∫

Br(x)∩Ω

|f(y)− c|dy

are equivalent on H1(Ω). Then,

1. H1(Ω) is compactly embedded in Lloc2 (Ω) or in L2(Ω) if Ω is bounded;

2. TrΩ : H1(Rn) → H1(Ω) is a linear continuous and surjective operator with linear
bounded inverse (the extension operator EΩ : H1(Ω) → H1(Rn));
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3. for β = 1− (n− d)/2 > 0 the operators Tr : H1(Rn) → L2(∂Ω), and Tr∂Ω : H1(Ω) →
L2(∂Ω) are linear compact operators with dense image Im(Tr) = Im(Tr∂Ω) = B2,2

β (∂Ω)

and with linear bounded right inverse (the extension operators) E : B2,2
β (∂Ω) →

H1(Rn) and E∂Ω : B2,2
β (∂Ω) → H1(Ω);

4. the Green formula holds for all u and v from H1(Ω) with ∆u ∈ L2(Ω):

∫

Ω

v∆udx+

∫

Ω

∇v.∇udx = 〈∂u
∂ν
,Trv〉((B2,2

β
(∂Ω))′,B2,2

β
(∂Ω)), (33)

where the dual Besov space (B2,2
β (∂Ω))′ = B2,2

−β(∂Ω) is introduced in Ref. [32].

5. the usual integration by parts holds for all u and v from H1(Ω) in the following weak
sense

〈uνi, v〉(B2,2
β

(∂Ω))′,B2,2
β

(∂Ω)) :=

∫

Ω

∂u

∂xi
vdx +

∫

Ω

u
∂v

∂xi
dx i = 1, . . . , n, (34)

where by uνi is denoted the linear continuous functional on B2,2
β (∂Ω).

6. ‖u‖H1(Ω) is equivalent to ‖u‖Tr =
(∫

Ω |∇u|2dx+
∫

∂Ω |Tru|2dmd

)
1
2 .

Theorem 4 is a particular case of the results proven in Ref. [6]. We also notice that in
the framework of the Sobolev space H1 and the Besov spaces B2,2

β with β < 1, as here, we
do not need to impose Markov’s local inequality on ∂Ω (see Ref. [31] p.39), as it is trivially
satisfied (see Ref. [33] p. 198). To prove formula (34) we follow the proof of formula (4.11) of
Theorem 4.5 in [15] using the existence of a sequence of domains (Ωm)m∈N∗ with Lipschitz
boundaries such that Ωm ⊂ Ωm+1 and Ω = ∪∞

m=1Ωm.

B Approximation of the damping parameter α in the

Robin boundary condition by a model with dissipa-

tion in the volume

Theorem 5. Let Ω =]− L,L[ × ] − ℓ, ℓ[ be a domain with a simply connected sub-domain
Ω0, whose boundaries are ] − L, 0[ ×{ℓ}, {−L} × ] − ℓ, ℓ[, ] − L, 0[ ×{−ℓ} and another
boundary, denoted by Γ, which is the straight line starting in (0,−ℓ) and ending in (0, ℓ). In
addition let Ω1 be the supplementary domain of Ω0 in Ω, so that Γ is the common boundary
of Ω0 and Ω1. The length L is supposed to be large enough.

Let the original problem (the frequency version of the wave damped problem (1)) be

−∇ · (µ0∇u0)− ω2ξ0u0 = 0 in Ω0, (35)

−∇ · (µ1∇u1)− ω2ξ̃1u1 = 0 in Ω1, (36)

with

ξ̃1 = ξ1

(

1 +
ai

ξ1ω

)

,

together with boundary conditions on Γ

u0 = u1 and µ0∇u0 · n = µ1∇u1 · n, (37)

and the condition on the left boundary

u0(−L, y) = g(y), (38)
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and some other boundary conditions. Let the modified problem be

−∇ · (µ0∇u2)− ω2ξ0u2 = 0 in Ω0 (39)

with boundary absorption condition on Γ

µ0∇u2 · n+ αu2 = 0 (40)

and the condition on the left boundary

u2(−L, y) = g(y). (41)

Let u0, u1, u2 and g be decomposed into Fourier modes in the y direction, denoting by
k the associated wave number. Then the complex parameter α, minimizing the following
expression

A||u0 − u2||2L2(Ω0)
+B||∇(u0 − u2)||2L2(Ω0)

can be found from the minimization of the error function

e(α) :=
∑

k= nπ
L
,n∈Z

ek(α),

where ek are given by

ek(α) = (A+B|k|2)
(

1

2λ0

{

|χ|2 [1− exp(−2λ0L)]

+|η|2 [exp(2λ0L)− 1]
}

+ 2LRe (χη̄)
)

+B
λ0
2

{

|χ|2 [1− exp(−2λ0L)] + |η|2 [exp(2λ0L)− 1]
}

− 2Bλ20LRe (χη̄)

if k2 ≥ ξ0
µ0
ω2 or

ek(α) = (A+B|k|2)
(

L(|χ|2 + |η|2) + i

λ0
Im {χη̄ [1− exp(−2λ0L)]}

)

+BL|λ0|2
(

|χ|2 + |η|2
)

+ iBλ0Im {χη̄ [1− exp(−2λ0L)]}

if k2 < ξ0
µ0
ω2, in which

f(x) = (λ0µ0 − x) exp(−λ0L) + (λ0µ0 + x) exp(λ0L),

χ(k, α) = gk

(

λ0µ0 − λ1µ1

f(λ1µ1)
− λ0µ0 − α

f(α)

)

,

η(k, α) = gk

(

λ0µ0 + λ1µ1

f(λ1µ1)
− λ0µ0 + α

f(α)

)

,

where






λ0 =
√

k2 − ξ0
µ0
ω2 if k2 ≥ ξ0

µ0
ω2,

λ0 = i
√

ξ0
µ0
ω2 − k2 if k2 ≤ ξ0

µ0
ω2.

(42)

Proof. First of all,

e(α) := A||u0 − u2||2L2(Ω0)
+B||∇(u0 − u2)||2L2(Ω0)

can be decomposed as a sum of ek(α)

e(α) :=
∑

k= nπ
L
,n∈Z

ek(α),
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with
ek(α) = A||u0,k − u2,k||2L2(]−L,0[)

+B||∇(u0,k − u2,k)||2L2(]−L,0[)
,

where we have decomposed decomposed u0, u1 and u2 into modes in the y direction, denoting
by k the associated wave number.

The mode u0,k solves

∂xxu0,k −
(

k2 − ξ0
µ0
ω2

)

u0,k = 0,

and thus
u0,k(x) = A0 exp(λ0x) +B0 exp(−λ0x), (43)

where λ0 is given in Eq. (42).
The mode u1,k solves

∂xxu1,k −
(

k2 − ξ̃1
µ1
ω2

)

u1,k = 0,

and thus
u1,k(x) = A1 exp(λ1x) +B1 exp(−λ1x), (44)

where

λ21 = k2 −
(

1 +
ai

ξ1ω

)

ξ1
µ1
ω2,

so that

λ1 =
1√
2

√

√

√

√

k2 − ξ1
µ1
ω2 +

√

(

k2 − ξ1
µ1
ω2

)2

+

(

aω

µ1

)2

− i√
2

√

√

√

√

ξ1
µ1
ω2 − k2 +

√

(

k2 − ξ1
µ1
ω2

)2

+

(

aω

µ1

)2

.

For large L, since Re(λ1) > 0, the value of A1 tend to 0, so that we may neglect the first
contribution in the right-hand side of (44). Consequently we consider the expression

u1,k(x) = B1 exp(−λ1x). (45)

Continuity conditions (37) and expressions (43) and (45) imply the following relations

A0 +B0 = B1 , µ0λ0(A0 −B0) = −µ1λ1B1,

from which we infer that

B0 =
λ0µ0 + λ1µ1

λ0µ0 − λ1µ1
A0,

and thus

u0,k(x) = A0

[

exp(λ0x) +
λ0µ0 + λ1µ1

λ0µ0 − λ1µ1
exp(−λ0x)

]

.

The decomposition of the boundary condition (38) into Fourier modes implies that u0,k(−L) =
gk, which gives the final expression

u0,k(x) = gk
[(λ0µ0 − λ1µ1) exp(λ0x) + (λ0µ0 + λ1µ1) exp(−λ0x)]
[(λ0µ0 − λ1µ1) exp(−λ0L) + (λ0µ0 + λ1µ1) exp(λ0L)]

. (46)

Let us now turn to the expression of u2,k. Since equation (39) is the same as that verified
by u0,k, both solutions have the same general form:

u2,k(x) = A2 exp(λ0x) +B2 exp(−λ0x).
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The Robin boundary condition (40) on Γ implies that

µ0λ0(A2 −B2) + α(A2 +B2) = 0,

which means that

u2,k(x) = A2

[

exp(λ0x) +
λ0µ0 + α

λ0µ0 − α
exp(−λ0x)

]

.

Application of the boundary condition (41) implies the final expression

u2,k(x) = gk
[(λ0µ0 − α) exp(λ0x) + (λ0µ0 + α) exp(−λ0x)]
[(λ0µ0 − α) exp(−λ0L) + (λ0µ0 + α) exp(λ0L)]

. (47)

Using (46) and (47), we have that

(u0,k − u2,k)(x) = χ(k, α) exp(λ0x) + η(k, α) exp(−λ0x), (48)

where the coefficients χ and η are computed from (46) and (47). In order to compute the L2

norm of this expression, we must first compute the square of its modulus (by η̄ is denoted
the complex conjugate of η):

|u0,k − u2,k|2(x) = |χ|2| exp(λ0x)|2 + |η|2| exp(−λ0x)|2 + 2Re
(

χη̄ exp(λ0x)exp(−λ0x)
)

.

Note that, according to the values of k, the expression above may be simplified into

|u0,k − u2,k|2(x) = |χ|2 exp(2λ0x) + |η|2 exp(−2λ0x) + 2Re (χη̄) ,

if k2 ≥ ξ0
µ0
ω2, or

|u0,k − u2,k|2(x) = |χ|2 + |η|2 + 2Re (χη̄ exp(2λ0x)) ,

if k2 < ξ0
µ0
ω2. Thus, we have for k2 ≥ ξ0

µ0
ω2

∫ 0

−L

|u0,k − u2,k|2(x)dx = 1
2λ0

{

|χ|2 [1− exp(−2λ0L)] + |η|2 [exp(2λ0L)− 1]
}

+2LRe(χη̄)

or, for k2 < ξ0
µ0
ω2,

∫ 0

−L

|u0,k − u2,k|2(x)dx = L(|χ|2 + |η|2) + i

λ0
Im {χη̄ [1− exp(−2λ0L)]} .

Now, we also have to compute the L2 norm of the gradient of (u0,k − u2,k). Noting that

∇(u0,k − u2,k) =

(

∂x(u0,k − u2,k)
ik(u0,k − u2,k)

)

,

it holds that
|∇(u0,k − u2,k)|2 = |k|2|u0,k − u2,k|2 + |∂x(u0,k − u2,k)|2.

With expression (48), it follows that

|∂x(u0,k − u2,k)|2 = |λ0|2
[

|χ|2 exp(2λ0x) + |η|2 exp(−2λ0x) − 2Re (χη̄)
]

,

if k2 ≥ ξ0
µ0
ω2, or

|∂x(u0,k − u2,k)|2 = |λ0|2
[

|χ|2 + |η|2 − 2Re (χη̄ exp(2λ0x))
]

,
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if k2 < ξ0
µ0
ω2, and thus

∫ 0

−L

|∂x(u0,k − u2,k)|2(x)dx =
λ0
2

{

|χ|2 [1− exp(−2λ0L)] + |η|2 [exp(2λ0L)− 1]
}

− 2λ20LRe (χη̄) ,

if k2 ≥ ξ0
µ0
ω2, or, if k2 < ξ0

µ0
ω2,

∫ 0

−L

|∂x(u0,k − u2,k)|2(x)dx = L|λ0|2
(

|χ|2 + |η|2
)

+ iλ0Im {χη̄ [1− exp(−2λ0L)]} .

Therefore, we can find α as the solution of the mentioned minimization problem.
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Figure 11: The real (top left) and imaginary (top right) parts of α and the sum of the errors
e∆x (in the bottom) as function of frequencies ω ∈ [600, 30000] calculated for the ISOREL
porous material.

Since the minimization will be done numerically and since the sequence (z,−z, z −
z, · · · ) = z(exp(i(j∆x)/∆x)) is the highest frequency mode that can be reached on a grid
of size ∆x, then, in practice, the sum may be truncated to

e∆x(α) :=
∑

k=nπ
L
,n∈Z,− L

∆x
≤n≤ L

∆x

ek(α).

For the equations (35)–(36), we use the same coefficients as for problem (1) and take the
values corresponding to a porous medium, called ISOREL, using in the building isolation.
More precisely we assume: φ = 0.7, γp = 1.4, σ = 142300N.m−4.s, ρ0 = 1.2kg/m3,
αh = 1.15, c0 = 340m.s−1. We could find the value of α presented in Figure 11.

Remark 2. Figure 11 allows us to compare the difference between two considered time-
dependent models for the damping in the volume and for the damping on the boundary. We
see that Re(α) is not a constant in general, but for ω → +∞ Im(α) is a linear function of ω.
In this sense, the damping properties of two models are almost the same, but the reflection
is more accurately considered by the damping wave equation in the volume.
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