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#### Abstract

We consider the XXX open spin- $1 / 2$ chain with the most general non-diagonal boundary terms, that we solve by means of the quantum separation of variables (SoV) approach. We compute the scalar products of separate states, a class of states which notably contains all the eigenstates of the model. As usual for models solved by SoV, these scalar products can be expressed as some determinants with a non-trivial dependance in terms of the inhomogeneity parameters that have to be introduced for the method to be applicable. We show that these determinants can be transformed into alternative ones in which the homogeneous limit can easily be taken. These new representations can be considered as generalizations of the well-known determinant representation for the scalar products of the Bethe states of the periodic chain. In the particular case where a constraint is applied on the boundary parameters, such that the transfer matrix spectrum and eigenstates can be characterized in terms of polynomial solutions of a usual $T-Q$ equation, the scalar product that we compute here corresponds to the scalar product between two off-shell Bethe-type states. If in addition one of the states is an eigenstate, the determinant representation can be simplified, hence leading in this boundary case to direct analogues of algebraic Bethe ansatz determinant representations of the scalar products for the periodic chain.
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## 1 Introduction

The integrable quantum spin chains with boundary fields have been attracting an increasing attention for several years [1-25]. In the most general case, they have long remained a paradoxal example of quantum integrable models for which no exact solution was known, and therefore were constituting a very challenging problem from the mere point of view of quantum integrability. Moreover, these systems happen to have interesting physical applications. They can notably be used to model out-of-equilibrium and transport properties in the spin chains [26, hence leading to numerous applications in condensed matter physics. They are also related to widely studied classical stochastic models such as ASEP [27].

The algebraic framework for these open spin chains was formulated by Sklyanin 2 2 as an extension, based on the reflection equation formerly introduced by Cherednik [28], of the quantum inverse scattering method (QISM) [29]. In this framework, the boundary fields are encoded into two boundary matrices which correspond to scalar solutions of the reflection equation [3,30]. In the particular case in which both boundary matrices are diagonal, the spin chain Hamiltonian can be diagonalized by means of coordinate Bethe ansatz [1], or by means of (a boundary version of) algebraic Bethe ansatz (ABA) [2].

The case in which the boundary matrices are non-diagonal turned out to be much more involved. Whereas the first stage of QISM, i.e. the algebraic setting leading to the identification of the commuting conserved charges, does not differ for diagonal and non-diagonal cases, the effective construction of the eigenstates is more difficult, and even seems to be not possible in the framework of the usual ABA approach for the completely generic non-diagonal case (there exist however some degenerate cases where ABA is still efficient [31]). There are in fact two essential difficulties for the ABA approach: there is no evident reference state and the transfer matrix mixes all four monodromy matrix entries.

The first successful description of the spectrum of a spin chain with non-diagonal boundary terms [5] was obtained using the fusion procedure [32]. It was shown that, provided the left and right boundary parameters are related by some particular constraint, the transfer matrix spectrum in the roots of unity points can be characterized in terms of polynomial solutions of a $T-Q$ equation of Baxter's type 33]. Later [6], the root of unity requirement turned out to be unnecessary. However, the boundary constraint remained essential for the description of the spectrum. The same constraint appeared naturally in the first ABA-like construction of (some of) the eigenstates [7]. The latter were obtained using a local gauge transformation, following a procedure similar to the ABA solution of the XYZ spin chain [34,35]. This approach was later completed by the identification of a second reference state [8]. Several other methods (coordinate Bethe ansatz with elements of matrix product ansatz [13, 14], $q$-Onsager algebra [9, 10] etc.) led to the same constraint as a necessary condition to characterize the spectrum in terms of (polynomial) solutions of a $T$ - $Q$ equation. In [17] it was suggested to circumvent this problem by allowing the $T-Q$ equation to admit some inhomogeneous term: hence, the spectrum in the unconstrained case can a priori still be described by polynomial solutions of such an equation provided the inhomogeneous term is adequately chosen. A construction of the eigenstates, leading to the same inhomogeneous $T-Q$ equation, was also proposed in the framework of the
so-called modified algebraic Bethe ansatz [21 24].
Open spin chains with non-diagonal boundary conditions have also been studied by means of the quantum Separation of Variables (SoV) [15, 16, 18, 19, 36, 37. This method, first introduced by Sklyanin in the QISM framework as an alternative to ABA for solving models in which a reference state cannot be identified [38], has recently shown to be applicable to a large class of models [39] 46]. It has in particular permitted to construct the complete set of eigenstates for the spin chains with the most general (unconstrained) boundary terms [19,36,37. It should be mentioned at this point that, within the SoV approach, the completeness of the eigenstates construction is intrinsic to the method: this has to be compared to ABA in which the completeness of Bethe states is usually very difficult to prove (as notably for open spin chains with nondiagonal boundary terms). One of the inconvenience of the SoV approach, however, is that it applies to completely inhomogeneous versions of the model, and that the characterization of the transfer matrix spectrum and eigenstates a priori depends on the inhomogeneity parameters in a way which makes the homogeneous limit not so easy to recover. A reformulation in terms of solutions of a functional $T-Q$ equation has therefore to be worked out (see for instance [44, 45]). In the case of the spin chains with the most general (unconstrained) boundary terms, such a reformulation is presently not known, at least in terms of a usual $T-Q$ equation of Baxter's type. It is nevertheless possible, as shown in [20], to alternatively characterize the SoV spectrum and eigenstates of the model in terms of the solutions of the aforementioned inhomogeneous $T-Q$ equation, which also proves the completeness of this description.

In this paper, we pursue the study of the XXX open spin chain with non-diagonal boundary conditions in the SoV framework. Our aim is here to compute the scalar products of the so-called separate states, a class of states which notably includes all the eigenstates of the transfer matrix. This should be the first step towards the investigation of interesting physical quantities such as form factors and correlation functions as shown recently in a SoV settings in [47] and [18,36]. It is useful at this point to recall that, for models solved by ABA for which such a formula is known (such as for instance the closed spin chain with periodic boundary conditions), this determinant representation for the scalar products of Bethe states (or more precisely for the scalar product of one on-shell and one off-shell Bethe states) [48] has played a crucial role in the computation of form factors and correlation functions [49,50]. In particular, the determinant representations for the form factors [49] that follow using the resolution of the quantum inverse scattering problem [49,51] and the determinant formula of the scalar products have been essential for the asymptotic analysis of the correlation functions [52-56] and for the numerical study of the dynamical structure factors $[57 / 59$ which leads to direct applications in condensed matter physics.

In the case of open spin chains with diagonal boundaries, a determinant representation similar to [48, has also been obtained for the scalar products of Bethe states 60], and has been used for the computation of the correlation functions [11,12]. Unfortunately, the attempts to generalize this result to more general non-diagonal boundaries have so far remained unsuccessful, even in the case with a constraint which is a priori still solvable by Bethe ansatz: the main problem here comes from the fact that the dual Bethe states could not be constructed in the usual ABA form. Hence, the determinant representations that have been obtained in this context [61,62] are valid only
for very special states in an over-constrained case (two boundary constraints instead of one). There are nevertheless strong reasons to expect that such a determinant representation for the scalar products should exist even for the most general boundary terms. Let us mention in particular [63], in which a determinant representation was obtained for the scalar products of two Bethe states in the case of a semi-infinite chain, and 25] in which such a type of formula, based on the construction of Bethe states through modified algebraic Bethe ansatz and on the description of the spectrum through an inhomogeneous $T-Q$ equation, was conjectured for the XXX chain with generic boundaries from the study of particular lattices with one or two sites.

As shown in the present paper, this problem can actually be solved for the open XXX chain by considering the model in the SoV framework. In fact, another considerable advantage of this method (apart from the established completeness of the eigenstate characterization) is that it leads by construction to determinant representations for the scalar product of two separate states, which can be seen in this context as the SoV counterpart of the scalar product of two (off-shell) Bethe states. However, these representations are, in their initial form, quite different from the aforementioned ABA type formula. In particular, they once again strongly depend on the (unphysical) inhomogeneity parameters that had to be introduced in the model to enable its solution by SoV, in a way that makes the consideration of the homogeneous (physical) limit not so obvious. They therefore need to be transformed into formulas in which the homogeneous limit can be taken explicitly. Ideally, these new representations should also, as the ABA type formula, be well adapted to the consideration of the thermodynamic limit: their rewriting should for instance involve in a natural way the roots of the $Q$-solution to the functional $T-Q$ equation which is used (at least in the constrained case when it can be clearly identified) to characterize the eigenstates. Let us mention here that such a reformulation has recently been performed in the case of the anti-periodic XXX chain [64], for which an equivalence between the initial SoV representation of the scalar products and a Slavnov-type formula 48] (or a generalized version of it [65]) has been established.

In this paper we consider the scalar products for the XXX chain with the most general boundary terms in the framework of the SoV approach. We show that the scalar products of two generic separate states can be written as the determinant of a matrix which has a natural homogeneous limit. The obtained representation appears as some generalization of [48, 65]. In the case with the constraint, the corresponding separate states can be identified with some off-shell Bethe states (the SoV construction proving in that case the completeness of the ABA description), hence leading to an off-shell generalization of [48, 65]. This representation simplifies when one of the corresponding states becomes on-shell, i.e. when one of the separate states is associated with a polynomial $Q$-solution of the associated $T-Q$ equation.

The paper is organised as follows. In Section 2 we introduce the open XXX spin- $1 / 2$ chain with the most general integrable boundary terms in the framework of the representation theory of the reflexion algebra. In Section 3 we present the SoV construction of the eigenstates in the non-diagonal case, and explain how to reformu-

[^1]late the complete description of the spectrum and eigenstates that we obtain in this framework in terms of the $Q$-solutions of some inhomogeneous (in the unconstrained case) or homogeneous (in the constrained case) functional $T-Q$ equation. We introduce also the notion of separate states which is central to this paper, and make the connexion with off-shell Bethe states. In Section 4 we compute the scalar products of separate states. We introduce several useful identities which permit us to rewrite the initial SoV determinant representations in a much more convenient form (of Izergin type or Slavnov type) for the consideration of the homogeneous and thermodynamic limits. Finally, we give in the first appendix a detailed description of the SoV basis, and in the second appendix a proof of the main identity enabling us to reformulate the scalar product of two separate states as a generalized version of [48, 65].

## 2 The open XXX spin chain

The open spin-1/2 XXX quantum spin chain with the most general non-diagonal integrable boundary terms has the following Hamiltonian:

$$
\begin{align*}
H=\sum_{i=1}^{N-1}\left[\sigma_{i}^{x} \sigma_{i+1}^{x}+\sigma_{i}^{y} \sigma_{i+1}^{y}+\sigma_{i}^{z} \sigma_{i+1}^{z}\right] & +\frac{\eta}{\zeta_{-}}\left[\sigma_{1}^{z}+2 \kappa_{-}\left(e^{\tau_{-}} \sigma_{1}^{+}+e^{-\tau_{-}} \sigma_{1}^{-}\right)\right] \\
& +\frac{\eta}{\zeta_{+}}\left[\sigma_{N}^{z}+2 \kappa_{+}\left(e^{\tau_{+}} \sigma_{N}^{+}+e^{-\tau_{+}} \sigma_{N}^{-}\right)\right] \tag{2.1}
\end{align*}
$$

Here $\sigma_{i}^{\alpha}, \alpha=x, y, z$, are local spin- $1 / 2$ operators (Pauli matrices) acting on the local quantum space $\mathcal{H}_{i} \simeq \mathbb{C}^{2}$ at site $i, \eta$ is a fixed arbitrary parameter, and the six complex boundary parameters $\zeta_{ \pm}, \kappa_{ \pm}$and $\tau_{ \pm}$parametrize the coupling of the spin operators at site 1 and $N$ with two arbitrary boundary magnetic fields.

The study of the Hamiltonian (2.1) can be performed in the framework of the representation theory of the reflection algebra [2]. The latter is an associative algebra defined by the generators $\mathcal{U}_{i j}(\lambda), i, j=1, \ldots, n$, considered as the elements of a $n \times n$ square matrix $\mathcal{U}(\lambda)$, and by the relations

$$
\begin{equation*}
R_{12}(\lambda-\mu) \mathcal{U}_{1}(\lambda) R_{12}(\lambda+\mu) \mathcal{U}_{2}(\mu)=\mathcal{U}_{2}(\mu) R_{12}(\lambda+\mu) \mathcal{U}_{1}(\lambda) R_{12}(\lambda-\mu), \tag{2.2}
\end{equation*}
$$

where $R(\lambda) \in \operatorname{End}\left(\mathbb{C}^{n} \otimes \mathbb{C}^{n}\right)$ is an $R$-matrix solution of the Yang-Baxter equation. In (2.2), the indices label as usual the space(s) of the tensor product $\mathbb{C}^{n} \otimes \mathbb{C}^{n}$ on which the corresponding matrix acts, i.e. for instance $\mathcal{U}_{1}(\lambda)=\mathcal{U} \otimes \mathrm{Id}$. The relation (2.2) is called reflection equation [28], or boundary Yang-Baxter equation.

In the present case, the $R$-matrix of the model,

$$
R(\lambda)=\left(\begin{array}{cccc}
\lambda+\eta & 0 & 0 & 0  \tag{2.3}\\
0 & \lambda & \eta & 0 \\
0 & \eta & \lambda & 0 \\
0 & 0 & 0 & \lambda+\eta
\end{array}\right) \in \operatorname{End}\left(\mathbb{C}^{2} \otimes \mathbb{C}^{2}\right)
$$

is the 6 -vertex polynomial solution of the Yang-Baxter equation. The most general non-diagonal scalar solution $K(\lambda) \in \operatorname{End}\left(\mathbb{C}^{2}\right)$ of the reflection equation (2.2) associated with the $R$-matrix (2.3) is 3,30

$$
K(\lambda ; \zeta, \kappa, \tau)=\frac{1}{\zeta}\left(\begin{array}{cc}
\zeta+\lambda & 2 \kappa e^{\tau} \lambda  \tag{2.4}\\
2 \kappa e^{-\tau} \lambda & \zeta-\lambda
\end{array}\right)
$$

which depends, in addition to the spectral parameter $\lambda$, on 3 different parameters $\zeta, \kappa$ and $\tau$. Using this scalar solution one can construct two different classes of solutions to the reflection equation (2.2) in the $2^{N}$-dimensional representation space $\mathcal{H}=\otimes_{n=1}^{N} \mathcal{H}_{n}$ which corresponds to the physical space of states of the Hamiltonian (2.1). More precisely, defining the two boundary matrices

$$
\begin{equation*}
K_{-}(\lambda)=K\left(\lambda-\eta / 2 ; \zeta_{-}, \kappa_{-}, \tau_{-}\right), \quad K_{+}(\lambda)=K\left(\lambda+\eta / 2 ; \zeta_{+}, \kappa_{+}, \tau_{+}\right) \tag{2.5}
\end{equation*}
$$

where $\zeta_{ \pm}, \kappa_{ \pm}, \tau_{ \pm}$are the boundary parameters appearing in (2.1), one can introduce the following boundary monodromy matrices:

$$
\begin{align*}
& \mathcal{U}_{-}(\lambda)=M_{0}(\lambda) K_{-}(\lambda) \hat{M}_{0}(\lambda)=\left(\begin{array}{cc}
\mathcal{A}_{-}(\lambda) & \mathcal{B}_{-}(\lambda) \\
\mathcal{C}_{-}(\lambda) & \mathcal{D}_{-}(\lambda)
\end{array}\right) \in \operatorname{End}\left(\mathcal{H}_{0} \otimes \mathcal{H}\right)  \tag{2.6}\\
& \mathcal{U}_{+}^{t_{0}}(\lambda)=M_{0}^{t_{0}}(\lambda) K_{+}^{t_{0}}(\lambda) \hat{M}_{0}^{t_{0}}(\lambda)=\left(\begin{array}{cc}
\mathcal{A}_{+}(\lambda) & \mathcal{C}_{+}(\lambda) \\
\mathcal{B}_{+}(\lambda) & \mathcal{D}_{+}(\lambda)
\end{array}\right) \in \operatorname{End}\left(\mathcal{H}_{0} \otimes \mathcal{H}\right) \tag{2.7}
\end{align*}
$$

Here $\mathcal{H}_{0}=\mathbb{C}^{2}$ is called auxiliary space, and $X^{t_{0}}$ denotes the transpose of the matrix $X$ in $\mathcal{H}_{0} . M_{0}(\lambda) \in \operatorname{End}\left(\mathcal{H}_{0} \otimes \mathcal{H}\right)$ stands for the bulk monodromy matrix which, for an inhomogeneous chain of length $N$ with inhomogeneity parameters $\xi_{1}, \ldots, \xi_{N} \in \mathbb{C}$, is defined as the following ordered product of $R$-matrices,

$$
M_{0}(\lambda)=R_{0 N}\left(\lambda-\xi_{N}-\eta / 2\right) \ldots R_{01}\left(\lambda-\xi_{1}-\eta / 2\right)=\left(\begin{array}{cc}
A(\lambda) & B(\lambda)  \tag{2.8}\\
C(\lambda) & D(\lambda)
\end{array}\right)
$$

and which satisfies the quadratic relation:

$$
\begin{equation*}
R_{12}(\lambda-\mu) M_{1}(\lambda) M_{2}(\mu)=M_{2}(\mu) M_{1}(\lambda) R_{12}(\lambda-\mu) \tag{2.9}
\end{equation*}
$$

In (2.6)-(2.7) we have also used the notation:

$$
\begin{equation*}
\hat{M}_{0}(\lambda)=(-1)^{N} \sigma_{0}^{y} M_{0}^{t_{0}}(-\lambda) \sigma_{0}^{y} \tag{2.10}
\end{equation*}
$$

Then, the two matrices $\mathcal{V}_{-}(\lambda)=\mathcal{U}_{-}(\lambda+\eta / 2)$ and $\mathcal{V}_{+}(\lambda)=\mathcal{U}_{+}^{t_{0}}(-\lambda-\eta / 2)$ are two solutions of the reflection equation (2.2). They enable one to define a one-parameter family of transfer matrices,

$$
\begin{align*}
\mathcal{T}(\lambda) & =\operatorname{tr}_{0}\left\{K_{+}(\lambda) M(\lambda) K_{-}(\lambda) \hat{M}(\lambda)\right\} \\
& =\operatorname{tr}_{0}\left\{K_{+}(\lambda) \mathcal{U}_{-}(\lambda)\right\}=\operatorname{tr}_{0}\left\{K_{-}(\lambda) \mathcal{U}_{+}(\lambda)\right\} \in \operatorname{End}(\mathcal{H}) \tag{2.11}
\end{align*}
$$

which are commuting operators on $\mathcal{H}$. The Hamiltonian (2.1) of the XXX spin$1 / 2$ Heisenberg chain with boundary conditions given by $\zeta_{ \pm}, \kappa_{ \pm}$and $\tau_{ \pm}$can then be obtained in the homogeneous limit $\left(\xi_{m}=0\right.$ for $\left.m=1, \ldots, N\right)$ as the following derivative of the transfer matrix (2.11):

$$
\begin{equation*}
H=\frac{2 \eta^{1-2 N}}{\operatorname{tr}\left\{K_{+}(\eta / 2)\right\} \operatorname{tr}\left\{K_{-}(\eta / 2)\right\}} \frac{d}{d \lambda} \mathcal{T}(\lambda)_{\lambda=\eta / 2}+\text { constant } \tag{2.12}
\end{equation*}
$$

We finally recall the inversion relation for the boundary monodromy matrix $\mathcal{U}_{-}(\lambda)$ (2.6),

$$
\begin{equation*}
\mathcal{U}_{-}(\lambda+\eta / 2) \mathcal{U}_{-}(-\lambda+\eta / 2)=\frac{\operatorname{det}_{q} \mathcal{U}_{-}(\lambda)}{2 \lambda-2 \eta} \tag{2.13}
\end{equation*}
$$

where $\operatorname{det}_{q} \mathcal{U}_{-}(\lambda)$ is the quantum determinant, which is a central element of the corresponding boundary algebra: $\left[\operatorname{det}_{q} \mathcal{U}_{-}(\lambda), \mathcal{U}_{-}(\mu)\right]=0$. It can be expressed as

$$
\begin{equation*}
\operatorname{det}_{q} \mathcal{U}_{-}(\lambda)=\operatorname{det}_{q} M(\lambda) \operatorname{det}_{q} M(-\lambda) \operatorname{det}_{q} K_{-}(\lambda) . \tag{2.14}
\end{equation*}
$$

Here

$$
\begin{equation*}
\operatorname{det}_{q} M(\lambda)=a(\lambda+\eta / 2) d(\lambda-\eta / 2) \tag{2.15}
\end{equation*}
$$

denotes the bulk quantum determinant, with

$$
\begin{equation*}
a(\lambda) \equiv \prod_{n=1}^{N}\left(\lambda-\xi_{n}+\eta / 2\right), \quad d(\lambda) \equiv \prod_{n=1}^{N}\left(\lambda-\xi_{n}-\eta / 2\right) \tag{2.16}
\end{equation*}
$$

whereas $\operatorname{det}_{q} K_{-}(\lambda)$ denote the quantum determinant of the scalar boundary matrix $K_{-}(\lambda)$. Similar relations hold for the boundary monodromy matrix $\mathcal{U}_{+}(\lambda)$ (2.7) and for its quantum determinant $\operatorname{det}_{q} \mathcal{U}_{+}(\lambda)$, which can easily be deduced from the previous ones using the fact that $\mathcal{U}_{+}^{t_{0}}(-\lambda)$ satisfies the same algebra as $\mathcal{U}_{-}(\lambda)$. The quantum determinants of the scalar boundary matrices $K_{\mp}(\lambda)$ (2.5) are explicitly given as

$$
\begin{equation*}
\operatorname{det}_{q} K_{\mp}(\lambda)=\mp 2(\lambda \mp \eta)\left(\frac{1+4 \kappa_{\mp}^{2}}{\zeta_{\mp}^{2}} \lambda^{2}-1\right) . \tag{2.17}
\end{equation*}
$$

## 3 Spectrum and eigenstates by Separation of Variables

For generic values of the inhomogeneity parameters $\xi_{n}, 1 \leq n \leq N$, and of the boundary parameters $\zeta_{ \pm}, \kappa_{ \pm}$and $\tau_{ \pm}$, the spectrum and eigenstates of the transfer matrix (2.11) can be completely characterized in the framework of the quantum version of the Separation of Variables approach [38,66,67]. This method can be directly applied if one of the boundary matrices is triangular [36]. However due to the $G L(2, \mathbb{C})$ symmetry of the $R$-matrix (2.3) the most general solutions (2.5) of the reflection equation (2.2) can always be reduced to a case with (at least) one triangular boundary matrix (see also [15]).

### 3.1 Reduction to a triangular case

The $R$-matrix (2.3) of the XXX spin- $1 / 2$ chain satisfies, for any invertible $2 \times 2$ scalar matrix $W$, the following symmetry property (scalar Yang-Baxter equation):

$$
\begin{equation*}
R_{12}(\lambda) W_{1} W_{2}=W_{2} W_{1} R_{12}(\lambda) \tag{3.1}
\end{equation*}
$$

For any such matrix $W \in G L(2, \mathbb{C})$, we can apply the corresponding global gauge transformation to the boundary monodromy matrices:

$$
\overline{\mathcal{U}}_{\mp}(\lambda)=W_{0} \Gamma_{W} \mathcal{U}_{\mp}(\lambda) \Gamma_{W}^{-1} W_{0}^{-1}=\left(\begin{array}{cc}
\overline{\mathcal{A}}_{\mp}(\lambda) & \overline{\mathcal{B}}_{\mp}(\lambda)  \tag{3.2}\\
\overline{\mathcal{C}}_{\mp}(\lambda) & \overline{\mathcal{D}}_{\mp}(\lambda)
\end{array}\right)
$$

where $W_{0}$ acts on the auxiliary space, whereas $\Gamma_{W} \equiv \otimes_{n=1}^{N} W_{n}$ acts on the quantum space of states. Due to (3.1), the matrices $\overline{\mathcal{U}}_{\mp}(\lambda)$ satisfy the same reflexion equations
as $\mathcal{U}_{\mp}(\lambda)$. They can be expressed in terms of the gauge transformed scalar boundary matrices

$$
\bar{K}_{\mp}(\lambda)=W_{0} K_{\mp}(\lambda) W_{0}^{-1}=\left(\begin{array}{ll}
\bar{a}_{\mp}(\lambda) & \bar{b}_{\mp}(\lambda)  \tag{3.3}\\
\bar{c}_{\mp}(\lambda) & \bar{d}_{\mp}(\lambda)
\end{array}\right),
$$

in the following form

$$
\begin{align*}
& \overline{\mathcal{U}}_{-}(\lambda)=M(\lambda) \bar{K}_{-}(\lambda) \hat{M}(\lambda)  \tag{3.4}\\
& \overline{\mathcal{U}}_{+}(\lambda)=\left(M^{t_{0}}(\lambda) \bar{K}_{+}^{t_{0}}(\lambda) \hat{M}^{t_{0}}(\lambda)\right)^{t_{0}} \tag{3.5}
\end{align*}
$$

The corresponding gauge transformed transfer matrix $\overline{\mathcal{T}}(\lambda)=\Gamma_{W} \mathcal{T}(\lambda) \Gamma_{W}^{-1}$ is then given as

$$
\begin{equation*}
\overline{\mathcal{T}}(\lambda)=\operatorname{tr}_{0}\left\{\bar{K}_{+}(\lambda) M(\lambda) \bar{K}_{-}(\lambda) \hat{M}(\lambda)\right\} \tag{3.6}
\end{equation*}
$$

or, in terms of the matrix elements of the gauged transformed boundary monodromy matrix $\overline{\mathcal{U}}_{-}(\lambda)$, as

$$
\begin{equation*}
\overline{\mathcal{T}}(\lambda)=\bar{a}_{+}(\lambda) \overline{\mathcal{A}}_{-}(\lambda)+\bar{b}_{+}(\lambda) \overline{\mathcal{C}}_{-}(\lambda)+\bar{c}_{+}(\lambda) \overline{\mathcal{B}}_{-}(\lambda)+\bar{d}_{+}(\lambda) \overline{\mathcal{D}}_{-}(\lambda) . \tag{3.7}
\end{equation*}
$$

The $G L(2, \mathbb{C})$ symmetry can be used to transform the boundary matrices into triangular ones. So as to obtain an algebraic framework directly solvable by SoV, we can for instance choose a gauge transformation such that the new boundary matrix $\bar{K}_{+}(\lambda)(3.3)$ is lower triangular, i.e. $\bar{b}_{+}(\lambda)=0$, the other entries of $\bar{K}_{-}(\lambda)$ and $\bar{K}_{+}(\lambda)$ being allowed to take any form provided that $\bar{b}_{-}(\lambda) \neq 0$ [36]. To this aim, we consider the following $2 \times 2$ invertible matrix,

$$
W \equiv W_{\epsilon_{+}, \epsilon_{-}}=\left(\begin{array}{cc}
1 & -\frac{1-\epsilon_{+} \sqrt{1+4 \kappa_{+}^{2}}}{2 \kappa_{+} e^{-\tau_{+}}}  \tag{3.8}\\
\frac{1-\epsilon_{-} \sqrt{1+4 \kappa_{-}^{2}}}{2 \kappa_{-} e^{\tau_{-}}} & 1
\end{array}\right)
$$

for a given choice of $\left(\epsilon_{+}, \epsilon_{-}\right) \in\{-1,1\}^{2}$. Then the gauge transformed boundary matrices (3.3) are of the form

$$
\begin{equation*}
\bar{K}_{+}(\lambda)=\mathrm{I}+\frac{\lambda+\eta / 2}{\bar{\zeta}_{+}}\left(\sigma^{z}+\overline{\mathrm{c}}_{+} \sigma^{-}\right), \quad \bar{K}_{-}(\lambda)=\mathrm{I}+\frac{\lambda-\eta / 2}{\bar{\zeta}_{-}}\left(\sigma^{z}+\overline{\mathrm{b}}_{-} \sigma^{+}\right) \tag{3.9}
\end{equation*}
$$

with

$$
\begin{align*}
& \bar{\zeta}_{ \pm}=\epsilon_{ \pm} \frac{\zeta_{ \pm}}{\sqrt{1+4 \kappa_{ \pm}^{2}}}  \tag{3.10}\\
& \overline{\mathrm{c}}_{+}=\epsilon_{+} \frac{2 \kappa_{+} e^{-\tau_{+}}}{\sqrt{1+4 \kappa_{+}^{2}}}\left[1+\frac{\left(1+\epsilon_{+} \sqrt{1+4 \kappa_{+}^{2}}\right)\left(1-\epsilon_{-} \sqrt{1+4 \kappa_{-}^{2}}\right)}{4 \kappa_{+} \kappa_{-} e^{\tau_{-} \tau_{+}}}\right]  \tag{3.11}\\
& \overline{\mathrm{b}}_{-}=\epsilon_{-} \frac{2 \kappa_{-} e^{\tau_{-}}}{\sqrt{1+4 \kappa_{-}^{2}}}\left[1+\frac{\left(1-\epsilon_{+} \sqrt{1+4 \kappa_{+}^{2}}\right)\left(1+\epsilon_{-} \sqrt{1+4 \kappa_{-}^{2}}\right)}{4 \kappa_{+} \kappa_{-} e^{\tau_{-} \tau_{+}}}\right] \tag{3.12}
\end{align*}
$$

Note that the quantum determinants (2.17) can be expressed in terms of the new parameters (3.10) as

$$
\begin{equation*}
\operatorname{det}_{q} K_{ \pm}(\lambda)=\operatorname{det}_{q} \bar{K}_{ \pm}(\lambda)= \pm 2(\lambda \pm \eta)\left(\frac{\lambda^{2}}{\bar{\zeta}_{ \pm}^{2}}-1\right) \tag{3.13}
\end{equation*}
$$

Due to the symmetry of the $R$-matrix (3.1), the transfer matrix of the original problem $\mathcal{T}(\lambda)$ has the same spectrum as the gauge transformed transfer matrix $\overline{\mathcal{T}}(\lambda)$ (3.6). After the global gauge transformation the eigenstates can be constructed in terms of the separate variables diagonalizing $\overline{\mathcal{B}}_{-}(\lambda)$ provided that $\bar{b}_{-} \neq 0$, or alternatively by introducing the separate variables diagonalizing $\overline{\mathcal{C}}_{+}(\lambda)$ provided that $\overline{\mathrm{c}}_{+} \neq 0$. If both coefficients are zero there is no need to apply the separation of variables as the model is equivalent to a case with diagonal boundary terms which can be solved by algebraic Bethe ansatz. In all other cases, due to the free choice of the two sign parameters $\epsilon_{ \pm}$, we can always choose a gauge transformation in such a way that $\overline{\mathrm{b}}_{-} \neq 0$.

The eigenstates of the initial problem $|\Psi\rangle$ can be therefore expressed in terms of the eigenstate of the new triangular case $|\bar{\Psi}\rangle$ using the global gauge transformation $\Gamma_{W}$,

$$
\begin{equation*}
|\Psi\rangle=\Gamma_{W}^{-1}|\bar{\Psi}\rangle, \quad\langle\Psi|=\langle\bar{\Psi}| \Gamma_{W} \tag{3.14}
\end{equation*}
$$

The aim of this paper is the computation of scalar products of the off-shell and onshell states. It is evident that for such computations the global gauge transformation $\Gamma_{W}$ will be always canceled out.

### 3.2 Construction of the eigenstates in the SoV framework

We shall suppose from now on that $\bar{b}_{-} \neq 0$ and that the inhomogeneity parameters are generic, or more precisely that they satisfy the condition

$$
\begin{equation*}
\xi_{j}, \xi_{j} \pm \xi_{k} \notin\{0,-\eta, \eta\}, \quad \forall j, k \in\{1, \ldots, N\}, j \neq k \tag{3.15}
\end{equation*}
$$

Under these hypotheses we can, as in [36], construct a basis

$$
\begin{equation*}
\left\{\left|\mathbf{h}_{-}\right\rangle, \mathbf{h} \equiv\left(h_{1}, \ldots, h_{N}\right) \in\{0,1\}^{N}\right\} \tag{3.16}
\end{equation*}
$$

of the space of states and a basis

$$
\begin{equation*}
\left\{\left\langle\mathbf{h}_{-}\right|, \mathbf{h} \equiv\left(h_{1}, \ldots, h_{N}\right) \in\{0,1\}^{N}\right\} \tag{3.17}
\end{equation*}
$$

of the dual space of states which diagonalize the operator family $\overline{\mathcal{B}}_{-}(\lambda)$ independently of the spectral parameter $\lambda$ (see Appendix A for details). The two bases (3.16) and (3.17) as constructed in Appendix A are orthogonal with respect to the canonical scalar product in the spin basis:

$$
\begin{equation*}
\left\langle\mathbf{h}_{-}^{\prime} \mid \mathbf{h}_{-}\right\rangle=\delta_{\mathbf{h}, \mathbf{h}^{\prime}} \frac{N_{\boldsymbol{\xi},-}}{\widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)} \tag{3.18}
\end{equation*}
$$

According to the normalization chosen in Appendix A , the normalization factor $N_{\boldsymbol{\xi},-}$, which depends on the $N$-tuple $\boldsymbol{\xi} \equiv\left(\xi_{1}, \ldots, \xi_{N}\right)$ and on the parameters $\bar{\zeta}_{-}, \overline{\mathrm{b}}_{-}$of the
boundary matrix $\bar{K}_{-}$(3.9), is

$$
\begin{equation*}
N_{\boldsymbol{\xi},-}=\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right) \frac{\widehat{V}\left(\xi_{1}^{(0)}, \ldots, \xi_{N}^{(0)}\right)}{\widehat{V}\left(\xi_{1}^{(1)}, \ldots, \xi_{N}^{(1)}\right)} \prod_{n=1}^{N} \frac{\xi_{n} \overline{\mathrm{~b}}_{-}}{\xi_{n}-\bar{\zeta}_{-}} \tag{3.19}
\end{equation*}
$$

In (3.18) and (3.19) we have used the following shorthand notations, that we will use throughout the whole paper:

$$
\begin{equation*}
\xi_{n}^{(h)}=\xi_{n}+\eta / 2-h \eta, \quad 1 \leq n \leq N, \quad h \in\{0,1\}, \tag{3.20}
\end{equation*}
$$

for shifted inhomogeneity parameters, and

$$
\begin{equation*}
\widehat{V}\left(x_{1}, \ldots, x_{N}\right)=\operatorname{det}_{1 \leq i, j \leq N}\left[x_{i}^{2(j-1)}\right]=\prod_{j<k}\left(x_{k}^{2}-x_{j}^{2}\right), \tag{3.21}
\end{equation*}
$$

for the Vandermonde determinant of a $N$-tuple of square variables $\left(x_{1}^{2}, \ldots, x_{N}^{2}\right)$.
It follows from the algebraic construction of the transfer matrix $\mathcal{T}(\lambda)$ (2.11) that it is a polynomial function of degree $N+1$ in the variable $\lambda^{2}$. Its leading coefficient is given by,

$$
t_{N+1} \lambda^{2(N+1)} \mathrm{Id}, \quad \text { with } \quad t_{N+1}=\frac{2}{\zeta_{+} \zeta_{-}}\left[1+4 \kappa_{+} \kappa_{-} \cosh \left(\tau_{+}-\tau_{-}\right)\right]=\frac{2+\overline{\mathrm{b}}_{-} \overline{\mathrm{c}}_{+}}{\bar{\zeta}_{+} \bar{\zeta}_{-}} .
$$

By using the SoV basis (3.16) and (3.17), it is possible to completely characterize its spectrum and eigenstates in terms of solutions of a set of discrete equations, as stated in the following theorem.
Theorem 3.1. Let the inhomogeneity parameters be generic (3.15) and $\overline{\mathrm{b}}_{-} \neq 0$.
Then, the spectrum $\Sigma_{\mathcal{T}}$ of $\mathcal{T}(\lambda)$ is simple and coincides with the set of functions of the form

$$
\begin{align*}
t(\lambda)=t_{N+1}\left(\lambda^{2}-(\eta / 2)^{2}\right) \prod_{b=1}^{N}\left(\lambda^{2}-\xi_{b}^{2}\right)+ & 2(-1)^{N} \operatorname{det}_{q} M(0) \prod_{\substack{b=1}}^{N} \frac{\lambda^{2}-\xi_{b}^{2}}{(\eta / 2)^{2}-\xi_{b}^{2}} \\
& +\sum_{a=1}^{N} \frac{4 \lambda^{2}-\eta^{2}}{4 \xi_{a}^{2}-\eta^{2}} \prod_{\substack{b=1 \\
b \neq a}}^{N} \frac{\lambda^{2}-\xi_{b}^{2}}{\xi_{a}^{2}-\xi_{b}^{2}} t\left(\xi_{a}\right), \tag{3.22}
\end{align*}
$$

which satisfy the discrete system of equations

$$
\operatorname{det}\left(\begin{array}{cc}
t\left(\xi_{n}^{(0)}\right) & -\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)  \tag{3.23}\\
-\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\xi_{n}^{(1)}\right) & t\left(\xi_{n}^{(1)}\right)
\end{array}\right)=0, \quad \forall n \in\{1, \ldots, N\},
$$

in terms of the function ${ }^{2}$

$$
\begin{equation*}
\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda) \equiv(-1)^{N} \frac{2 \lambda+\eta}{2 \lambda} \frac{\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right)\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{-}\right)}{\bar{\zeta}_{+} \bar{\zeta}_{-}} a(\lambda) d(-\lambda) . \tag{3.24}
\end{equation*}
$$

[^2]The one-dimensional right and left $\mathcal{T}(\lambda)$-eigenstates associated with the eigenvalue $t(\lambda) \in \Sigma_{\mathcal{T}}$ are respectively generated by the vectors

$$
\begin{align*}
\left|\Psi_{t}\right\rangle= & \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N} Q_{t}\left(\xi_{n}^{\left(h_{n}\right)}\right) \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right) \Gamma_{W}^{-1}\left|\mathbf{h}_{-}\right\rangle,  \tag{3.25}\\
\left\langle\Psi_{t}\right|= & \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N}\left[\left(\frac{\xi_{n}-\eta}{\xi_{n}+\eta} \frac{\mathbf{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)}{\mathbf{A}_{\bar{\zeta}+, \bar{\zeta}_{-}-}\left(-\xi_{n}^{(1)}\right)}\right)^{h_{n}} Q_{t}\left(\xi_{n}^{\left(h_{n}\right)}\right)\right] \\
& \times \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right| \Gamma_{W} . \tag{3.26}
\end{align*}
$$

In these expressions $\left|\mathbf{h}_{-}\right\rangle$and $\left\langle\mathbf{h}_{-}\right|$denote the eigenvectors (A.5) and (A.4) of the $W$-gauge transformed operator $\overline{\mathcal{B}}_{-}(\lambda)$, see (3.2), and $Q_{t}$ is a function on the discrete set of values $\xi_{n}^{\left(h_{n}\right)}, n \in\{1, \ldots, N\}, h_{n} \in\{0,1\}$, which satisfies

$$
\begin{equation*}
\frac{Q_{t}\left(\xi_{n}^{(1)}\right)}{Q_{t}\left(\xi_{n}^{(0)}\right)}=\frac{t\left(\xi_{n}^{(0)}\right)}{\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)}=\frac{\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\xi_{n}^{(1)}\right)}{t\left(\xi_{n}^{(1)}\right)}, \quad n=1, \ldots, N . \tag{3.27}
\end{equation*}
$$

For further study, it is convenient to decompose the ratio appearing in the expression of the left eigenstate (3.26) as a product of two factors: a factor which explicitly depends on the boundary parameters $\bar{\zeta}_{+}$and $\bar{\zeta}_{-}$and a factor which does not depend on these parameters,

$$
\begin{equation*}
\frac{\xi_{n}-\eta}{\xi_{n}+\eta} \frac{\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)}{\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\xi_{n}^{(1)}\right)}=f_{n} g_{n} \tag{3.28}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{n} \equiv g_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}\right)=\frac{\left(\xi_{n}+\bar{\zeta}_{+}\right)\left(\xi_{n}+\bar{\zeta}_{-}\right)}{\left(\xi_{n}-\bar{\zeta}_{+}\right)\left(\xi_{n}-\bar{\zeta}_{-}\right)} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{align*}
f_{n} \equiv f\left(\xi_{n},\{\xi\}\right) & =-\prod_{\substack{a=1 \\
a \neq n}}^{N} \frac{\left(\xi_{n}-\xi_{a}+\eta\right)\left(\xi_{n}+\xi_{a}+\eta\right)}{\left(\xi_{n}-\xi_{a}-\eta\right)\left(\xi_{n}+\xi_{a}-\eta\right)} \\
& =-\prod_{\substack{a=1 \\
a \neq n}}^{N} \frac{\left[\left(\xi_{n}^{(0)}\right)^{2}-\left(\xi_{a}^{(1)}\right)^{2}\right]\left[\left(\xi_{n}^{(0)}\right)^{2}-\left(\xi_{n}^{(0)}\right)^{2}-\left(\xi_{a}^{(1)}\right)^{2}\right]\left[\left(\xi_{n}^{(1)}\right)^{2}-\left(\xi_{a}^{(0)}\right)^{2}\right]}{[ } \tag{3.30}
\end{align*}
$$

It is also interesting to notice that the factors $f_{n}$ above can be combined with the Vandermonde determinant in the expression of the left eigenstate (3.26) by using the following identity, which can be proven by direct computation:

$$
\begin{equation*}
\prod_{n=1}^{N}\left(-f_{n}\right)^{h_{n}} \cdot \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)=\frac{\widehat{V}\left(\xi_{1}^{(0)}, \ldots, \xi_{N}^{(0)}\right)}{\widehat{V}\left(\xi_{1}^{(1)}, \ldots, \xi_{N}^{(1)}\right)} \widehat{V}\left(\xi_{1}^{\left(1-h_{1}\right)}, \ldots, \xi_{N}^{\left(1-h_{N}\right)}\right) \tag{3.31}
\end{equation*}
$$

This identity enables one to rewrite the left eigenstate (3.26) as

$$
\begin{align*}
\left\langle\Psi_{t}\right|=\frac{\widehat{V}\left(\xi_{1}^{(0)}, \ldots, \xi_{N}^{(0)}\right)}{\widehat{V}\left(\xi_{1}^{(1)}, \ldots, \xi_{N}^{(1)}\right)} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N} & {\left[\left(-g_{n}\right)^{h_{n}} Q_{t}\left(\xi_{n}^{\left(h_{n}\right)}\right)\right] } \\
& \times \widehat{V}\left(\xi_{1}^{\left(1-h_{1}\right)}, \ldots, \xi_{N}^{\left(1-h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right| \Gamma_{W} . \tag{3.32}
\end{align*}
$$

### 3.3 Characterization in terms of solutions of a functional $T-Q$ equation

As usual in the SoV framework, the transfer matrix spectrum and eigenstates are characterized in terms of functions $Q_{t}$, solutions of (3.27), which are defined on the discrete set of shifted inhomogeneity parameters only. So as to reformulate this characterization in a more convenient form for the homogeneous limit, we would like to extend the discrete equation (3.27) into a functional equation for a function that we still denote by $Q_{t}$ defined on the whole complex plane $\mathbb{C}$.

In the case of the open XXZ spin- $1 / 2$ chain with generic integrable boundary conditions, this problem was considered in [20]. It was shown there that it is possible to reformulate the discrete SoV characterization of the transfer matrix spectrum in terms of particular polynomial solutions of a functional equation which happens to be an inhomogeneous version of Baxter's usual $T-Q$ equation. For the XXX case that we consider here, this result can be formulated as follows.

Theorem 3.2. Let the inhomogeneities $\xi_{1}, \ldots, \xi_{N}$ be generic (3.15), and let us suppose moreover that $\overline{\mathrm{c}}_{+} \neq 0$. Then $t(\lambda) \in \Sigma_{\mathcal{T}}$ if and only if there exists a unique function $Q_{t}(\lambda)$ of the form

$$
\begin{equation*}
Q_{t}(\lambda)=\prod_{b=1}^{N}\left(\lambda^{2}-\lambda_{b}^{2}\right), \quad \lambda_{1}, \ldots, \lambda_{N} \in \mathbb{C} \backslash\left\{ \pm \xi_{1}^{(0)}, \ldots, \pm \xi_{N}^{(0)}\right\}, \tag{3.33}
\end{equation*}
$$

such that

$$
\begin{equation*}
t(\lambda) Q_{t}(\lambda)=\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda) Q_{t}(\lambda-\eta)+\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(-\lambda) Q_{t}(\lambda+\eta)+F(\lambda), \tag{3.34}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\lambda)=\frac{\overline{\mathrm{b}}_{-} \overline{\mathrm{c}}_{+}}{\bar{\zeta}_{-} \bar{\zeta}_{+}}\left(\lambda^{2}-(\eta / 2)^{2}\right) \prod_{b=1}^{N} \prod_{h=0}^{1}\left(\lambda^{2}-\left(\xi_{b}^{(h)}\right)^{2}\right) . \tag{3.35}
\end{equation*}
$$

Similarly, $t(\lambda) \in \Sigma_{\mathcal{T}}$ if and only if there exists a unique function $P_{t}(\lambda)$ of the form

$$
\begin{equation*}
P_{t}(\lambda)=\prod_{b=1}^{N}\left(\lambda^{2}-\mu_{b}^{2}\right), \quad \mu_{1}, \ldots, \mu_{N} \in \mathbb{C} \backslash\left\{ \pm \xi_{1}^{(0)}, \ldots, \pm \xi_{N}^{(0)}\right\} \tag{3.36}
\end{equation*}
$$

such that

$$
\begin{equation*}
t(\lambda) P_{t}(\lambda)=\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(\lambda) P_{t}(\lambda-\eta)+\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(-\lambda) P_{t}(\lambda+\eta)+F(\lambda) . \tag{3.37}
\end{equation*}
$$

Proof. The proof is similar to the one in [20]. The fact that we obtain two different characterizations follows from the invariance of the two functions $t(\lambda)$ and $F(\lambda)$ through a change of $\left(\bar{\zeta}_{+}, \bar{\zeta}_{-}\right)$into $\left(-\bar{\zeta}_{+},-\bar{\zeta}_{-}\right)$, the function $\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda)$ being transformed into $\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(\lambda)$.

If instead $\bar{c}_{+}=0$ (which is equivalent to the boundary constraint [3, [6]) the function (3.35) vanishes. As stated below, the transfer matrix spectrum can in that

[^3]case be completely characterized by polynomial solutions of a usual (i.e. homogeneous) functional $T-Q$ equation. In fact, we also get two possible equivalent complete characterizations of this type.

Theorem 3.3. Let the inhomogeneities $\xi_{1}, \ldots, \xi_{N}$ be generic (3.15). Let us suppose that $\overline{\mathrm{b}}_{-} \neq 0$, and in addition that $\overline{\mathrm{c}}_{+}=0$. Then $t(\lambda) \in \Sigma_{\mathcal{T}}$ if and only if there exists a unique function $Q_{t}(\lambda)$ of the form

$$
\begin{equation*}
Q_{t}(\lambda)=\prod_{b=1}^{q}\left(\lambda^{2}-\lambda_{b}^{2}\right), \quad q \leq N, \quad \lambda_{1}, \ldots, \lambda_{q} \in \mathbb{C} \backslash\left\{ \pm \xi_{1}^{(0)}, \ldots, \pm \xi_{N}^{(0)}\right\}, \tag{3.39}
\end{equation*}
$$

such that

$$
\begin{equation*}
t(\lambda) Q_{t}(\lambda)=\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda) Q_{t}(\lambda-\eta)+\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(-\lambda) Q_{t}(\lambda+\eta) . \tag{3.40}
\end{equation*}
$$

Similarly, $t(\lambda) \in \Sigma_{\mathcal{T}}$ if and only if there exists a unique function $P_{t}(\lambda)$ of the form

$$
\begin{equation*}
P_{t}(\lambda)=\prod_{b=1}^{p}\left(\lambda^{2}-\mu_{b}^{2}\right), \quad p \leq N, \quad \mu_{1}, \ldots, \mu_{p} \in \mathbb{C} \backslash\left\{ \pm \xi_{1}^{(0)}, \ldots, \pm \xi_{N}^{(0)}\right\}, \tag{3.41}
\end{equation*}
$$

such that

$$
\begin{equation*}
t(\lambda) P_{t}(\lambda)=\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(\lambda) P_{t}(\lambda-\eta)+\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(-\lambda) P_{t}(\lambda+\eta) . \tag{3.42}
\end{equation*}
$$

Proof. The proof of this statement has become standard in the SoV approach [44. It can be derived for example adapting to the present case the steps of the proof given recently in [64] for the antiperiodic XXX spin- $1 / 2$ quantum chain.

It is interesting to remark that the two polynomials $Q_{t}(\lambda)$ and $P_{t}(\lambda)$ of Theorem 3.3 satisfy some (generalized) wronskian equation, which in particular fixes their total degree, as stated in the following proposition.

Proposition 3.1. Under the same hypothesis as in Theorem 3.3. let $Q_{t}(\lambda)$ and $P_{t}(\lambda)$ be the two polynomials (3.39) and (3.41) associated to a given $t(\lambda) \in \Sigma_{\mathcal{T}}$, i.e. such that the equations (3.40) and (3.42) are satisfied. Then

$$
\begin{equation*}
W_{Q_{t}, P_{t}}(\lambda)=2(-1)^{N}\left[\bar{\zeta}_{+}+\bar{\zeta}_{-}+(p-q) \eta\right](\lambda-\eta / 2) a(\lambda) d(\lambda), \tag{3.43}
\end{equation*}
$$

where we have defined:

$$
\begin{align*}
W_{Q_{t}, P_{t}}(\lambda)=\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right) & \left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{-}\right) Q_{t}(\lambda-\eta) P_{t}(\lambda) \\
& -\left(\lambda-\frac{\eta}{2}-\bar{\zeta}_{+}\right)\left(\lambda-\frac{\eta}{2}-\bar{\zeta}_{-}\right) Q_{t}(\lambda) P_{t}(\lambda-\eta) . \tag{3.44}
\end{align*}
$$

It follows that

$$
\begin{equation*}
p+q=N . \tag{3.45}
\end{equation*}
$$

Proof. The two equations (3.40) and (3.42) of Theorem 3.3 admit the following rewriting:

$$
\begin{align*}
\bar{\zeta}_{+} \bar{\zeta}_{-} \lambda t(\lambda) Q_{t}(\lambda)= & \mathrm{A}(\lambda)\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right)\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{-}\right) Q_{t}(\lambda-\eta) \\
& -\mathrm{A}(-\lambda)\left(-\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right)\left(-\lambda-\frac{\eta}{2}+\bar{\zeta}_{-}\right) Q_{t}(\lambda+\eta)  \tag{3.46}\\
\bar{\zeta}_{+} \bar{\zeta}_{-} \lambda t(\lambda) P_{t}(\lambda)= & \mathrm{A}(\lambda)\left(\lambda-\frac{\eta}{2}-\bar{\zeta}_{+}\right)\left(\lambda-\frac{\eta}{2}-\bar{\zeta}_{-}\right) P_{t}(\lambda-\eta) \\
& -\mathrm{A}(-\lambda)\left(-\lambda-\frac{\eta}{2}-\bar{\zeta}_{+}\right)\left(-\lambda-\frac{\eta}{2}-\bar{\zeta}_{-}\right) P_{t}(\lambda+\eta) \tag{3.47}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathrm{A}(\lambda)=(-1)^{N}(\lambda+\eta / 2) a(\lambda) d(-\lambda) \tag{3.48}
\end{equation*}
$$

Multiplying the first and the second equation respectively by $P_{t}(\lambda)$ and $Q_{t}(\lambda)$ and taking their difference we get that

$$
\begin{equation*}
\mathrm{A}(\lambda) W_{Q_{t}, P_{t}}(\lambda)=\mathrm{A}(-\lambda) W_{Q_{t}, P_{t}}(-\lambda) \tag{3.49}
\end{equation*}
$$

We now use the fact that $\mathrm{A}(\lambda)$ and $W_{Q_{t}, P_{t}}(\lambda)$ are both polynomial functions in $\lambda$, and that none of the roots of $\mathrm{A}(\lambda)$ coincide with a root of $\mathrm{A}(-\lambda)$. Hence

$$
\begin{equation*}
W_{Q_{t}, P_{t}}(\lambda)=w(\lambda) \mathrm{A}(-\lambda) \tag{3.50}
\end{equation*}
$$

where $w(\lambda)$ is an even polynomial function of $\lambda$. Noticing moreover that $\mathrm{A}(\lambda-\eta / 2)=$ $-\mathrm{A}(-\lambda-\eta / 2)$ and that $W_{Q_{t}, P_{t}}(\lambda+\eta / 2)=-W_{Q_{t}, P_{t}}(\lambda)(-\lambda+\eta / 2)$, we get that $w(\lambda+\eta / 2)=w(-\lambda+\eta / 2)$, so that $w(\lambda)$ is in fact a constant. The value of this constant can be fixed by comparing the leading asymptotic behavior of $W_{Q_{t}, P_{t}}(\lambda)$ and of $\mathrm{A}(-\lambda)$ when $\lambda \rightarrow \pm \infty$ :

$$
\begin{align*}
& W_{Q_{t}, P_{t}}(\lambda) \sim\left[2 \bar{\zeta}_{+}+2 \bar{\zeta}_{-}+2(p-q) \eta\right] \lambda^{2 p+2 q+1}  \tag{3.51}\\
& \mathrm{~A}(-\lambda) \sim-\lambda^{2 N+1} \tag{3.52}
\end{align*}
$$

from which it also follows that $p+q=N$.
Note finally that, similarly to the antiperiodic case [44, 64], it is possible to reformulate the characterization of the transfer matrix spectrum of Theorem 3.3 by using the above wronskian equation instead of the functional $T-Q$ equations.

Proposition 3.2. Under the same hypothesis as in Theorem 3.3, $t(\lambda) \in \Sigma_{\mathcal{T}}$ if and only if there exist two polynomials $Q_{t}(\lambda)$ and $P_{t}(\lambda)$ of the respective form (3.39) and (3.41) such that

$$
\begin{align*}
t(\lambda)=\left[2 \lambda \left(\bar{\zeta}_{+}+\bar{\zeta}_{-}\right.\right. & +(p-q) \eta)]^{-1} \sum_{\epsilon= \pm} \epsilon\left(\epsilon \lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right)\left(\epsilon \lambda+\frac{\eta}{2}+\bar{\zeta}_{+}\right) \\
& \times\left(\epsilon \lambda-\frac{\eta}{2}+\bar{\zeta}_{-}\right)\left(\epsilon \lambda+\frac{\eta}{2}+\bar{\zeta}_{-}\right) Q_{t}(\epsilon \lambda-\eta) P_{t}(\epsilon \lambda+\eta) \tag{3.53}
\end{align*}
$$

and such that $Q_{t}(\lambda)$ and $P_{t}(\lambda)$ satisfy the equation (3.44).

### 3.4 Bethe ansatz form of the transfer matrix eigenstates

Let us define the following states in the SoV basis,

$$
\begin{align*}
& |\Omega\rangle=\frac{1}{N_{\boldsymbol{\xi},-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left|\mathbf{h}_{-}\right\rangle,  \tag{3.54}\\
& \left\langle\Omega_{L}\right|=\frac{1}{N_{\boldsymbol{\xi},-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{a=1}^{N}\left(f_{a} g_{a}\right)^{h_{a}} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right|, \tag{3.55}
\end{align*}
$$

and

$$
\begin{align*}
& \langle\underline{\Omega}|=\frac{1}{N_{\boldsymbol{\xi},-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{a=1}^{N} f_{a}^{h_{a}} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right|,  \tag{3.56}\\
& \left|\underline{\Omega}_{R}\right\rangle=\frac{1}{N_{\xi,-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{a=1}^{N} g_{a}^{-h_{a}} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left|\mathbf{h}_{-}\right\rangle . \tag{3.57}
\end{align*}
$$

where $f_{a}$ and $g_{a}$ are respectively given by (3.30) and (3.29), and the following renormalized operator

$$
\begin{equation*}
\mathcal{B}(\lambda) \equiv(-1)^{N} \frac{\overline{\mathcal{B}}_{-}(\lambda)}{b_{-}(\lambda)} . \tag{3.58}
\end{equation*}
$$

Then, the transfer matrix eigenstates that we have previously constructed by means of SoV can be rewritten in a form similar to what is obtained in the ABA framework, i.e. through the multiple action of the operator (3.58) on the states (3.54)-(3.57).

Proposition 3.3. Let the inhomogeneities $\xi_{1}, \ldots, \xi_{N}$ be generic (3.15). Then, for any $t(\lambda) \in \Sigma_{\mathcal{T}}$, the corresponding right and left one-dimensional $\mathcal{T}(\lambda)$-eigenspaces are respectively generated by the following vectors:

$$
\begin{equation*}
\Gamma_{W}^{-1} \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right)|\Omega\rangle=\frac{\prod_{k=1}^{q} d\left(\lambda_{k}\right) d\left(-\lambda_{k}\right)}{\prod_{k=1}^{p} d\left(\mu_{k}\right) d\left(-\mu_{k}\right)} \Gamma_{W}^{-1} \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right)\left|\underline{\Omega}_{R}\right\rangle, \tag{3.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\Omega_{L}\right| \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right) \Gamma_{W}=\frac{\prod_{k=1}^{q} d\left(\lambda_{k}\right) d\left(-\lambda_{k}\right)}{\prod_{k=1}^{p} d\left(\mu_{k}\right) d\left(-\mu_{k}\right)}\langle\underline{\Omega}| \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right) \Gamma_{W} . \tag{3.60}
\end{equation*}
$$

In these expressions, $Q_{t}$ (with roots given by $\lambda_{1}, \ldots, \lambda_{q}$ ) and $P_{t}$ (with roots given by $\mu_{1}, \ldots, \mu_{p}$ ) are respectively the solutions (3.33) of (3.34) and (3.36) of (3.37) if $\bar{c}_{+} \neq 0$ (in which case $q=p=N$ ), or the solutions (3.39) of (3.40) and (3.41) of (3.42) if $\overline{\mathrm{c}}_{+}=0$ (in which case $p+q=N$ ).

Proof. The eigenstates (3.25) and (3.26) can be written in terms of the zeros of $Q_{t}$,

$$
\begin{equation*}
\left|\Psi_{t}\right\rangle=N_{\boldsymbol{\xi},-}^{-1} \Gamma_{W}^{-1} \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right)|\Omega\rangle, \quad\left\langle\Psi_{t}\right|=N_{\boldsymbol{\xi},-}\left\langle\Omega_{L}\right| \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right) \Gamma_{W}, \tag{3.61}
\end{equation*}
$$

using the fact the left and right SoV-basis (3.17) and (3.16) are by definition eigenbasis of $\overline{\mathcal{B}}_{-}(\lambda)$ with eigenvalue (A.9), and that

$$
\begin{equation*}
\prod_{a=1}^{q} \prod_{n=1}^{N}\left(\lambda_{a}-\xi_{n}^{\left(h_{n}\right)}\right)\left(-\lambda_{a}-\xi_{n}^{\left(h_{n}\right)}\right)=\prod_{n=1}^{N} Q_{t}\left(\xi_{n}^{\left(h_{n}\right)}\right) \tag{3.62}
\end{equation*}
$$

These states can also be expressed in terms of the zeros of $P_{t}$, by using the reference states $\left|\underline{\Omega}_{R}\right\rangle$ and $\langle\underline{\Omega}|$ instead of $|\Omega\rangle$ and $\left\langle\Omega_{L}\right|$ :

$$
\begin{align*}
& \left|\Psi_{t}\right\rangle=N_{\boldsymbol{\xi},-} \prod_{a=1}^{N} \frac{Q_{t}\left(\xi_{a}^{(0)}\right)}{P_{t}\left(\xi_{a}^{(0)}\right)} \Gamma_{W}^{-1} \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right)\left|\underline{\Omega}_{R}\right\rangle  \tag{3.63}\\
& \left\langle\Psi_{t}\right|=N_{\boldsymbol{\xi},-} \prod_{a=1}^{N} \frac{Q_{t}\left(\xi_{a}^{(0)}\right)}{P_{t}\left(\xi_{a}^{(0)}\right)}\langle\underline{\Omega}| \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right) \Gamma_{W} . \tag{3.64}
\end{align*}
$$

This follows from the fact that

$$
\begin{equation*}
\frac{P_{t}\left(\xi_{n}^{(1)}\right)}{P_{t}\left(\xi_{n}^{(0)}\right)}=\frac{\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)}{\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(\xi_{n}^{(0)}\right)} \frac{Q_{t}\left(\xi_{n}^{(1)}\right)}{Q_{t}\left(\xi_{n}^{(0)}\right)}=g_{n} \frac{Q_{t}\left(\xi_{n}^{(1)}\right)}{Q_{t}\left(\xi_{n}^{(0)}\right)} . \tag{3.65}
\end{equation*}
$$

Finally, noticing that

$$
\begin{equation*}
\prod_{a=1}^{N} \frac{Q_{t}\left(\xi_{a}^{(0)}\right)}{P_{t}\left(\xi_{a}^{(0)}\right)}=\frac{\prod_{k=1}^{q} d\left(\lambda_{k}\right) d\left(-\lambda_{k}\right)}{\prod_{k=1}^{p} d\left(\mu_{k}\right) d\left(-\mu_{k}\right)} \tag{3.66}
\end{equation*}
$$

we get the result.
It is worth remarking that, under the condition $\overline{\mathrm{c}}_{+}=0$, it is also possible to use the Bethe ansatz approach to characterize the transfer matrix spectrum. However, the completeness of the corresponding ABA construction of eigenstates has so far remained a complicated issue. Proposition 3.3, based on the SoV study of the model, provides instead a complete construction for the eigenstates as "Bethe" vectors of the form (3.59)-(3.60). The connection with the usual ABA construction becomes clearer if we remark that the reference state (3.54) actually coincides with the state with all spin up, whereas the reference state (3.56) coincides with the states with all spin down, as stated in the following proposition.

Proposition 3.4. Let the inhomogeneities $\xi_{1}, \ldots, \xi_{N}$ be generic (3.15) and $\overline{\mathrm{b}}_{-} \neq 0$. Then

$$
\begin{equation*}
|\Omega\rangle=|0\rangle, \quad\langle\underline{\Omega}|=\langle\underline{0}|, \tag{3.67}
\end{equation*}
$$

where $|0\rangle$ and $\langle\underline{0}|$ are respectively the right reference states with all spin up and the left reference state with all spin down.

Proof. Let us first remark that the construction of the SoV basis of Appendix Arelies only on the reflection algebra for $\mathcal{U}_{-}$, and hence does not depend on the boundary matrix $\bar{K}_{+}$(3.9). It follows that the reference states $|\Omega\rangle$ (3.54) and $\langle\underline{\Omega}|(3.56)$ remain the same if we vary $\overline{\mathrm{c}}_{+}$without varying $\bar{K}_{-}$.

Let us now remark that, if we fix $\overline{\mathrm{c}}_{+}$to be zero, we have the following expression for the transfer matrix $\mathcal{T}(\lambda)$ :

$$
\begin{align*}
\overline{\mathcal{T}}(\lambda) & =\frac{(2 \lambda+\eta)\left(\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right) \overline{\mathcal{A}}_{-}(\lambda)+(2 \lambda-\eta)\left(-\lambda-\frac{\eta}{2}+\bar{\zeta}_{+}\right) \overline{\mathcal{A}}_{-}(-\lambda)}{2 \lambda \bar{\zeta}_{+}}  \tag{3.68}\\
& =\frac{(2 \lambda+\eta)\left(-\lambda+\frac{\eta}{2}+\bar{\zeta}_{+}\right) \overline{\mathcal{D}}_{-}(\lambda)+(2 \lambda-\eta)\left(\lambda+\frac{\eta}{2}+\bar{\zeta}_{+}\right) \overline{\mathcal{D}}_{-}(-\lambda)}{2 \lambda \bar{\zeta}_{+}} \tag{3.69}
\end{align*}
$$

From the boundary-bulk decomposition of the elements of the gauged transformed boundary monodromy matrix,

$$
\begin{aligned}
& \overline{\mathcal{A}}_{-}(\lambda)=(-1)^{N}\left\{\bar{a}_{-}(\lambda) A(\lambda) D(-\lambda)-\bar{b}_{-}(\lambda) A(\lambda) C(-\lambda)-\bar{d}_{-}(\lambda) B(\lambda) C(-\lambda)\right\} \\
& \overline{\mathcal{D}}_{-}(\lambda)=(-1)^{N}\left\{\bar{d}_{-}(\lambda) D(\lambda) A(-\lambda)-\bar{a}_{-}(\lambda) C(\lambda) B(-\lambda)+\bar{b}_{-}(\lambda) C(\lambda) A(-\lambda)\right\}
\end{aligned}
$$

it follows that

$$
\begin{align*}
\langle\underline{0}| \overline{\mathcal{D}}_{-}(\lambda) & =(-1)^{N} \bar{d}_{-}(\lambda) a(\lambda) d(-\lambda)\langle\underline{0}|,  \tag{3.70}\\
\overline{\mathcal{A}}_{-}(\lambda)|0\rangle & =(-1)^{N} \bar{a}_{-}(\lambda) a(\lambda) d(-\lambda)|0\rangle, \tag{3.71}
\end{align*}
$$

where we have used the following properties:

$$
\begin{align*}
& A(\lambda)|0\rangle=a(\lambda)|0\rangle, \quad D(\lambda)|0\rangle=d(\lambda)|0\rangle, \quad C(\lambda)|0\rangle=0,  \tag{3.72}\\
& \langle\underline{0}| A(\lambda)=d(\lambda)\langle\underline{0}|, \quad\langle\underline{0}| D(\lambda)=a(\lambda)\langle\underline{0}|, \quad\langle\underline{0}| C(\lambda)=0 . \tag{3.73}
\end{align*}
$$

These identities imply that

$$
\begin{align*}
& \langle\underline{0}| \overline{\mathcal{T}}(\lambda)=\left(\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(\lambda)+\mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}(-\lambda)\right)\langle\underline{0}|  \tag{3.74}\\
& \overline{\mathcal{T}}(\lambda)|0\rangle=\left(\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda)+\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(-\lambda)\right)|0\rangle \tag{3.75}
\end{align*}
$$

on the gauge transformed transfer matrix, which together with the spectrum simplicity imply that $|\Omega\rangle$ is proportional to $|0\rangle$, whereas $\langle\underline{\Omega}|$ is proportional to $\langle\underline{0}|$. It is then easy to show that the proportionality factor is equal to 1 by computing the scalar product of these right (respectively left) vectors with $\langle 0| \equiv\left\langle\mathbf{1}_{-}\right|$(respectively with $\left.|\underline{0}\rangle \equiv\left|\mathbf{0}_{-}\right\rangle\right)$.

Since, from the above remark, $|\Omega\rangle$ and $\langle\underline{\Omega}|$ do not depend on $\bar{K}_{+}$, the equality remains valid also if we do not have $\overline{\mathrm{c}}_{+}=0$.

## 4 Scalar products of separate states

As usual [18,47], the separation of variable method enables one to obtain determinant representations for the scalar products of the so-called separate states. By separate state, we mean here a right (respectively left) state that can be written in the following form,

$$
\begin{gather*}
\sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N} \gamma_{n}^{\left(h_{n}\right)} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right) \Gamma_{W}^{-1}\left|\mathbf{h}_{-}\right\rangle,  \tag{4.1}\\
 \tag{4.2}\\
\sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N} \gamma_{n}^{\left(h_{n}\right)} \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right| \Gamma_{W},
\end{gather*}
$$

for some coefficients $\gamma_{n}^{\left(h_{n}\right)}, n \in\{1, \ldots, N\}, h_{n} \in\{0,1\}$. This class of states is of particular interest since, on the one hand, it contains the complete set of transfer matrix eigenstates (3.25) and (3.26) and, on the other hand, it can be used as a convenient generating family of the space of states. In this respect, these separate states somehow play the same role as the off-shell Bethe vectors in the context of algebraic Bethe ansatz. Therefore we expect the computation of their scalar products to be a fundamental step towards the computation of more complicated physical quantities such as form factors and correlation functions as was shown in [47] in the SoV context.

In fact, it is easy to see that any arbitrary separate state, as defined in (4.1) or (4.2), admits representations as some Bethe-type vector. To clarify this point, let us introduce some notations that we shall use throughout the remaining part of the paper. Given a polynomial function in $\lambda^{2}$,

$$
\begin{equation*}
\beta(\lambda)=\prod_{m=1}^{n_{\beta}}\left(\lambda^{2}-b_{m}^{2}\right) \tag{4.3}
\end{equation*}
$$

we define, by multiple action of the operator (3.58) on the reference states (3.54)(3.57), the following Bethe-type vectors:

$$
\begin{align*}
& |\beta\rangle=\Gamma_{W}^{-1} \prod_{a=1}^{n_{\beta}} \mathcal{B}\left(b_{a}\right)|\Omega\rangle  \tag{4.4}\\
& \langle\underline{\beta}|=\langle\underline{\Omega}| \prod_{a=1}^{n_{\beta}} \mathcal{B}\left(b_{a}\right) \Gamma_{W}  \tag{4.5}\\
& \langle\beta|=\left\langle\Omega_{L}\right| \prod_{a=1}^{n_{\beta}} \mathcal{B}\left(b_{a}\right) \Gamma_{W}  \tag{4.6}\\
& |\underline{\beta}\rangle=\Gamma_{W}^{-1} \prod_{a=1}^{n_{\beta}} \mathcal{B}\left(b_{a}\right)\left|\underline{\Omega}_{R}\right\rangle \tag{4.7}
\end{align*}
$$

Then the separate vector (4.1) is equal to the Bethe-type vector (4.4) (respectively to the Bethe-type vector (4.7)) if the polynomial function $\beta(\lambda)$ is chosen such that $\beta\left(\xi_{n}^{\left(h_{n}\right)}\right)=N_{\xi,-}^{1 / N} \gamma_{n}^{\left(h_{n}\right)}$, (respectively such that $\beta\left(\xi_{n}^{\left(h_{n}\right)}\right)=N_{\xi,-}^{1 / N} \gamma_{n}^{\left(h_{n}\right)} g_{n}^{h_{n}}$ ) for all $n \in\{1, \ldots, N\}, h_{n} \in\{0,1\}$. Similarly, the separate vector (4.2) is equal to the Bethe-type vector (4.5) (respectively to the Bethe-type vector (4.6)) if the polynomial function $\beta(\lambda)$ is chosen such that $\beta\left(\xi_{n}^{\left(h_{n}\right)}\right)=N_{\xi,-}^{1 / N} \gamma_{n}^{\left(h_{n}\right)} f_{n}^{-h_{n}}$, (respectively such that $\left.\beta\left(\xi_{n}^{\left(h_{n}\right)}\right)=N_{\xi,-}^{1 / N} \gamma_{n}^{\left(h_{n}\right)}\left(f_{n} g_{n}\right)^{-h_{n}}\right)$ for all $n \in\{1, \ldots, N\}, h_{n} \in\{0,1\}$. Conversely, any Bethe-type vector of the form (4.4) or (4.7) (respectively of the form (4.5) or (4.6)) is obviously a separate state of the form (4.1) (respectively (4.2)). Hence, in the present article, we shall from now on use the notations (4.3)-(4.7) instead of (4.1)-(4.2).

[^4]In the previous section, we have shown that the one-dimensional right $\mathcal{T}(\lambda)$ eigenspace associated with the eigenvalue $t(\lambda)$ is generated by any of the two (proportional) separate states

$$
\begin{equation*}
\left|Q_{t}\right\rangle=\Gamma_{W}^{-1} \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right)|\Omega\rangle, \quad\left|\underline{P_{t}}\right\rangle=\Gamma_{W}^{-1} \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right)\left|\underline{\Omega}_{R}\right\rangle . \tag{4.8}
\end{equation*}
$$

whereas the one-dimensional left $\mathcal{T}(\lambda)$-eigenspace associated with the eigenvalue $t(\lambda)$ is generated by any of the two (proportional) separate states,

$$
\begin{equation*}
\left\langle Q_{t}\right|=\left\langle\Omega_{L}\right| \prod_{a=1}^{q} \mathcal{B}\left(\lambda_{a}\right) \Gamma_{W}, \quad\left\langle\underline{P_{t}}\right|=\langle\underline{\Omega}| \prod_{a=1}^{p} \mathcal{B}\left(\mu_{a}\right) \Gamma_{W} . \tag{4.9}
\end{equation*}
$$

In these expressions, we have used the above Bethe-type notations to represent the eigenstates as some on-shell particularization of (4.4)-(4.7). $Q_{t}$ and $P_{t}$ stand here for the polynomials (3.33) and (3.36) with $p=q=N$ satisfying respectively (3.34) and (3.37) if $\overline{\mathrm{c}}_{+} \neq 0$, and for the polynomials (3.39) and (3.41) with $p+q=N$ satisfying respectively (3.40) and (3.42) if $\overline{\mathrm{c}}_{+}=0$.

### 4.1 The scalar product of two generic separate states

The previous SoV studies [18,47] applied here for the XXX open chain enables one to straightforwardly express the scalar product of two generic separate states as defined in (4.1) and (4.2) and hence in (4.3) in the form of a determinant.

Proposition 4.1. Let $\alpha(\lambda)$ and $\beta(\lambda)$ be two polynomials in $\lambda^{2}$ of respective degree $n_{\alpha}$ and $n_{\beta}$, and which can be expressed as

$$
\begin{equation*}
\alpha(\lambda)=\prod_{k=1}^{n_{\alpha}}\left(\lambda^{2}-\alpha_{k}^{2}\right), \quad \beta(\lambda)=\prod_{k=1}^{n_{\beta}}\left(\lambda^{2}-\beta_{k}^{2}\right) \tag{4.10}
\end{equation*}
$$

in terms of some sets of roots $\left\{\alpha_{1}^{2}, \ldots, \alpha_{n_{\alpha}}^{2}\right\}$ and $\left\{\beta_{1}^{2}, \ldots, \beta_{n_{\beta}}^{2}\right\}$. Then the scalar products of the separate states built as in (4.1) and (4.2) from $\alpha(\lambda)$ and $\beta(\lambda)$,

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=\langle\beta \mid \alpha\rangle=\left\langle\Omega_{L}\right| \prod_{k=1}^{n_{\alpha}} \mathcal{B}\left(\alpha_{k}\right) \prod_{k=1}^{n_{\beta}} \mathcal{B}\left(\beta_{k}\right)|\Omega\rangle \tag{4.11}
\end{equation*}
$$

admit the following determinant representations:

$$
\begin{align*}
\langle\alpha \mid \beta\rangle & =\frac{1}{N_{\boldsymbol{\xi},-}} \operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1}\left(f_{i} g_{i}\right)^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(h)}\right)^{2(j-1)}\right],  \tag{4.12}\\
& =\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\xi_{n} \overline{\mathrm{~b}}_{-}} \frac{\operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1}\left(-g_{i}\right)^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(1-h)}\right)^{2(j-1)}\right]}{\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right)} . \tag{4.13}
\end{align*}
$$

We also have

$$
\begin{align*}
\langle\underline{\alpha} \mid \beta\rangle & =\langle\beta \mid \underline{\alpha}\rangle=\langle\alpha \mid \underline{\beta}\rangle=\langle\underline{\beta} \mid \alpha\rangle=\langle\underline{\Omega}| \prod_{k=1}^{n_{\alpha}} \mathcal{B}\left(\alpha_{k}\right) \prod_{k=1}^{n_{\beta}} \mathcal{B}\left(\beta_{k}\right)|\Omega\rangle,  \tag{4.14}\\
& =\frac{1}{N_{\boldsymbol{\xi},-}} \operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1} f_{i}^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(h)}\right)^{2(j-1)}\right]  \tag{4.15}\\
& =\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\xi_{n} \overline{\mathrm{~b}}_{-}} \frac{\operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1}(-1)^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(1-h)}\right)^{2(j-1)}\right]}{\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right)} . \tag{4.16}
\end{align*}
$$

Finally,

$$
\begin{align*}
\langle\underline{\alpha} \mid \underline{\beta}\rangle & =\langle\underline{\beta} \mid \underline{\alpha}\rangle=\langle\underline{\Omega}| \prod_{k=1}^{n_{\alpha}} \mathcal{B}\left(\alpha_{k}\right) \prod_{k=1}^{n_{\beta}} \mathcal{B}\left(\beta_{k}\right)\left|\underline{\Omega}_{R}\right\rangle,  \tag{4.17}\\
& =\frac{1}{N_{\xi,-}} \operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1}\left(f_{i} g_{i}^{-1}\right)^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(h)}\right)^{2(j-1)}\right],  \tag{4.18}\\
& =\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\xi_{n} \overline{\mathrm{~b}}_{-}} \frac{\operatorname{det}_{1 \leq i, j \leq N}\left[\sum_{h=0}^{1}\left(-g_{i}^{-1}\right)^{h} \alpha\left(\xi_{i}^{(h)}\right) \beta\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(1-h)}\right)^{2(j-1)}\right]}{\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right)} . \tag{4.19}
\end{align*}
$$

Proof. The fact that the scalar products in (4.11), (4.14) or (4.17) coincide is a simple consequence of the commutativity of the family of operators $\mathcal{B}(\lambda)$ and of the definitions of the reference states. The representation (4.12) follows from the fact that the separate states $\langle\alpha|$ and $|\beta\rangle$ can be rewritten in terms of the left and right SoV basis (A.4) and (A.5) as

$$
\begin{align*}
& \langle\alpha|=\frac{1}{N_{\boldsymbol{\xi},-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N}\left[\left(f_{n} g_{n}\right)^{h_{n}} \alpha\left(\xi_{n}^{\left(h_{n}\right)}\right)\right] \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)\left\langle\mathbf{h}_{-}\right| \Gamma_{W},  \tag{4.20}\\
& |\beta\rangle=\frac{1}{N_{\xi,-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N} \beta\left(\xi_{n}^{\left(h_{n}\right)}\right) \widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right) \Gamma_{W}^{-1}\left|\mathbf{h}_{-}\right\rangle, \tag{4.21}
\end{align*}
$$

from the orthogonality relation (3.18) and from the multi linearity of the determinant with respect to the sum over $h_{1}, \ldots, h_{N} \in\{0,1\}$. The representation (4.13) can be obtained similarly using the identity (3.31) so as to rewrite the state $\langle\alpha|$ as

$$
\langle\alpha|=\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\xi_{n} \overline{\mathrm{~b}}_{-}} \sum_{\mathbf{h} \in\{0,1\}^{N}} \prod_{n=1}^{N}\left[\left(-g_{n}\right)^{h_{n}} \alpha\left(\xi_{n}^{\left(h_{n}\right)}\right)\right] \frac{\widehat{V}\left(\xi_{1}^{\left(1-h_{1}\right)}, \ldots, \xi_{N}^{\left(1-h_{N}\right)}\right)}{\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right)}\left\langle\mathbf{h}_{-}\right| \Gamma_{W} .
$$

The representations (4.15), (4.16), (4.18) and (4.19) are obtained similarly.
Remark 4.1. The orthogonality condition for two different transfer matrix eigenstates, which can for instance be written as

$$
\begin{equation*}
\left\langle\underline{Q_{t^{\prime}}} \mid P_{t}\right\rangle=\left\langle P_{t^{\prime}} \mid \underline{Q_{t}}\right\rangle=0 \quad \text { if } t^{\prime} \neq t, \tag{4.22}
\end{equation*}
$$

can be seen directly at the level of the determinant representation (4.15), by showing that the corresponding matrix admits a non-zero eigenvector. Indeed, following the method used in [47], the difference of two eigenvalues $t(\lambda)$ and $t^{\prime}(\lambda)$ divided by $\left(4 \lambda^{2}-\right.$ $\eta^{2}$ ) is a non-zero polynomials in $\lambda^{2}$ of degree $N-1$,

$$
\begin{equation*}
t(\lambda)-t^{\prime}(\lambda)=\left(4 \lambda^{2}-\eta^{2}\right) \sum_{j=1}^{N} C_{j}^{\left(t, t^{\prime}\right)} \lambda^{2(j-1)} \tag{4.23}
\end{equation*}
$$

which satisfies

$$
\begin{align*}
& \sum_{j=1}^{N}\left[\sum_{h=0}^{1} f_{i}^{h} Q_{t^{\prime}}\left(\xi_{i}^{(h)}\right) P_{t}\left(\xi_{i}^{(h)}\right)\left(\xi_{i}^{(h)}\right)^{2(j-1)}\right] C_{j}^{\left(t, t^{\prime}\right)} \\
& =Q_{t^{\prime}}\left(\xi_{i}^{(0)}\right) P_{t}\left(\xi_{i}^{(0)}\right) \frac{t\left(\xi_{i}^{(0)}\right)-t^{\prime}\left(\xi_{i}^{(0)}\right)}{4\left(\xi_{i}^{(0)}\right)^{2}-\eta^{2}}+f_{i} Q_{t^{\prime}}\left(\xi_{i}^{(1)}\right) P_{t}\left(\xi_{i}^{(1)}\right) \frac{t\left(\xi_{i}^{(1)}\right)-t^{\prime}\left(\xi_{i}^{(1)}\right)}{4\left(\xi_{i}^{(1)}\right)^{2}-\eta^{2}} . \tag{4.24}
\end{align*}
$$

Thanks to the $T-Q$ equations (3.40) and (3.42), the right hand side reduces to

$$
\begin{align*}
& Q_{t^{\prime}}\left(\xi_{i}^{(0)}\right) P_{t}\left(\xi_{i}^{(1)}\right) \mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(\xi_{i}^{(0)}\right)-Q_{t^{\prime}}\left(\xi_{i}^{(1)}\right) P_{t}\left(\xi_{i}^{(0)}\right) \mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\xi_{i}^{(0)}\right) \\
& 4\left(\xi_{i}^{(0)}\right)^{2}-\eta^{2}  \tag{4.25}\\
& \quad+f_{i} \frac{Q_{t^{\prime}}\left(\xi_{i}^{(1)}\right) P_{t}\left(\xi_{i}^{(0)}\right) \mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(-\xi_{i}^{(1)}\right)-Q_{t^{\prime}}\left(\xi_{i}^{(0)}\right) P_{t}\left(\xi_{i}^{(1)}\right) \mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\xi_{i}^{(1)}\right)}{4\left(\xi_{i}^{(1)}\right)^{2}-\eta^{2}}
\end{align*}
$$

which is equal to zero due to the identities

$$
\frac{\mathbf{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(\xi_{i}^{(0)}\right)}{4\left(\xi_{i}^{(0)}\right)^{2}-\eta^{2}}=f_{i} \frac{\mathbf{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(-\xi_{i}^{(1)}\right)}{4\left(\xi_{i}^{(1)}\right)^{2}-\eta^{2}}, \quad \frac{\mathbf{A}_{\bar{\zeta}_{+} \bar{\zeta}_{-}}\left(\xi_{i}^{(0)}\right)}{4\left(\xi_{i}^{(0)}\right)^{2}-\eta^{2}}=f_{i} \frac{\mathbf{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(-\xi_{i}^{(1)}\right)}{4\left(\xi_{i}^{(1)}\right)^{2}-\eta^{2}} .
$$

The representations for the scalar products of separate states that we have obtained in Proposition 4.1 directly from the SoV study of the model are, as usual within the framework of this approach [18, 19, 36, 43, 45, 47, 68,69 , not properly formulated for the consideration of the homogeneous limit. As shown in the remaining part of this section, it is possible to transform them into more convenient ones for the consideration of both homogeneous and thermodynamic limits. These reformulations are based on some algebraic determinant identities quite similar as those that were used in [64] in the case of the XXX antiperiodic chain.

### 4.2 Some useful determinant identities

We prove here several determinant identities that we shall use in the next subsection to reformulate the representations (4.13), (4.16) and (4.19) for the scalar product of separate states.

So as to concisely formulate these identities and the resulting quantities, let us first introduce some notations. For a set of arbitrary variables $\{x\} \equiv\left\{x_{1}, \ldots, x_{L}\right\}$ and a function $f$, we define

$$
\begin{equation*}
\mathcal{A}_{\{x\}}[f]=\frac{\operatorname{det}_{1 \leq i, j \leq L}\left[\sum_{\epsilon \in\{+,-\}} f\left(\epsilon x_{i}\right)\left(x_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)}\right]}{\operatorname{det}_{1 \leq i, j \leq L}\left[x_{i}^{2(j-1)}\right]} \tag{4.26}
\end{equation*}
$$

We also define, for two arbitrary parameters $\xi_{+}, \xi_{-}$and a set of arbitrary variables $\{z\} \equiv\left\{z_{1}, \ldots, z_{M}\right\}$, a function

$$
\begin{equation*}
f_{\xi_{+}, \xi_{-},\{z\}}(\lambda)=\frac{\left(\lambda+\xi_{+}\right)\left(\lambda+\xi_{-}\right)}{\lambda} \prod_{m=1}^{M} \frac{\lambda^{2}-z_{m}^{2}}{\left(\lambda+\frac{\eta}{2}\right)^{2}-z_{m}^{2}} . \tag{4.27}
\end{equation*}
$$

We finally define, when the two sets of variable $\{x\}$ and $\{z\}$ have the same cardinality $M=L$,

$$
\begin{equation*}
\mathcal{I}_{\xi_{+}, \xi_{-}}(\{x\},\{z\})=\frac{\prod_{j, k=1}^{L}\left(x_{j}^{2}-z_{k}^{2}\right)}{\prod_{j<k}\left(x_{j}^{2}-x_{k}^{2}\right)\left(z_{k}^{2}-z_{j}^{2}\right)} \operatorname{det}_{1 \leq i, j \leq L}\left[\mathcal{I}_{\xi_{+}, \xi_{-}}\left(x_{i}, z_{j}\right)\right], \tag{4.28}
\end{equation*}
$$

where the function $\mathcal{I}_{\xi_{+}, \xi_{-}}(x, z)$ is given by

$$
\begin{equation*}
\mathcal{I}_{\xi_{+}, \xi_{-}}(x, z)=\sum_{\epsilon \in\{+,-\}} \epsilon \frac{\left(x+\epsilon \xi_{+}\right)\left(x+\epsilon \xi_{-}\right)}{x\left[\left(x+\epsilon \frac{\eta}{2}\right)^{2}-z^{2}\right]} . \tag{4.29}
\end{equation*}
$$

These functions can be seen as the boundary counterparts of the one appearing in Section 3.2 of [64]. In particular, $\mathcal{I}_{\xi_{+}, \xi_{-}}(\{x\},\{z\})$ can be understood as a generalization of the Izergin's determinant [70, 71].

Identity 1. Let $M=L$. Then the above functions are related by the following identities:

$$
\begin{align*}
\mathcal{A}_{\{z\}}\left[f_{\xi_{+}, \xi_{-},\{x\}}\right] & =\mathcal{I}_{\xi_{+}, \xi-}(\{z\},\{x\})  \tag{4.30}\\
& =(-1)^{L} \mathcal{I}_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2}}(\{x\},\{z\})  \tag{4.31}\\
& =(-1)^{L} \mathcal{A}_{\{x\}}\left[f_{\left.-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{z\}\right]} .\right. \tag{4.32}
\end{align*}
$$

Proof. We consider, associated with the set of variables $\{x\} \equiv\left\{x_{1}, \ldots, x_{L}\right\}$, the following polynomials in $\lambda^{2}$,

$$
\begin{equation*}
X_{k}(\lambda)=\prod_{\substack{\ell=1 \\ \ell \neq k}}^{L}\left(\lambda^{2}-x_{\ell}^{2}\right), \quad 1 \leq k \leq L, \tag{4.33}
\end{equation*}
$$

and the $L \times L$ matrix $\mathcal{C}^{X}$ with elements $\mathcal{C}_{j, k}^{X}, 1 \leq j, k \leq L$, defined by the relations

$$
\begin{equation*}
X_{k}(\lambda)=\sum_{j=1}^{L} \mathcal{C}_{j, k}^{X} \lambda^{2(j-1)}, \quad \forall k \in\{1, \ldots, L\} \tag{4.34}
\end{equation*}
$$

It is easy to compute its determinant by observing that

$$
\begin{align*}
\operatorname{det}_{1 \leq i, j \leq L}\left[x_{i}^{2(j-1)}\right] \cdot \operatorname{det}_{1 \leq j, k \leq L}^{\operatorname{det}}\left[\mathcal{C}_{j, k}^{X}\right] & =\operatorname{det}_{1 \leq i, k \leq L}\left[\sum_{j=1}^{L} \mathcal{C}_{j, k}^{X} x_{i}^{2(j-1)}\right] \\
& =\operatorname{det}_{1 \leq i, k \leq L}\left[X_{k}\left(x_{i}\right) \delta_{i, k}\right], \tag{4.35}
\end{align*}
$$

so that

$$
\begin{equation*}
\operatorname{det}_{L}\left[\mathcal{C}^{X}\right]=\frac{\prod_{\ell=1}^{L} X_{\ell}\left(x_{\ell}\right)}{\prod_{1 \leq a<b \leq L}\left(x_{b}^{2}-x_{a}^{2}\right)}=\prod_{1 \leq b<a \leq L}\left(x_{b}^{2}-x_{a}^{2}\right)=\widehat{V}\left(x_{L}, \ldots, x_{1}\right) . \tag{4.36}
\end{equation*}
$$

Moreover, it is simple to compute its product with the $L \times L$ matrix of elements $\sum_{\epsilon \in\{+,-\}} f_{\xi_{+}, \xi_{-},\{x\}}\left(\epsilon z_{i}\right)\left(z_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)}$, by remarking that, for $1 \leq i, k \leq L$,

$$
\begin{align*}
& \sum_{j=1}^{L}\left[\sum_{\epsilon \in\{+,-\}} f_{\xi_{+}, \xi_{-},\{x\}}\left(\epsilon z_{i}\right)\left(z_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)}\right] \mathcal{C}_{j, k}^{X} \\
&=\sum_{\epsilon \in\{+,-\}} f_{\xi_{+}, \xi_{-},\{x\}}\left(\epsilon z_{i}\right) \sum_{j=1}^{L} \mathcal{C}_{j, k}^{X}\left(z_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
&=\prod_{\ell=1}^{L}\left(z_{i}^{2}-x_{\ell}^{2}\right) \sum_{\epsilon \in\{+,-\}} \epsilon \frac{\left(z_{i}+\epsilon \xi_{+}\right)\left(z_{i}+\epsilon \xi_{-}\right)}{z_{i}\left[\left(z_{i}+\epsilon \frac{\eta}{2}\right)^{2}-x_{k}^{2}\right]} \tag{4.37}
\end{align*}
$$

which implies (4.30). Rewriting now $\mathcal{I}_{\xi_{+}, \xi_{-}}(z, x)$ as

$$
\begin{equation*}
\mathcal{I}_{\xi_{+}, \xi_{-}}(z, x)=\frac{\sum_{\epsilon= \pm} \epsilon\left(z+\epsilon \xi_{+}\right)\left(z+\epsilon \xi_{-}\right)\left[\left(z-\epsilon \frac{\eta}{2}\right)^{2}-x^{2}\right]}{z\left[\left(z+\frac{\eta}{2}\right)^{2}-x^{2}\right]\left[\left(z-\frac{\eta}{2}\right)^{2}-x^{2}\right]} \tag{4.38}
\end{equation*}
$$

and noticing that

$$
\begin{equation*}
\frac{1}{\left[\left(z+\frac{\eta}{2}\right)^{2}-x^{2}\right]\left[\left(z-\frac{\eta}{2}\right)^{2}-x^{2}\right]}=\frac{1}{\left[\left(x+\frac{\eta}{2}\right)^{2}-z^{2}\right]\left[\left(x-\frac{\eta}{2}\right)^{2}-z^{2}\right]} \tag{4.39}
\end{equation*}
$$

and that

$$
\begin{align*}
& \frac{1}{z} \sum_{\epsilon= \pm} \epsilon\left(z+\epsilon \xi_{+}\right)\left(z+\epsilon \xi_{-}\right)\left[\left(z-\epsilon \frac{\eta}{2}\right)^{2}-x^{2}\right] \\
& \quad=2\left[z^{2}\left(\xi_{+}+\xi_{-}-\eta\right)-x^{2}\left(\xi_{+}+\xi_{-}\right)+\frac{\eta^{2}}{4}\left(\xi_{+}+\xi_{-}\right)-\eta \xi_{+} \xi_{-}\right] \\
& \quad=2\left[x^{2}\left(\tilde{\xi}_{+}+\tilde{\xi}_{-}-\eta\right)-z^{2}\left(\tilde{\xi}_{+}+\tilde{\xi}_{-}\right)+\frac{\eta^{2}}{4}\left(\tilde{\xi}_{+}+\tilde{\xi}_{-}\right)-\eta \tilde{\xi}_{+} \tilde{\xi}_{-}\right] \\
& \quad=\frac{1}{x} \sum_{\epsilon= \pm} \epsilon\left(x+\epsilon \tilde{\xi}_{+}\right)\left(x+\epsilon \tilde{\xi}_{-}\right)\left[\left(x-\epsilon \frac{\eta}{2}\right)^{2}-z^{2}\right] \tag{4.40}
\end{align*}
$$

in which we have set $\tilde{\xi}_{ \pm}=-\xi_{ \pm}+\frac{\eta}{2}$, we obtain (4.31). Finally (4.32) is a consequence of the previous identities.

The identity between $\mathcal{A}_{\{z\}}\left[f_{\xi_{+}, \xi_{-},\{x\}}\right]$ and $\mathcal{A}_{\{x\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{z\}}\right]$ can in fact easily be extended to the case in which the cardinality of the two sets of variables is different.

Identity 2. Let us consider two sets of arbitrary complex numbers $\{x\} \equiv\left\{x_{1}, \ldots, x_{L}\right\}$ and $\{z\} \equiv\left\{z_{1}, \ldots, z_{M}\right\}$, and let us suppose that $M \leq L$. Then, for any complex parameters $\xi_{+}, \xi_{-}$, we have

$$
\begin{equation*}
\mathcal{A}_{\{x\}}\left[f_{\xi_{+}, \xi_{-},\{z\}}\right]=(-1)^{M} 2^{L-M} \prod_{j=0}^{L-M-1}\left(\xi_{+}+\xi_{-}+j \eta\right) \mathcal{A}_{\{z\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{x\}}\right] \tag{4.41}
\end{equation*}
$$

Proof. For $M=L$ the formula is identical to the previous one (4.32). For $M<L$ it is easy to see that

$$
\begin{align*}
& \mathcal{A}_{\left\{x_{1}, \ldots, x_{L}\right\}}\left[f_{\xi_{+}, \xi_{-},\left\{z_{1}, \ldots, z_{M}\right\}}\right] \\
& \quad=\lim _{z_{M+1} \rightarrow+\infty} \ldots \lim _{z_{L} \rightarrow+\infty} \mathcal{A}_{\left\{x_{1}, \ldots, x_{L}\right\}}\left[f_{\xi_{+}, \xi_{-},\left\{z_{1}, \ldots, z_{L}\right\}}\right] \\
& \quad=(-1)^{L} \lim _{z_{M+1} \rightarrow+\infty} \cdots \lim _{z_{L} \rightarrow+\infty} \mathcal{A}_{\left\{z_{1}, \ldots, z_{L}\right\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\left\{x_{1}, \ldots, x_{L}\right\}}\right] \tag{4.42}
\end{align*}
$$

in which we have used Identity 1. Computing the limits in (4.42), we finally obtain (4.41).

The last identity has an immediate corollary in the particular case where $M<L$ and where $\xi_{+}+\xi_{-}+j \eta=0$ for some $j \in\{0,1, \ldots, L-M-1\}$ :

Corollary 4.1. With the same notations as in Identity圆, let us suppose that $M<L$ and that there exists some integer $j \in\{0,1, \ldots, L-M-1\}$ such that $\xi_{+}+\xi_{-}+j \eta=0$. Then

$$
\begin{equation*}
\mathcal{A}_{\left\{x_{1}, \ldots, x_{L}\right\}}\left[f_{\xi_{+}, \xi_{-},\left\{z_{1}, \ldots, z_{M}\right\}}\right]=0 \tag{4.43}
\end{equation*}
$$

Instead, if $\xi_{+}$and $\xi_{-}$are generic, we can rewrite Identity 2 in a form which does not depend on which of the two sets $\{x\}$ or $\{z\}$ has bigger cardinality:

Corollary 4.2. Let $\{x\} \equiv\left\{x_{1}, \ldots, x_{L}\right\}$ and $\{z\} \equiv\left\{z_{1}, \ldots, z_{M}\right\}$ be two sets of arbitrary complex numbers. Then, for any values of the parameters $\xi_{+}$and $\xi_{-}$such that the corresponding ratio of $\Gamma$-functions is well defined, we have

$$
\begin{align*}
\mathcal{A}_{\{x\}}\left[f_{\xi_{+}, \xi_{-},\{z\}}\right]=(-1)^{M}( & 2 \eta)^{L-M} \\
& \times \frac{\Gamma\left(\frac{\xi_{+}+\xi_{-}}{\eta}+L-M\right)}{\Gamma\left(\frac{\xi_{+}+\xi_{-}}{\eta}\right)} \mathcal{A}_{\{z\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{x\}}\right] . \tag{4.44}
\end{align*}
$$

Remark 4.2. Identity 2, Corollary 4.1 and Corollary 4.2 enable us to compute the quantity $\mathcal{A}_{\{x\}}\left[f_{\xi_{+}, \xi_{-},\{z\}}\right]$, or to explicitly rewrite it in terms of $\mathcal{A}_{\{z\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{x\}}\right]$ for all values of $\xi_{+}$and $\xi_{-}$such that $\frac{\xi_{+}+\xi_{-}}{\eta} \notin\{1, \ldots, M-L\}$ (the latter set being non-empty only for $M>L$ ). For the special values for which the relation (4.44) is not well-defined, it is possible instead to explicitly rewrite $\mathcal{A}_{\{x\}}\left[f_{\xi_{+}, \xi_{-},\{z\}}\right]$ in terms of some modified version of $\mathcal{A}_{\{z\}}\left[f_{-\xi_{+}+\frac{\eta}{2},-\xi_{-}+\frac{\eta}{2},\{x\}}\right]$. However, since $\mathcal{A}_{\{x\}}\left[f_{\xi_{+}, \xi_{-},\{z\}}\right]$ is a polynomial function of $\xi_{+}$and $\xi_{-}$, one can also merely use analytic continuation at these special points.

Finally, it is possible to rewrite, for any function $f$, the ratio of determinants (4.26) in terms of a generalized version of the usual scalar products determinant representations [48]. For a one-variable function $f$ and two sets of variables $\{x\} \equiv$ $\left\{x_{1}, \ldots, x_{M}\right\}$ and $\{y\} \equiv\left\{y_{1}, \ldots, y_{L}\right\}$ such that $L \geq M$, we define

$$
\begin{equation*}
\mathcal{S}_{\{x\},\{y\}}[f]=\frac{\widehat{V}\left(x_{1}-\frac{\eta}{2}, \ldots, x_{M}-\frac{\eta}{2}\right)}{\widehat{V}\left(x_{1}+\frac{\eta}{2}, \ldots, x_{M}+\frac{\eta}{2}\right)} \frac{\operatorname{det}_{L} \mathcal{S}_{\mathbf{x}, \mathbf{y}}[f]}{\widehat{V}\left(x_{M}, \ldots, x_{1}\right) \widehat{V}\left(y_{1}, \ldots, y_{L}\right)}, \tag{4.45}
\end{equation*}
$$

where $\mathcal{S}_{\mathbf{x}, \mathbf{y}}[f]$ is the $L \times L$ matrix with elements

$$
\begin{align*}
& {\left[\mathcal{S}_{\mathbf{x}, \mathbf{y}}[f]\right]_{i, k}=\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) X\left(y_{i}+\epsilon \eta\right)} \\
& \quad \times \begin{cases}{\left[\frac{f\left(-x_{k}\right)}{\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2}-\left(x_{k}+\frac{\eta}{2}\right)^{2}}-\frac{f\left(x_{k}\right) \varphi_{\{x\}}\left(x_{k}\right)}{\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2}-\left(x_{k}-\frac{\eta}{2}\right)^{2}}\right]} & \text { if } k \leq M \\
\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(k-M-1)} & \text { if } k>M\end{cases} \tag{4.46}
\end{align*}
$$

Here we have used the notations

$$
\begin{equation*}
\varphi_{\{x\}}(\lambda)=\frac{2 \lambda-\eta}{2 \lambda+\eta} \frac{X(\lambda+\eta)}{X(\lambda-\eta)} \quad \text { and } \quad X(\lambda)=\prod_{m=1}^{M}\left(\lambda^{2}-x_{m}^{2}\right) \tag{4.47}
\end{equation*}
$$

Identity 3. Let $\{x\} \equiv\left\{x_{1}, \ldots, x_{M}\right\}$ and $\{y\} \equiv\left\{y_{1}, \ldots, y_{L}\right\}$ be two sets of arbitrary complex numbers, and let us suppose that $L \geq M$. Then, for any function $f$,

$$
\begin{equation*}
\mathcal{A}_{\{x\} \cup\{y\}}[f]=\mathcal{S}_{\{x\},\{y\}}[f] . \tag{4.48}
\end{equation*}
$$

The proof of this identity is given in Appendix B.

### 4.3 The scalar product of two generic separate states: alternative determinant representations

We can now use the determinant identities obtained in the previous subsection so as to reformulate the determinant representations obtained in Proposition 4.1 for the scalar products of two generic separate states. As stated in the following theorem, we notably obtain a generalization of the representations [48, 65] already valid at the off-shell level, i.e. without requiring any of the two states to be a transfer matrix eigenstate.

Theorem 4.1. With the same notations as in Proposition 4.1, and supposing that $n_{\beta} \geq n_{\alpha}$, the scalar product of the separate states $\langle\alpha|$ and $|\beta\rangle$ can be expressed as

$$
\begin{align*}
\langle\alpha \mid \beta\rangle & =\frac{(2 \eta)^{N-n_{\alpha}-n_{\beta}}}{\prod_{n=1}^{N}\left[\left(\bar{\zeta}_{+}-\xi_{n}\right) \overline{\mathrm{b}}_{-}\right]} \frac{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+N-n_{\alpha}-n_{\beta}\right)}{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \mathcal{A}_{\{\alpha\} \cup\{\beta\}}\left[\widetilde{\mathrm{A}}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\right],  \tag{4.49}\\
& =\frac{(2 \eta)^{N-n_{\alpha}-n_{\beta}}}{\prod_{n=1}^{N}\left[\left(\bar{\zeta}_{+}-\xi_{n}\right) \overline{\mathrm{b}}_{-}\right]} \frac{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+N-n_{\alpha}-n_{\beta}\right)}{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \mathcal{S}_{\{\alpha\},\{\beta\}}\left[\widetilde{\mathrm{A}}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\right], \tag{4.50}
\end{align*}
$$

in which we have used the notation (4.26), (4.45), and

$$
\begin{equation*}
\widetilde{\mathrm{A}}_{\bar{\zeta}, \bar{\zeta}^{\prime}}(-\lambda)=\frac{\left(\lambda-\frac{\eta}{2}+\bar{\zeta}\right)\left(\lambda-\frac{\eta}{2}+\bar{\zeta}^{\prime}\right)}{\lambda} a(\lambda) d(-\lambda) \tag{4.51}
\end{equation*}
$$

Similarly, the scalar product of the separate states $\langle\underline{\alpha}|$ and $|\underline{\beta}\rangle$ can be expressed as

$$
\begin{array}{r}
\langle\underline{\alpha} \mid \underline{\beta}\rangle=\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\left(\bar{\zeta}_{+}-\xi_{n}\right)\left(\xi_{n}+\bar{\zeta}_{-}\right) \overline{\mathrm{b}}_{-}}(2 \eta)^{N-n_{\alpha}-n_{\beta}} \frac{\Gamma\left(-\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+N-n_{\alpha}-n_{\beta}\right)}{\Gamma\left(-\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \\
\quad \times \mathcal{A}_{\{\alpha\} \cup\{\beta\}}\left[\widetilde{\mathrm{A}}_{-\bar{\zeta}_{+},-\bar{\zeta}}\right]
\end{array},
$$

Finally, the scalar product of the separate states $\langle\underline{\alpha}|$ and $|\beta\rangle$ vanishes if $n_{\alpha}+n_{\beta}<N$. For $n_{\alpha}+n_{\beta} \geq N$, it is equal to

$$
\begin{align*}
\langle\underline{\alpha} \mid \beta\rangle & =\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\left(\bar{\zeta}^{2}-\xi_{n}^{2}\right) \overline{\mathrm{b}}_{-}} \frac{(2 \eta)^{N-n_{\alpha}-n_{\beta}}}{\left(n_{\alpha}+n_{\beta}-N\right)!} \mathcal{A}_{\{\alpha\} \cup\{\beta\}}\left[\widetilde{\mathrm{A}}_{\bar{\zeta},-\bar{\zeta}}\right]  \tag{4.54}\\
& =\prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\left(\bar{\zeta}^{2}-\xi_{n}^{2}\right) \overline{\mathrm{b}}_{-}} \frac{(2 \eta)^{N-n_{\alpha}-n_{\beta}}}{\left(n_{\alpha}+n_{\beta}-N\right)!} \mathcal{S}_{\{\alpha\},\{\beta\}}\left[\widetilde{\mathrm{A}}_{\bar{\zeta},-\bar{\zeta}}\right] \tag{4.55}
\end{align*}
$$

in which $\bar{\zeta}$ is an arbitrary parameter.
Proof. From (4.13), we can express $\langle\alpha \mid \beta\rangle$ using the functions (4.26) and (4.27) introduced in the previous subsection:

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=(-1)^{N} \prod_{n=1}^{N} \frac{\alpha\left(\xi_{n}^{(0)}\right) \beta\left(\xi_{n}^{(0)}\right) \alpha\left(\xi_{n}^{(1)}\right) \beta\left(\xi_{n}^{(1)}\right)}{\left(\xi_{n}-\bar{\zeta}_{+}\right) \overline{\mathrm{b}}_{-} \alpha\left(\xi_{n}\right) \beta\left(\xi_{n}\right)} \mathcal{A}_{\{\xi\}}\left[f_{\bar{\zeta}_{+}, \bar{\zeta}_{-},\{\alpha\} \cup\{\beta\}}\right] \tag{4.56}
\end{equation*}
$$

This enables us to apply Corollary 4.2. We get

$$
\begin{align*}
&\langle\alpha \mid \beta\rangle=(-1)^{N+n_{\alpha}+n_{\beta}}(2 \eta)^{N-n_{\alpha}-n_{\beta}} \prod_{n=1}^{N} \frac{\alpha\left(\xi_{n}^{(0)}\right) \beta\left(\xi_{n}^{(0)}\right) \alpha\left(\xi_{n}^{(1)}\right) \beta\left(\xi_{n}^{(1)}\right)}{\left(\xi_{n}-\bar{\zeta}_{+}\right) \overline{\mathrm{b}}_{-} \alpha\left(\xi_{n}\right) \beta\left(\xi_{n}\right)} \\
& \times \frac{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+N-n_{\alpha}-n_{\beta}\right)}{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \mathcal{A}_{\{\alpha\} \cup\{\beta\}}\left[f_{-\bar{\zeta}_{+}+\frac{\eta}{2},-\bar{\zeta}_{-}+\frac{\eta}{2},\{\xi\}}\right] . \tag{4.57}
\end{align*}
$$

Reintroducing some of the pre-factors into the determinant, we get (4.49). (4.50) is then a direct consequence of Identity 3 .

The scalar product $\langle\underline{\alpha} \mid \underline{\beta}\rangle$ can be obtained similarly.
Finally, the scalar product $\langle\underline{\alpha} \mid \beta\rangle$ can be expressed as in (4.56) in terms of $\mathcal{A}_{\{\xi\}}\left[f_{\bar{\zeta},-\bar{\zeta},\{\alpha\} \cup\{\beta\}}\right]$ for any arbitrary parameter $\bar{\zeta}$. From Identity 2 and Corollary 4.1, the latter is equal to

$$
\mathcal{A}_{\{\xi\}}\left[f_{\bar{\zeta},-\bar{\zeta},\{\alpha\} \cup\{\beta\}}\right]= \begin{cases}0 & \text { if } n_{\alpha}+n_{\beta}<N,  \tag{4.58}\\ \frac{(-1)^{N} \mathcal{A}_{\{\alpha\} \cup\{\beta\}}\left[f_{-\bar{\zeta}+\frac{\eta}{2}, \bar{\zeta}+\frac{\eta}{2},\{\xi\}}\right]}{(2 \eta)^{n_{\alpha}+n_{\beta}-N}\left(n_{\alpha}+n_{\beta}-N\right)!} & \text { if } n_{\alpha}+n_{\beta} \geq N\end{cases}
$$

which leads to the result.

### 4.4 The scalar product of a generic separate state with an eigenstate of the transfer matrix

We would like to stress once again that the determinant representations of Theorem 4.1 are valid for any separate states, and that we did not need to suppose that one of them is an eigenstate of the transfer matrix to obtain them. In other words, these formulas do not rely on the use of particular Bethe equations, they are just a natural consequence of the SoV construction of the space of states. Moreover, they are already in an adequate form for the study of the homogeneous and thermodynamic limits, and we can of course substitute any of the set of variables by a set of solutions of the Bethe equations (homogeneous or inhomogeneous) to study them in the case of eigenstates.

It is nevertheless worth noticing that, when $\overline{\mathrm{c}}_{+}=0$ and that one of the separate state is an eigenstate of the transfer matrix, the representations (4.50) and (4.53) slightly simplify, so that we obtain a direct generalization of the usual determinant representation for the scalar products of Bethe states that are known in the context of algebraic Bethe ansatz [11, 48, 49, 60].

Let us consider a separate state built as in (4.1) or (4.2) from a $\lambda^{2}$-polynomial $\beta(\lambda)$ (4.3) of degree $n_{\beta}$, and an eigenstate of the transfer matrix associated with an eigenvalue $t(\lambda)$. We recall that this eigenstate can be built as in (4.9) or (4.8) either from the polynomial $Q_{t}(\lambda)$ (3.39) of degree $q$ and roots $\lambda_{1}^{2}, \ldots, \lambda_{q}^{2}$ which solves (3.40), or from the polynomial $P_{t}(\lambda)$ of degree $p=N-q$ and roots $\mu_{1}^{2}, \ldots, \mu_{p}^{2}$ which solves (3.42).

Theorem 4.2. Let the inhomogeneity parameters $\xi_{1}, \ldots, \xi_{N}$ be generic (3.15) and $\bar{c}_{+}=0$. Then, the scalar product $\left\langle Q_{t} \mid \beta\right\rangle=\left\langle\beta \mid Q_{t}\right\rangle$ vanishes if $n_{\beta}<q$. When $n_{\beta} \geq q$, it can be expressed as

$$
\begin{align*}
& \left\langle\beta \mid Q_{t}\right\rangle=\frac{(2 \eta)^{N-q-n_{\beta}}}{\prod_{n=1}^{N}\left[\left(\bar{\zeta}_{+}-\xi_{n}\right) \overline{\mathrm{b}}_{-}\right]} \frac{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+N-q-n_{\beta}\right)}{\Gamma\left(\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \prod_{k=1}^{q} \widetilde{\mathrm{~A}}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\lambda_{k}\right) \\
& \quad \times \prod_{i=1}^{n_{\beta}} \frac{2(-1)^{N} \bar{\zeta}_{+} \bar{\zeta}_{-} Q_{t}\left(\beta_{i}\right)}{\eta^{2}-4 \beta_{i}^{2}} \frac{\widehat{V}\left(\lambda_{1}-\frac{\eta}{2}, \ldots, \lambda_{q}-\frac{\eta}{2}\right)}{\widehat{V}\left(\lambda_{1}+\frac{\eta}{2}, \ldots, \lambda_{q}+\frac{\eta}{2}\right)} \frac{\operatorname{det}_{n_{\beta}} \mathcal{S}_{t}(\{\beta\})}{\widehat{V}\left(\lambda_{q}, \ldots, \lambda_{1}\right) \widehat{V}\left(\beta_{1}, \ldots, \beta_{n_{\beta}}\right)}, \tag{4.59}
\end{align*}
$$

where

$$
\left[\mathcal{S}_{t}(\{\beta\})\right]_{i, k}= \begin{cases}\frac{\partial t\left(\beta_{i}\right)}{\partial \lambda_{k}} & \text { if } k \leq q,  \tag{4.60}\\ \sum_{\epsilon \in\{+,-\}} \epsilon \mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\epsilon \beta_{i}\right) \frac{Q_{t}\left(\beta_{i}+\epsilon \eta\right)}{Q_{t}\left(\beta_{i}\right)}\left(\beta_{i}+\epsilon \frac{\eta}{2}\right)^{2(k-q)-1} & \text { if } k>q\end{cases}
$$

The scalar product $\left\langle Q_{t} \mid \underline{\beta}\right\rangle=\left\langle\underline{\beta}, \mid Q_{t}\right\rangle$ vanishes if $n_{\beta}<N-q$. When $n_{\beta} \geq N-q=p$,
it can be expressed as

$$
\begin{align*}
&\left\langle\underline{\beta} \mid Q_{t}\right\rangle= \prod_{n=1}^{N} \frac{\xi_{n}-\bar{\zeta}_{-}}{\left(\bar{\zeta}_{+}-\xi_{n}\right)\left(\xi_{n}+\bar{\zeta}_{-}\right) \overline{\mathrm{b}}_{-}}(2 \eta)^{N-q-n_{\beta}} \frac{\Gamma\left(-\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}+q-n_{\beta}\right)}{\eta\left(-\frac{\bar{\zeta}_{+}+\bar{\zeta}_{-}}{\eta}\right)} \\
& \times \frac{\prod_{k=1}^{q} d\left(\lambda_{k}\right) d\left(-\lambda_{k}\right)}{\prod_{k=1}^{p} d\left(\mu_{k}\right) d\left(-\mu_{k}\right)} \prod_{k=1}^{p} \widetilde{\mathrm{~A}}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(-\mu_{k}\right) \prod_{i=1}^{n_{\beta}} \frac{2(-1)^{N} \bar{\zeta}_{+} \bar{\zeta}_{-} P_{t}\left(\beta_{i}\right)}{\eta^{2}-4 \beta_{i}^{2}} \\
& \quad \times \frac{\widehat{V}\left(\mu_{1}-\frac{\eta}{2}, \ldots, \mu_{p}-\frac{\eta}{2}\right)}{\widehat{V}\left(\mu_{1}+\frac{\eta}{2}, \ldots, \mu_{p}+\frac{\eta}{2}\right)} \frac{\operatorname{det}_{n_{\beta}} \overline{\mathcal{S}}_{t}(\{\beta\})}{\widehat{V}\left(\mu_{p}, \ldots, \mu_{1}\right) \widehat{V}\left(\beta_{1}, \ldots, \beta_{n_{\beta}}\right)}, \tag{4.61}
\end{align*}
$$

where

$$
\left[\overline{\mathcal{S}}_{t}(\{\beta\})\right]_{i, k}= \begin{cases}\frac{\partial t\left(\beta_{i}\right)}{\partial \mu_{k}} & \text { if } k \leq p  \tag{4.62}\\ \sum_{\epsilon \in\{+,-\}} \epsilon \mathrm{A}_{-\bar{\zeta}_{+},-\bar{\zeta}_{-}}\left(-\epsilon \beta_{i}\right) \frac{P_{t}\left(\beta_{i}+\epsilon \eta\right)}{P_{t}\left(\beta_{i}\right)}\left(\beta_{i}+\epsilon \frac{\eta}{2}\right)^{2(k-p)-1} & \text { if } k>p\end{cases}
$$

Proof. For the computation of $\left\langle Q_{t} \mid \beta\right\rangle=\left\langle\beta \mid Q_{t}\right\rangle$ when $n_{\beta}<q$, we use the fact that

$$
\begin{equation*}
\left|Q_{t}\right\rangle=\frac{\prod_{k=1}^{q} d\left(\lambda_{k}\right) d\left(-\lambda_{k}\right)}{\prod_{k=1}^{p} d\left(\mu_{k}\right) d\left(-\mu_{k}\right)}\left|\underline{P_{t}}\right\rangle, \tag{4.63}
\end{equation*}
$$

and that the scalar product $\left\langle\beta \mid \underline{P_{t}}\right\rangle$ vanishes since $p+n_{\beta}=N-q+n_{\beta}<N$. When instead $n_{\beta} \geq q$, we use the formula (4.50). The Bethe equations for $\lambda_{1}, \ldots, \lambda_{q}$ following from (3.40) can be written as

$$
\begin{equation*}
\varphi_{\{\lambda\}}\left(\lambda_{k}\right)=\frac{\widetilde{\mathrm{A}}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(-\lambda_{k}\right)}{\widetilde{\mathrm{A}}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}\left(\lambda_{k}\right)}, \quad 1 \leq k \leq q \tag{4.64}
\end{equation*}
$$

which simplifies the matrix elements in the first $q$ th columns of the matrix $\mathcal{S}_{\boldsymbol{\lambda}, \boldsymbol{\beta}}$. Comparing with the derivatives of

$$
\begin{equation*}
t(\lambda)=\sum_{\epsilon \in\{+,-\}} \mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\epsilon \lambda) \frac{Q_{t}(\lambda-\epsilon \eta)}{Q_{t}(\lambda)}, \tag{4.65}
\end{equation*}
$$

with respect to $\lambda_{k}$, we get the result.
The proof is similar for the computation of $\left\langle Q_{t} \mid \underline{\beta}\right\rangle=\left\langle\underline{\beta} \mid Q_{t}\right\rangle$ : we use (4.63) and (4.53) in the case $n_{\beta} \geq p$, and the expression of $t \overline{(\lambda)}$ issued from the functional equation (3.42).
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## A Left and right $\overline{\mathcal{B}}_{-}$-eigenbasis

Let us denote with $\langle 0| \equiv \otimes_{n=1}^{N}\langle\uparrow, n|$ the dual reference state with all spin up, and by $|\underline{0}\rangle \equiv \otimes_{n=1}^{N}|\downarrow, n\rangle$ the reference state with all spin down. They satisfy the properties

$$
\begin{array}{llll}
\langle 0| A(\lambda)=a(\lambda)\langle 0|, & \langle 0| D(\lambda)=d(\lambda)\langle 0|, & \langle 0| B(\lambda)=0, & \langle 0| C(\lambda) \neq 0, \\
A(\lambda)|\underline{0}\rangle=d(\lambda)|\underline{0}\rangle, & D(\lambda)|\underline{0}\rangle=a(\lambda)|\underline{0}\rangle, & B(\lambda)|\underline{0}\rangle=0, & C(\lambda)|\underline{0}\rangle \neq 0, \tag{A.2}
\end{array}
$$

where $a(\lambda)$ and $d(\lambda)$ are given by (2.16). It follows from (A.1), (A.2) and from the fact that

$$
\begin{align*}
\overline{\mathcal{B}}_{-}(\lambda)=(-1)^{N}\left\{-A(\lambda) \bar{a}_{-}(\lambda)\right. & B(-\lambda)+A(\lambda) \bar{b}_{-}(\lambda) A(-\lambda) \\
& \left.-B(\lambda) \bar{c}_{-}(\lambda) B(-\lambda)+B(\lambda) \bar{d}_{-}(\lambda) A(-\lambda)\right\} \tag{A.3}
\end{align*}
$$

that the reference state $\langle 0|$ is a left eigenstate of the operator $\overline{\mathcal{B}}_{-}(\lambda)$ with eigenvalue $\mathrm{B}_{-, \mathbf{1}}(\lambda)=(-1)^{N} \bar{b}_{-}(\lambda) a(\lambda) a(-\lambda)$, whereas $|\underline{0}\rangle$ is a right eigenstate of $\overline{\mathcal{B}}_{-}(\lambda)$ with eigenvalue $\mathrm{B}_{-, \mathbf{0}}(\lambda)=(-1)^{N} \bar{b}_{-}(\lambda) d(\lambda) d(-\lambda)$.

For each $N$-tuple $\mathbf{h} \equiv\left(h_{1}, \ldots, h_{N}\right) \in\{0,1\}^{N}$, we define

$$
\begin{align*}
& \left\langle\mathbf{h}_{-}\right| \equiv\langle 0| \prod_{n=1}^{N}\left(\frac{\overline{\mathcal{A}}_{-}\left(\eta / 2-\xi_{n}\right)}{\mathrm{A}_{-}\left(\eta / 2-\xi_{n}\right)}\right)^{1-h_{n}},  \tag{A.4}\\
& \left|\mathbf{h}_{-}\right\rangle \equiv \prod_{n=1}^{N}\left(\frac{\overline{\mathcal{D}}_{-}\left(\xi_{n}+\eta / 2\right)}{k_{n} \mathrm{~A}_{-}\left(\eta / 2-\xi_{n}\right)}\right)^{h_{n}}|\underline{0}\rangle, \tag{A.5}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{A}_{-}(\lambda)=(-1)^{N} \bar{a}_{-}(\lambda) a(\lambda) d(-\lambda), \quad k_{n}=\frac{2 \xi_{n}+\eta}{2 \xi_{n}-\eta} . \tag{A.6}
\end{equation*}
$$

It is easy to see that, for all $\mathbf{h} \equiv\left(h_{1}, \ldots, h_{N}\right) \in\{0,1\}^{N}$, the states (A.4) form a basis of the dual space of states which is a left-eigenbasis of $\overline{\mathcal{B}}_{-}$, whereas the states (A.5) form a basis of the space of states which is a right-eigenbasis of $\overline{\mathcal{B}}_{-}$:

$$
\begin{align*}
\left\langle\mathbf{h}_{-}\right| \overline{\mathcal{B}}_{-}(\lambda) & =\mathrm{B}_{-, \mathbf{h}}(\lambda)\left\langle\mathbf{h}_{-}\right|,  \tag{A.7}\\
\overline{\mathcal{B}}_{-}(\lambda)\left|\mathbf{h}_{-}\right\rangle & =\mathrm{B}_{-, \mathbf{h}}(\lambda)\left|\mathbf{h}_{-}\right\rangle, \tag{A.8}
\end{align*}
$$

with eigenvalues

$$
\begin{equation*}
\mathrm{B}_{-, \mathbf{h}}(\lambda)=(-1)^{N} \bar{b}_{-}(\lambda) \prod_{n=1}^{N}\left(\lambda-\xi_{n}^{\left(h_{n}\right)}\right)\left(-\lambda-\xi_{n}^{\left(h_{n}\right)}\right) . \tag{A.9}
\end{equation*}
$$

The action of $\overline{\mathcal{A}}_{-}(\lambda)$ and $\overline{\mathcal{D}}_{-}(\lambda)$ on $\left\langle\mathbf{h}_{-}\right|$and on $\left|\mathbf{h}_{-}\right\rangle$can then be determined as in [36]. Using the fact that $\overline{\mathcal{A}}_{-}(\lambda)$ is a polynomial in $\lambda$ of degree $2 N+1$ with leading coefficient $\frac{\lambda^{2 N+1}}{\zeta_{-}} \mathrm{Id}$, that $\overline{\mathcal{A}}_{-}(\eta / 2)=(-1)^{N} \operatorname{det}_{q} M(0)$, and computing the action on
$\left\langle\mathbf{h}_{-}\right|$of $\overline{\mathcal{A}}_{-}\left(\xi_{n}^{\left(h_{n}\right)}\right)$ and $\overline{\mathcal{A}}_{-}\left(-\xi_{n}^{\left(h_{n}\right)}\right), 1 \leq n \leq N$, we obtain that, for any $\mathbf{h} \in\{0,1\}^{N}$,

$$
\begin{align*}
& \left\langle\mathbf{h}_{-}\right| \overline{\mathcal{A}}_{-}(\lambda)=\sum_{a=1}^{N} \sum_{\epsilon= \pm 1} \frac{(2 \lambda-\eta)\left(\lambda+\epsilon \xi_{a}^{\left(h_{a}\right)}\right)}{2 \xi_{a}^{\left(h_{a}\right)}\left(2 \xi_{a}^{\left(h_{a}\right)}-\epsilon \eta\right)} \prod_{\substack{b=1 \\
b \neq a}}^{N} \frac{\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}{\left(\xi_{a}^{\left(h_{a}\right)}\right)^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}} \\
& \quad \times \mathrm{A}_{-}\left(\epsilon \xi_{a}^{\left(h_{a}\right)}\right)\left\langle\mathrm{T}_{a}^{\epsilon} \mathbf{h}_{-}\right| \\
& \quad+\left\{(-1)^{N} \operatorname{det}_{q} M(0) \prod_{b=1}^{N} \frac{\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}{(\eta / 2)^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}+\frac{2 \lambda-\eta}{2 \bar{\zeta}_{-}} \prod_{b=1}^{N}\left(\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}\right)\right\}\left\langle\mathbf{h}_{-}\right|, \tag{A.10}
\end{align*}
$$

where we have used the notation

$$
\begin{equation*}
\mathrm{T}_{n}^{ \pm 1} \mathbf{h}=\left(h_{1}, \ldots, h_{n} \pm 1, \ldots, h_{N}\right) \quad \text { for } n \in\{1, \ldots, N\} . \tag{A.11}
\end{equation*}
$$

The action of $\overline{\mathcal{D}}_{-}(\lambda)$ on $\left\langle\mathbf{h}_{-}\right|$can then be obtained from the identity

$$
\begin{equation*}
\overline{\mathcal{D}}_{-}(\lambda)=\frac{2 \lambda-\eta}{2 \lambda} \overline{\mathcal{A}}_{-}(-\lambda)+\frac{\eta}{2 \lambda} \overline{\mathcal{A}}_{-}(\lambda) . \tag{A.12}
\end{equation*}
$$

Similarly, the action of $\overline{\mathcal{D}}_{-}(\lambda)$ on $\left|\mathbf{h}_{-}\right\rangle$is given as

$$
\begin{align*}
& \overline{\mathcal{D}}_{-}(\lambda)\left|\mathbf{h}_{-}\right\rangle=\sum_{a=1}^{N} \sum_{\epsilon= \pm 1} \frac{(2 \lambda-\eta)\left(\lambda+\epsilon \xi_{a}^{\left(h_{a}\right)}\right)}{2 \xi_{a}^{\left(h_{a}\right)}\left(2 \xi_{a}^{\left(h_{a}\right)}-\epsilon \eta\right)} \prod_{\substack{b=1 \\
b \neq a}}^{N} \frac{\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}{\left(\xi_{a}^{\left(h_{a}\right)}\right)^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}} \\
& \quad \times k_{a}^{\epsilon} \mathrm{A}_{-}\left(-\epsilon \xi_{a}^{\left(1-h_{a}\right)}\right)\left|\mathrm{T}_{a}^{\epsilon} \mathbf{h}_{-}\right\rangle \\
& \quad+\left\{(-1)^{N} \operatorname{det}_{q} M(0) \prod_{b=1}^{N} \frac{\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}{(\eta / 2)^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}}-\frac{2 \lambda-\eta}{2 \bar{\zeta}_{-}} \prod_{b=1}^{N}\left(\lambda^{2}-\left(\xi_{b}^{\left(h_{b}\right)}\right)^{2}\right)\right\}\left|\mathbf{h}_{-}\right\rangle, \tag{A.13}
\end{align*}
$$

and the action of $\overline{\mathcal{A}}_{-}(\lambda)$ on $\left|\mathbf{h}_{-}\right\rangle$follows from from the identity

$$
\begin{equation*}
\overline{\mathcal{A}}_{-}(\lambda)=\frac{(2 \lambda-\eta)}{2 \lambda} \overline{\mathcal{D}}_{-}(-\lambda)+\frac{\eta}{2 \lambda} \overline{\mathcal{D}}_{-}(\lambda) . \tag{A.14}
\end{equation*}
$$

It follows from the simplicity of the $\overline{\mathcal{B}}_{-}$-spectrum and from the above action of the operator $\overline{\mathcal{A}}_{-}(\lambda)\left(\right.$ or $\left.\overline{\mathcal{D}}_{-}(\lambda)\right)$ that the left basis (A.4) and the right basis (A.5) are orthogonal with respect to the canonical scalar product in the spin basis, with

$$
\begin{equation*}
\left\langle\mathbf{h}_{-}^{\prime} \mid \mathbf{h}_{-}\right\rangle=\delta_{\mathbf{h}, \mathbf{h}^{\prime}} \frac{N_{\boldsymbol{\xi},-}}{\widehat{V}\left(\xi_{1}^{\left(h_{1}\right)}, \ldots, \xi_{N}^{\left(h_{N}\right)}\right)} . \tag{A.15}
\end{equation*}
$$

The normalization coefficient $N_{\xi,-}$ is equal to

$$
\begin{align*}
N_{\boldsymbol{\xi},-} & =\widehat{V}\left(\xi_{1}^{(0)}, \ldots, \xi_{N}^{(0)}\right)\langle 0| \prod_{n=1}^{N} \frac{\overline{\mathcal{A}}_{-}\left(\eta / 2-\xi_{n}\right)}{\mathrm{A}_{-}\left(\eta / 2-\xi_{n}\right)}|\underline{0}\rangle  \tag{A.16}\\
& =\widehat{V}\left(\xi_{1}, \ldots, \xi_{N}\right) \frac{\widehat{V}\left(\xi_{1}^{(0)}, \ldots, \xi_{N}^{(0)}\right)}{\widehat{V}\left(\xi_{1}^{(1)}, \ldots, \xi_{N}^{(1)}\right)} \prod_{n=1}^{N} \frac{\bar{b}_{-}\left(\frac{\eta}{2}-\xi_{n}\right)}{\bar{a}_{-}\left(\frac{\eta}{2}-\xi_{n}\right)} . \tag{A.17}
\end{align*}
$$

## B Proof of Identity 3

This appendix is devoted to the proof of Identity 3, which follows the same line of arguments as in the proof of Identity 3 of 64.

Let us consider two sets of pairwise distinct variables $\{x\} \equiv\left\{x_{1}, \ldots, x_{M}\right\}$ and $\{y\} \equiv\left\{y_{1}, \ldots, y_{L}\right\}$ with $S=L-M \geq 0$. For each $\epsilon \in\{+,-\}$, we introduce polynomials in $\lambda^{2}$ associated with the set of $M$ variables $x_{1}+\epsilon \frac{\eta}{2}, \ldots, x_{M}+\epsilon \frac{\eta}{2}$ as follows:

$$
X^{(\epsilon)}(\lambda)=\prod_{\ell=1}^{M}\left[\lambda^{2}-\left(x_{\ell}+\epsilon \frac{\eta}{2}\right)^{2}\right], \quad X_{k}^{(\epsilon)}(\lambda)=\frac{X^{(\epsilon)}(\lambda)}{\lambda^{2}-\left(x_{k}+\epsilon \frac{\eta}{2}\right)^{2}}, \quad 1 \leq k \leq M
$$

We also introduce similar polynomials associated with a set of $S$ arbitrary pairwise distinct variables $w_{1}, \ldots, w_{S}$ :

$$
W(\lambda)=\prod_{\ell=1}^{S}\left(\lambda^{2}-w_{\ell}^{2}\right), \quad \text { and } \quad W_{k}(\lambda)=\prod_{\substack{\ell=1 \\ \ell \neq k}}^{S}\left(\lambda^{2}-w_{\ell}^{2}\right), \quad 1 \leq k \leq S
$$

Using these polynomials, we define an auxiliary $(M+L) \times(M+L)$ matrix $\widetilde{\mathcal{C}}$ with coefficients $\widetilde{\mathcal{C}}_{j, k}$ given by the following relations:

$$
\begin{array}{ll}
X^{(+)}(\lambda) X_{k}^{(-)}(\lambda)=\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k} \lambda^{2(j-1)}, & 1 \leq k \leq M \\
X_{k}^{(+)}(\lambda) X^{(-)}(\lambda)=\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, M+k} \lambda^{2(j-1)}, & 1 \leq k \leq M \\
X^{(+)}(\lambda) X^{(-)}(\lambda) W_{k}(\lambda)=\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, 2 M+k} \lambda^{2(j-1)}, & 1 \leq k \leq S \tag{B.1}
\end{array}
$$

The determinant of this matrix can easily be computed. Indeed, we have

$$
\begin{aligned}
& \sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k}\left(x_{i}-\frac{\eta}{2}\right)^{2(j-1)}=\delta_{i, k} X^{(+)}\left(x_{i}-\frac{\eta}{2}\right) X_{i}^{(-)}\left(x_{i}-\frac{\eta}{2}\right) \\
& \sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k}\left(x_{i}+\frac{\eta}{2}\right)^{2(j-1)}=\delta_{i+M, k} X_{i}^{(+)}\left(x_{i}+\frac{\eta}{2}\right) X^{(-)}\left(x_{i}+\frac{\eta}{2}\right) \\
& \sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k} w_{i}^{2(j-1)}=\delta_{i+2 M, k} X^{(+)}\left(w_{i}\right) X^{(-)}\left(w_{i}\right) W_{i}\left(w_{i}\right)+\widetilde{\widetilde{\mathcal{C}}}_{i, k}
\end{aligned}
$$

with $\widetilde{\widetilde{\mathcal{C}}}_{i, k}=0$ if $k>2 M$, so that

$$
\begin{align*}
& \widehat{V}\left(x_{1}-\frac{\eta}{2}, \ldots, x_{M}-\frac{\eta}{2}, x_{1}+\frac{\eta}{2}, \ldots, x_{M}\right.\left.+\frac{\eta}{2}, w_{1}, \ldots, w_{S}\right) \times \operatorname{det}_{M+L} \widetilde{\mathcal{C}} \\
&=\prod_{i=1}^{M}\left[X^{(+)}\left(x_{i}-\frac{\eta}{2}\right) X_{i}^{(-)}\left(x_{i}-\frac{\eta}{2}\right) X_{i}^{(+)}\left(x_{i}+\frac{\eta}{2}\right) X^{(-)}\left(x_{i}+\frac{\eta}{2}\right)\right] \\
& \times \prod_{i=1}^{S}\left[X^{(+)}\left(w_{i}\right) X^{(-)}\left(w_{i}\right) W_{i}\left(w_{i}\right)\right] \tag{B.2}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\operatorname{det}_{M+L} \widetilde{\mathcal{C}}=\widehat{V}\left(w_{S}, \ldots, w_{1}\right) \widehat{V}\left(x_{M}+\frac{\eta}{2}, \ldots, x_{1}+\frac{\eta}{2}, x_{M}-\frac{\eta}{2}, \ldots, x_{1}-\frac{\eta}{2}\right) \tag{B.3}
\end{equation*}
$$

Let us now compute the product of $\mathcal{A}_{\{x\} \cup\{y\}}[f]$ with the determinant of the matrix $\widetilde{\mathcal{C}}$. It is given in terms of the determinant of a $(M+L) \times(M+L)$ matrix $\mathcal{G}$,

$$
\begin{equation*}
\mathcal{A}_{\{x\} \cup\{y\}}[f] \cdot \operatorname{det}_{M+L} \widetilde{\mathcal{C}}=\frac{\operatorname{det}_{M+L} \mathcal{G}}{\widehat{V}\left(x_{1}, \ldots, x_{M}, y_{1}, \ldots, y_{L}\right)} \tag{B.4}
\end{equation*}
$$

which can be expressed as the following block matrix:

$$
\mathcal{G}=\left(\begin{array}{lll}
\mathcal{G}^{(1,1)} & \mathcal{G}^{(1,2)} & \mathcal{G}^{(1,3)}  \tag{B.5}\\
\mathcal{G}^{(2,1)} & \mathcal{G}^{(2,2)} & \mathcal{G}^{(2,3)}
\end{array}\right)
$$

In this expression, the blocks $\mathcal{G}^{(1,1)}$ and $\mathcal{G}^{(1,2)}$ are a $M \times M$ diagonal matrices:

$$
\begin{align*}
\mathcal{G}_{i, k}^{(1,1)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon x_{i}\right)\left(x_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =\delta_{i, k} f\left(-x_{i}\right) X^{(+)}\left(x_{i}-\frac{\eta}{2}\right) X_{i}^{(-)}\left(x_{i}-\frac{\eta}{2}\right) \tag{B.6}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{G}_{i, k}^{(1,2)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k+M} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon x_{i}\right)\left(x_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =\delta_{i, k} f\left(x_{i}\right) X_{i}^{(+)}\left(x_{i}+\frac{\eta}{2}\right) X^{(-)}\left(x_{i}+\frac{\eta}{2}\right) \tag{B.7}
\end{align*}
$$

for $1 \leq i, k \leq M$. The $M \times S$ block $\mathcal{G}^{(1,3)}$ vanishes:

$$
\begin{align*}
\mathcal{G}_{i, k}^{(1,3)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k+2 M} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon x_{i}\right)\left(x_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =0, \quad \forall i \in\{1, \ldots, M\}, \forall k \in\{1, \ldots, S\} . \tag{B.8}
\end{align*}
$$

The $L \times M$ blocks $\mathcal{G}^{(2,1)}$ and $\mathcal{G}^{(2,2)}$ have the respective following forms:

$$
\begin{align*}
\mathcal{G}_{i, k}^{(2,1)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, k} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right)\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) \frac{X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right)}{\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2}-\left(x_{k}-\frac{\eta}{2}\right)^{2}}, \tag{B.9}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{G}_{i, k}^{(2,2)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, M+k} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right)\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) \frac{X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right)}{\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2}-\left(x_{k}+\frac{\eta}{2}\right)^{2}}, \tag{B.10}
\end{align*}
$$

for $1 \leq i \leq L$ and $1 \leq k \leq M$. Finally, the $L \times S$ block $\mathcal{G}^{(2,3)}$ is given by

$$
\begin{align*}
\mathcal{G}_{i, k}^{(2,3)} & =\sum_{j=1}^{M+L} \widetilde{\mathcal{C}}_{j, 2 M+k} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right)\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)} \\
& =\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) W_{k}\left(y_{i}+\epsilon \frac{\eta}{2}\right) \\
& =\sum_{j=1}^{S} \mathcal{C}_{j, k}^{W} \sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right)\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(j-1)}, \tag{B.11}
\end{align*}
$$

where $\mathcal{C}^{W}$ is the $S \times S$ matrix with determinant $\widehat{V}\left(w_{S}, \ldots, w_{1}\right)$ defined from the set of variables $\left\{w_{1}, \ldots, w_{S}\right\}$ by the relations

$$
\begin{equation*}
W_{k}(\lambda)=\sum_{j=1}^{S} \mathcal{C}_{j, k}^{W} \lambda^{j-1} \tag{B.12}
\end{equation*}
$$

Hence

$$
\operatorname{det}_{M+L}^{\mathcal{G}}=\operatorname{det}_{M+L}\left(\begin{array}{ccc}
\mathcal{G}^{(1,1)} & \mathcal{G}^{(1,2)} & 0  \tag{B.13}\\
\mathcal{G}^{(2,1)} & \mathcal{G}^{(2,2)} & \widetilde{\mathcal{G}}^{(2,3)}
\end{array}\right) \cdot \widehat{V}\left(w_{S}, \ldots, w_{1}\right)
$$

where the elements of the $L \times S$ block $\widetilde{\mathcal{G}}^{(2,3)}$ are

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{i, k}^{(2,3)}=\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right)\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(k-1)} . \tag{B.14}
\end{equation*}
$$

Finally, the remaining determinant in (B.13) can be computed by blocks using the fact that $\mathcal{G}^{(1,1)}$ is an invertible matrix and we obtain

$$
\operatorname{det}_{M+L}\left(\begin{array}{llc}
\mathcal{G}^{(1,1)} & \mathcal{G}^{(1,2)} & 0  \tag{B.15}\\
\mathcal{G}^{(2,1)} & \mathcal{G}^{(2,2)} & \widetilde{\mathcal{G}}^{(2,3)}
\end{array}\right)=\operatorname{det}_{M} \mathcal{G}^{(1,1)} \cdot \operatorname{det}_{L} \widetilde{\mathcal{G}},
$$

where

$$
\begin{align*}
& {[\widetilde{\mathcal{G}}]_{i, k} }=\sum_{\epsilon \in\{+,-\}} f\left(\epsilon y_{i}\right) X\left(y_{i}\right) X\left(y_{i}+\epsilon \eta\right) \\
& \quad \times \begin{cases}{\left[\frac{1}{\left(y_{i}+\epsilon_{2}^{\eta}\right)^{2}-\left(x_{k}+\frac{\eta}{2}\right)^{2}}-\frac{\left(\mathcal{G}_{k, k}^{(1,1)}\right)^{-1} \mathcal{G}_{k, k}^{(1,2)}}{\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2}-\left(x_{k}-\frac{\eta}{2}\right)^{2}}\right]} & \text { if } k \leq M, \\
\left(y_{i}+\epsilon \frac{\eta}{2}\right)^{2(k-M-1)} & \text { if } k>M .\end{cases} \tag{B.16}
\end{align*}
$$

Here we have used notably the fact that $X^{(+)}\left(y_{i}+\epsilon \frac{\eta}{2}\right) X^{(-)}\left(y_{i}+\epsilon \frac{\eta}{2}\right)=X\left(y_{i}\right) X\left(y_{i}+\epsilon \eta\right)$ and that $\mathcal{G}^{(1,1)}$ and $\mathcal{G}^{(1,2)}$ are diagonal matrices. Using their explicit form, we conclude the proof of Identity 3,
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[^1]:    ${ }^{1}$ Although it was unfortunately not clearly written in that way in our previous paper 64, it is worth noticing that such a generalization of the scalar product formula for two off-shell separate states can also be straightforwardly deduced from the SoV study of the anti-periodic XXX chain and the algebraic identities used in 64.

[^2]:    ${ }^{2}$ Note that this function is related to the quantum determinants by

    $$
    \frac{\operatorname{det}_{q} K_{ \pm}(\lambda) \operatorname{det}_{q} \mathcal{U}_{\mp}(\lambda)}{\eta^{2}-4 \lambda^{2}}=\mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(\lambda+\eta / 2) \mathrm{A}_{\bar{\zeta}_{+}, \bar{\zeta}_{-}}(-\lambda+\eta / 2)
    $$

[^3]:    ${ }^{3}$ The boundary constraint which ensures the cancellation condition for the function (3.35) for some choice of $\epsilon_{+}, \epsilon_{-}$can be rewriten in terms of the boundary coefficients of the initial problem as

    $$
    \begin{equation*}
    1+4 \kappa_{+} \kappa_{-} \cosh \left(\tau_{+}-\tau_{-}\right)= \pm \sqrt{\left(1+4 \kappa_{+}^{2}\right)\left(1+4 \kappa_{-}^{2}\right)} \tag{3.38}
    \end{equation*}
    $$

[^4]:    ${ }^{4}$ The fact that we do not have any constraint on the coefficients $\gamma_{n}^{\left(h_{n}\right)}$ makes it a priori much easier to express any state as a linear combination of separate states than as a linear combination of the transfer matrix eigenstates themselves. In particular, we expect the action of local operators on the eigenstates to be explicitly computable in terms of linear combinations of separate states, as in 47, 64 .

