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Abstract

The propagation of uncertain input parameters in a linear dynamic analysis is reasonably well
established today, but with the focus of the dynamic analysis shifting towards nonlinear systems,
new approaches will be required to compute the uncertain nonlinear responses.

A combination of stochastic methods (Polynomial Chaos Expansion, PCE) with an Asymptotic
Numerical Method (ANM) for the solution of the nonlinear dynamic systems will be presented to
predict the propagation of random input uncertainties and assess their influence on the nonlinear
vibrational behaviour of a system. The proposed method allows the computation of stochastic
resonance frequencies and peak amplitudes based on multiple input uncertainties, leading to a
series of uncertain nonlinear dynamic responses. One of the main challenges when using the PCE
is thereby the Gibbs phenomenon, which can heavily impact the resulting stochastic nonlinear
response by introducing spurious oscillations. A novel technique to avoid the Gibbs phenomenon
will be presented in this paper, leading to high quality frequency response predictions.

A comparison of the proposed stochastic nonlinear analysis technique to traditional Monte Carlo
simulations, demonstrated comparable accuracy at a significantly reduced computational cost,
thereby validating the proposed approach.

Keywords: Nonlinear vibrations, Stochastic process, Polynomial Chaos Expansion,
Asymptotic method, Gibbs phenomenon.

1. Introduction

Mechanical systems can experience nonlinear dynamic behaviour such as cubic stiffness, contact,
friction, or impact, which can have a significant influence on the dynamic response of the system.
In this case a conventional linear analysis becomes insufficient to describe the behaviour of the
physical system and a nonlinear dynamic analysis is required. A large research effort has focused
on the prediction of such nonlinear responses, where most techniques are based on numerical
integration over time [1], providing accurate but computationally expensive results.

A more efficient technique to obtain the nonlinear dynamic response is the combination of the
Harmonic Balance method (HBM) with a continuation predictor-corrector method [2] allowing
the computation in the frequency domain. To further improve the computational efficiency of
the approach, the iterations of the correction steps can be replaced by the Asymptotic Numerical
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Method (ANM) [3, 4]. This method is based on a high order predictor to avoid the expensive
correction step. The major restrain of the ANM is that the nonlinearities must be expressed in
a quadratic form, somewhat restraining its wide applicability, especially for complex industrial
problems where the non-linearities cannot be accurately represented by a polynomial quadratic
form. However, several kinds of nonlinearities have been successfully processed with the ANM
[5, 6, 7] leading to a significant reduction in the computational time.

With the emergence of reliable and accurate prediction techniques for the nonlinear response,
the influence of uncertainties on the vibration behaviour has become of major interest to allow
accurate predictions over a wide range of initial conditions. Uncertainty quantification (UQ)
has been used to predict the effects of possible uncertainties, originating form manufacturing
processes or operational conditions of a real structure, and to derive models that can take
them into account. Traditional Monte Carlo simulations (MCS) [8] are often used for this
purpose. They provide accurate results, but have very slow convergence rate, which limits
their use for nonlinear dynamic analysis somewhat. To overcome some of the issues with the
MCS, other stochastic methods have been suggested, including the Polynomial Chaos Expansion
(PCE), introduced by Wiener [9] who represented a stochastic process using a series of Hermite
polynomials with Gaussian random variables. The PCE has been successfully applied to model
uncertainties in linear finite elements applications [10], where the uncertain Gaussian input
parameters were expressed via the Karhunen-Loeve Expansion and the system response was
determined using the PCE.This technique has been generalized to non-Gaussian random variables
[11, 12] using orthogonal polynomial basis adapted to any probability distribution function. In
further generalisations, the PCE has been extended to rational function series [13], partitioned
random space [14] and sparse chaos expansions [15], adding additional features and enabling its
use for the presented nonlinear dynamic analysis with uncertainties.

The PCE has been used, in combination with the HBM, to analyse the dynamic linear response
of a rotor with Gaussian uncertainties [16], saving significant computational time when compared
to MCS without the loss of accuracy. For this linear case the frequency was considered to be
independent of the uncertain variables which is unsuitable for a nonlinear dynamic response
analysis. The latter can be characterized by returning points (and so multi-solutions) which
makes the frequency non-deterministic. To overcome this issue, Didier and Sinou [17] used an
intrusive PCE in combination with the HBM and a predictor-corrector method, leading to a
accurate stochastic response of a nonlinear system. This approach has been successfully applied
to complex mechanical problems [18], but unfortunately the intrusive nature requires a rewrite
of the equations of the problem which in turn necessitates modifications to the deterministic
numerical solver for each new computation. The intrusive approach also requires the definition
of a stochastic phase condition which differs for each type of nonlinearity and which is usually
quite difficult to find.

A large number of PCE coeflicients are often required to achieve convergence of the first and
second statistical moments (mean and standard deviation) to the MCS solution [19], reducing
somewhat the computational advantages of PCE. To improve the efficiency of the PCE, a com-
bination with Aitken’s method has been proposed [20] leading to improved the convergence of
the system.

A further problem arising from the use of the PCE is the presence of spurious oscillations in
the stochastic response in case of strong discontinuities. This so called Gibbs phenomenon can
strongly affect the results and introduce large differences to the reference solution (eg. MCS) [17,
21]. This is of particular relevance for nonlinear dynamic problems, where the presence of
returning points in the response can lead to significant oscillations, making an accurate and
reliable prediction quite challenging.

In this paper an efficient approach to compute the stochastic nonlinear dynamic response of
a system will be presented, combining the PCE with the HBM and the ANM to allow an



accurate and fast computation. The introduced method can be applied as intrusive or non-
intrusive approach, the latter giving it a much wider applicability for industrial application since
it eliminates the need for modifications to existing deterministic solvers. The proposed technique
also avoids the Gibbs oscillations, enabling an accurate and fast computation of the stochastic
nonlinear dynamic response, which is further improved by the use of the the Smolyak quadrature
[22] for multivariate random spaces. The resulting frequency response functions are validated
against Monte Carlo Simulations (MCS).

2. Deterministic nonlinear problem

The chosen approach to solve the deterministic nonlinear problem is a combination of the Har-
monic Balance method (HBM, [4]) with the Asymptotic Numerical Method (ANM) that allows a
fast and accurate solution of the nonlinear equations. The ANM is based on an Taylor expansion
of the solution [3] and its combination with HBM was first introduced by Moussi [5]. A short
introduction to the HBM+ANM approach will be provided for completeness, but for a detailed
discussion the reader may consult above references.

ANM is a continuation method (path-following) based on the expression of the solution in a
Taylor series. The initial solution (first point) is calculated using a traditional iterative process
(e.g. Newton’s method) after which the solution path is followed by approximating the solution
with a Taylor series. When enough terms are being used in the Taylor series, the error on the
computed solution is very small, eliminating the need of the time consuming correction step of
traditional path following techniques.

One of the formulations of a nonlinear dynamic system characterised by D DOFs is:
Mx(t) + Cx(t) + Kx(t) = F(t) + Fpi (¢, x(¢t), %x(t)) (1)

where M, C and K are respectively the mass, damping (including gyroscopic effects if needed)
and stiffness matrices, x(t) is the vector of the displacements (for n DOFs), ¥, (t,x(t), %(t))
represents the vector of nonlinear effects in the system and F(t) is the vector of the external
forces.

In order to apply the ANM for the calculation of the nonlinear responses, the equations of mo-
tion (Eq. (1)) must be represented in a polynomial quadratic form to allow the use of simple
algebra in the solution process. This enables a simple computation of the Taylor series coeffi-
cients, which is essential for the effectiveness of the approach. This requirement of representing
the nonlinearities in a quadratic form is the main drawback of the ANM, but fortunately expres-
sions for many common nonlinearities can be found in the literature: contact [5, 6, 7], friction
[6, 7], vibro-impact [6], cubic [23]. Using these expressions, the system of equations can be
written in the following form:

m(S) =c+1(S) +q(S,S) (2)

where c is a constant, m and 1 are linear applications and q is a quadratic (bilinear) map. All
the maps go from R@*H! to R¥, where Q is the number of equations of the system. S is a vector
containing all the unknowns.

For the harmonic balance method the unknown vector S is expressed as Fourier series truncated
at an order H selected via a convergence study. Then the time variable ¢ is removed by projecting
the equations of motion onto the basis:

Fu = {1, cos(wt), sin(wt), cos(2wt), sin(2wt), . . ., cos(Hwt), sin(Hwt) } (3)

where w is the excitation frequency.



After defining the state vector U, containing all the Fourier coefficients of all the DOF's and the
excitation frequency, the final equation of motion becomes:

R(U)=Ly+L(U)+Q(U,U) =0 (4)

where Lo, L(U) and Q(U, U) are respectively a constant, linear and quadratic map going from
RN*1 to RY, where N is the total number of unknown Fourier coefficients. Once the equation
of motion has been converted to this form, the ANM can be included in the solution process of
the HBM to solve the nonlinear dynamic problem. If the equation of motion does not contain a
forcing function, than a phase condition has to be added to close the problem [24].

The fist step of the ANM is to find the initial solution of the nonlinear system (Eq. (4)) via a
traditional corrector method (e.g. Newton’s method). After calculating the first solution, the
ANM allows to track the evolution of the system behaviour directly as the excitation frequency
w changes. In order to obtain the next solution step (i.e. following the path), the unknown state
vector U is expanded to a finite Taylor series, starting from the first solution, Uy, which has
been found before:

U(a) = Ug + aUj(a) + a®*Us(a) + ... + a*U,(a) (5)

where a is the step length that has to be determinated and Uy, Usg,..., U, are the derivatives,
whose the order is indicated by the subscript, of U.

Since R(U) is a quadratic operator the calculation of the derivatives U; (with i =1,...,z) can
be easily achieved by solving a set of linear systems that all have the same tangent matrix K
[3], i.e. the Jacobian matrix:

Kre; = L(e;) + Q(Uo, e;) + Q(e;, Uo) (6)
where e; is the canonical base vector (same dimension than Uy).

The path parameter a is defined as an arc-length measure, i.e. it is identified as the orthogonal
projection of the state vector increment U(a) — Uy on the tangent vector U; (see Fig. 1). Within
a region of low curvature (flat path in Fig. 1), the parameter a can be relatively large since the
amplitude does not vary much, allowing a fast computation of the response curve, while in
regions with high curvature (see Fig. 1) smaller step sizes must be used. A simple criterion to
adapt the arc-length [3] is to ensure that the difference between two consecutive order solutions
stays within a tolerance (¢):

1
la*U. | la*U. | ( ||U1||>21
~ <e=a~|e€ 7
[0+ a0l oty = A ()

The truncation order z is a compromise. It depends on the problem (shape of the solution). In
practice, if the chosen truncation order is too low, the path parameter a in Eq. (7) will be small
and, therefore, the number of iterations to obtain the whole solution will increase. Otherwise, if
z is too large, the number of derivatives U; to compute increases. The order is usually between
10 and 20 [3].

Once the current solution U(a) has been computed it is then used as the departure point to
continue the iterative solution process.

The ANM allows all the nonlinear dynamic calculations associated with traditional methods,
such as stability studies of the solutions [23], and bifurcation points detection [25] making it
an interesting alternative to standard nonlinear solutions. It eliminates the need for the cor-
rection steps that are required for the standard path following techniques (prediction-correction
methods), leading to significantly shorter computational times. The only limitation is the need
to express the nonlinearities in a quadratic form, which may limit its applicability to certain
problems.



The HBM+ANM approach is of particular interest for this uncertainty propagation investigation,
since the improved computational time allows a much faster statistical analysis of the nonlinear
problems. The step-wise continuous function of the solution curve can also be used to improve
computational time, unlike the discrete points of the solution curve that is the results of the
classical predictor-corrector method.

__ Tangent vector Returning point
direction

.
New starting point

— Starting point

Figure 1: Asymptotic Numerical path-following Method: Path-parameter in ANM (left) and Path-following
technique (rigth).

3. Polynomial Chaos Expansion

When the input parameters of a system of equations are defined by random distributions, than
the propagation of the uncertainties in the model can be studied with stochastic methods. Once
such approach is the Polynomial Chaos Expansion [9, 10, 11, 12, 26] which will shortly be
presented in this section for completeness. It significantly reduced the computational effort of a
stochastic analysis when compared to traditional MCS, making it an interesting choice for the
calculation of a stochastic nonlinear dynamic response.

The general idea behind the PCE is to express a generic stochastic output (e.g. amplitude of
displacements, frequency,...) as a sum of polynomial functions of random input variables. When
considering a random multivariate variable & (random vector collecting all the random inputs),
defined in a random space 2 of dimension d, with a cumulative distribution function Fg (&) and
finite moments, the generalised polynomial chaos expansion of a stochastic function Y (&) is:

P
Y(&) =3 5(®) (8)
k=0

where [ are the deterministic coefficients of the basis that have to be calculated, Uy (&) is
the polynomial chaos basis functions, and P is the order of the polynomial. If the cumulative
density function (CDF) exists so that dFe (&) = p(&)d&, with p(&) being the probability function
(PDF) of the random variable &, than the polynomial chaos basis functions are the orthogonal
polynomial functions satisfying:

<UL(E), V(&) >= /Q\I’H(E,)\Ifm(i)p(i)di, = Y0mn withm,n=0,...,P (9)

where 7y, are constants and &,,, is the Kronecker delta. Eq. 9 establishes a correspondence
between the distribution of the random input variable & and the orthogonal polynomials of its
PCE basis. The polynomial basis for the most common PDFs can be found in literature [12, 26].



The inner product of Eq. (9) with respect to the PDF will be indicated by the symbol < e, >
to simplify the expressions.

For a random space of dimension, d, and a maximum polynomial expansion degree, p, (also
called chaos degree), the number of terms, P, in Eq. (8) is determinated:

P+1=(d$pf’)! (10)

The last remaining parameters required for Eq. 8 are the coefficients, Bi, which can either be
calculated via an intrusive or non-intrusive approach. This calculation will be discussed in more
detail in the next section.

4. Linking of ANM and PCE

Different approaches can be used to calculate the PCE coefficients (8x). The equations can either
be projected onto the orthogonal space of the polynomials [26] or a collocation method can be
used. The first approach, often referred to as Galerkin method, can be intrusive or non-intrusive
depending the way the inner products are calculated whereas the latter method is a non-intrusive
projection. To demonstrate the capabilities of both approaches, they will be adapted in this work
for use with the ANM to allow a fast computation of stochastic nonlinear responses.

4.1. Intrusive stochastic Galerkin method

For the intrusive approach the PCE coefficients are directly calculated by solving a set of equa-
tions obtained from the Galerkin projection (inner product). The unknown of the deterministic
system in Eq. (4), i.e. the state vector U, is thereby replaced with the PCE coefficients. In
other words, in the Galerkin based approach, the deterministic PCE coefficients are calculated
by solving the system of equations derived by forcing the residual to be orthogonal to the ap-
proximation space [26]. For the intrusive approach the equations of the deterministic problem
have to be rewritten as a nonlinear algebraic problem, leading to a system of coupled equations
with the same properties as the original system. This technique has been used successfully in
combination with the HBM and a predictor-corrector method by Didier et al. [17] to compute
stochastic nonlinear reps ones, and it will now be expanded to the Asymptotic Numerical Method
to allow for a faster computation.

To express the random response U(§) with the PCE formulation of Eq. (8)), Eq. (4) has to be
rewritten as:

R(B) = Lo +L(B) + Q(B,B) =0 (11)

where 3 is the vector containing all the PCE coefficients which represents the unknown of the
system. The objective is to obtain the stochastic maps, ﬁo,ﬁ(ﬁ), and Q(B, B), going from
RWVHDX(P+1) o RN*(P+1) g0 that B can be computed. For this purpose the definition of
orthogonality in Eq. (9) is exploited.

The constant application becomes:

ffO = []:007 .. .]z()k;, . -7]:0P]T

. (12)
Lor =< Lo,\I/k(E,)> with k =0,..., P

The linear application L(U(&)) can be written in the form AU(§), where A is the deterministic
linear application matrix. Applying the Galerkin projection to the linear application matrix A



leads to the stochastic linear application matrix A:

Ago -+ Aop
Ao| A, | withAy =< WEAELGE) > =0 P (13)
Apy -+ App

leading to L(B) = AB.
The quadratic application Q(U(E),U(§)),, from Eq. (4) can be expressed as:

Q(U(&),U(€)) = [a,-- -, dn,---,an]"

T : (14)

q, =U(§)"'B,(§)U(E) withn=1,...,N
where N is the number of equations of the deterministic system and B,.(&) are the bilinear
application matrices. The stochastic quadratic operator Q(B,) can than be obtained via a
projection of the B, (&) matrices with the Galerkin method:

Q(B,B) =B B,B, withp=1,...,N(P+1) (15)

Finally the bilinear stochastic application matrix Bp is calculated:

Buoo - Buaor )
B —| - . with By =< ¥;(§)V;(&)Bn (&), Ui(§) >;
P= | ¢ By i,j=0,...,P; k= |(5%4)];s n=p— kN
BnPO te BnPP

(16)

where |e| denotes the floor function.

The number of variables in the state vector U is N + 1 (where N is the number of equations,
i.e. total number of Fourier coefficients) for the deterministic asymptotic method. After the
stochastic Galerkin projection, the number of equations will become N (P + 1) and the number
of variables in state vector (in this case the state vector contains the stochastic modes) will be
(N+1)(P+1). In order to solve the stochastic problem, P other equations have to be added to
the system in Eq. (11) since to apply the ANM, the difference between the number of unknowns
and the number of equations must be equal to one. Didier [17] proposes the use of the following
stochastic phase condition for this purpose:

H
Z(Bohcos ’ Bkhsin - Boh,sin ’ Bkheos) =0 withk = 1’ R P (17)
h=1

where the symbol - denotes the dot product and the subscript x, ... (k,.,,) indicates the sub-vector
containing all the k-degree polynomial chaos coefficients related to the cosine (sine) harmonics.

Also a continuation method has been used in [17] instead of the ANM, the interpretation of
Eq (17) stays the same, where the phase difference between the mean response and the stochastic
solution is set to zero. This means that the phase of the stochastic solution computed with the
PCE+ANM does not depend on the random variables (it is deterministic) while the amplitude
of the response is uncertain.

A summary of the PCE+ANM approach with an intrusive Galerien projection can be seen in
Fig. 2 to further clarify the working of the procedure. The main advantage of the approach is that
only a single system of equations (also much larger) has to be solved and the PCE coefficients can
be directly computed. Unfortunately the equations have to be rewritten in order to be solved,
which makes its use with many existing solvers (existing finite element code for example) quite
complicated, somewhat limiting it’s use to research applications. Finally the stochastic phase
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condition in Eq. (17) is only valid if the phase is deterministic and for the case where the phase
depends on the uncertainties, a different condition must be used, requiring an adaptation of the
intrusive approach for each new problem.

To overcome these limitations, a non-intrusive approach has been developed for the PCE4+AMN
technique, which leads to a much wider applicability.

4.2. Non-intrusive collocation method

In deterministic numerical analysis, non-intrusive collocation methods (NICM) are a family of
approaches that require the residual of the governing equations to be zero at discrete nodes
(collocation points) in the computational domain. The NICM solves a finite number of deter-
ministic problems extracted from the stochastic problem by replacing the random variables with
deterministic values allowing the use of existing codes to compute the response. The resulting
deterministic solutions of the collocation points is than being used to determine the information
about the full stochastic response.

The selection of the collocation points is thereby critical to ensure an accurate extraction of
the stochastic response. For deterministic sampling methods, the nodal set is often defined by
a Gaussian quadrature rule [26] where the M collocation points in a one-dimensional random
space correspond to the zeros of the M*" degree polynomial of the basis. The aim of this method
is to conduct a discrete projection by using the definition of orthogonality from Eq. (9):

g = Y&, ¥(E) > (18)
V&

which means that the stochastic modes can be computed by solving a series of integrals with
the expression y(&) being unknown at this stage. Fortunately the integrals can be approximated
with the cubature formulas. Given a set of M collocation points and their associated normalized
weights (according to the PDF), M deterministic solutions y(&) can be calculated, leading to
the final equation for Sg:
M
B = — S y(E) Uk (E 0 (19)

=

that is based on a set of deterministic solutions that can be readily computed. The steps of the

non-intrusive method are summarized in Fig. 2.

System in
time domain
Harmonic
balance
Collocation points ]
(nodes) Weights

Figure 2: Calculation of the PCE coefficients: Intrusive stochastic Galerkin(left) and Non-intrusive collocation
(rigth).

The Gaussian quadrature can be expanded to multivariate random spaces (d > 1) with the help
of the Gaussian cubature [12, 26]. The easiest approach to calculate the stochastic modes for
the entire multivariate space is thereby the use of a tensor product. Unfortunately the number
of collocation points thereby increases exponentially with the dimension d, potentially requiring
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the computation of a large number of solutions and signifficatnly reducing the advantage of the
PCE over the MCS. One way to reduce the total number of nodes while maintaining the accuracy
offered by the Gaussian cubature is to use the Smolyak sparse grids cubature [22]. The size of the
Smolyak grid depends on the dimension of the random space. For most cases there is no explicit
formula available to know how many points are needed for a given random space dimension, but
the number of collocation points for the Smolyak sparse grid cubature is always smaller than
for the tensor product technique (see Fig. 3), leading to a significantly reduced computational
effort. To further highlight the difference between the to collocation point approaches, Fig. 4
shows the tensor and Smolyak grids for a bi-dimensional (Normal-Uniform) random space (with
chaos degree=3 and Smolyak grid level=2) where it can be seen that, when a tensor product
cubature is used, 32 more runs are need to compute the integral.

10%¢H — Smolyak grid
— Tensor product
ﬂ 1014
£
(o]
o 10%
c
2
4(_6 1010 L
°
&) 108,
“—
o
o 10°r
e}
§ 10*
=z
102 L

5 10 15 20
Random space dimension

Figure 3: Smolyak vs. tensor product, (with chaos degree=3 and Smolyak grid level=2).
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Figure 4: Tensor product (left) and Smolyak grids(2D random space, with PCE degree=3).

5. A solution for the Gibbs phenomenon

The PCE approximates the relationship between random input and output space with the help
of polynomial functions. Sometimes in a mechanical system, especially if it is nonlinear, the
response can be strongly discontinuous [26] which prevents the output to be expressed as a
polynomial function, leading to spurious oscillations in the proximity of the discontinuity. This
behaviour is often referred to as the Gibbs phenomenon and it can for instance appear when a
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Amplitude [m]

Sign function
P=3

28 30 B 3 34 36 38
Excitation frequency [Hz]

Figure 5: Examples of Gibbs phenomena: polynomial approximation of the sign function for different polynomial
orders P (left) and Gibbs phenomenon in FRF (Case A of Table 1).

sign function is being approximated by a polynomial (see Fig. 5). An increase in the polynomial
order leads to a decrease of the the oscillation (the polynomial approximation converges on
the target) but the oscillations still affect the results, as long as the polynomial degree is not
extremely high [19] where they become negligible at the cost of a large computational effort.

In a nonlinear frequency response function (FRF) these spurious oscillations can become very
large, especially near the amplitude peaks and the turning points (i.e. the points where the
frequency response experiences a strong change in direction) as shown in Fig. 5 for a slightly
stiffening nonlinearity. The Gibbs phenomenon in the response clearly leads to wrong values in
the stochastic FRF's, making an accurate evaluation of the results difficult, and an approach is
therefore needed to ensure a correct computation.

The use of the Padé-Legendre expansion has been proposed [13] to avoid the Gibbs phenomenon
in a physical system with strong discontinuities. The general idea of this technique is to express
the stochastic response using a rational function of random uniform variables which successfully
allows avoiding the Gibbs phenomenon, but unfortunately also leads to artificial peaks which
affect the stochastic response. These peaks occur when the denominator of the rational function
tends towards zero and their effect will be shown in Section 7). The Padé-Legendre expansion is
only valid for uniform random variables which limits it’s use practical use further and a different
technique is therefore required to compute the full and accurate stochastic response of nonlinear
dynamic systems without the effects of the Gibbs phenomenon .

In this section a new technique to avoid the Gibbs phenomenon for a nonlinear vibration problems
is presented, based on the general idea of limiting the discontinuities in the surface response for
non-intrusive stochastic methods.

The response frequency of a linear vibration problem can be considered deterministic (not de-
pendent on the random variables) and at the collocation point (non-intrusive method), only one
response can be found since the random variables are unique. For a nonlinear problem more than
one solution may exist due to the presence of returning points, for a given set of frequency and
random variables. Thereby the position of the returning points (and the amplitude peaks) will
depend on the random variables leading to a stochastic frequency and the response. Since these
stochastic parameters can not be selected for the continuation method, a different, deterministic,
parameter is required to ensure a smooth response curve.

One possible deterministic parameter for the calculation of the PCE coefficients is a fixed arc-
length @ in Eq. (5) for each step of the ANM in all collocation points (see Fig. 6). Unfortunately
this approach alone does not solve the problem, since in some regions, especially in the vicinity
of the amplitudes peaks, the Gibbs phenomenon can still strongly impact the response. This
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happens when the amplitudes for some collocation points are still increasing at a given arc-length
while, due to the nonlinearity, the amplitudes of other collocation points are already decreasing.
For instance, if, for a given arc-length, the solution has already passed a resonance peak for
some collocation points (and not for all), a strong discontinuity can appear in the stochastic
response. In addition, if for a given arc-length, the solutions of some collocation points have
already passed a returning point, their frequencies are decreasing, while they may still increase
for the other collocation points, leading to further strong discontinuities and the appearance of
the the Gibbs phenomenon. A fixed arc length on its own is therefore not suitable to make the
nonlinear problem deterministic.

In order to avoid this phenomenon a new approach has been developed. It permits to solve
stochastic nonlinear problems with very strong nonlinearities and avoid Gibbs phenomenon. It
is based on the previous idea of a fixed arc length, but one replaces it with an ”arc length ratio”.

At first all the significant variation points in the FRF, such as the start and end of FRF, the
amplitudes maxima and minima, and the returning points (if present), are detected (see Fig. 7).
In a next step each section between two variation points is divided into smaller segments by
the "arc length ratio” (%), where A is the total arc length between two variation points for
each FRF. In this way the deterministic parameter is not the arc-length measure but the ratio,
ensuring that maxima and turning points are reached at the same time in the calculation of the
PCE coefficients (see Fig. 6), eliminating the discontinuities in the system, and therefore the
appearance of the Gibbs phenomenon.
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Figure 6: Frequency response based on NICM with different arc length technique: NICM with deterministic arc
length (left) and NICM with deterministic arc length ratio (rigth).

To better explain the introduce process (see flow chart in Fig. 8), the application of the technique
to the FRF from Fig. 7 will be discussed in detail. Once the responses in the collocations points
have been computed, the variation points (amplitudes peaks and returning points) are detected.
For the deterministic FRFs in the M collocation points in Fig. 7 the amplitude extrema are
the points (b),(d),and (e), and the returning points are (b) and (c). These points are used to
define the arc-length ratio which is taken as deterministic parameter for the PCE coefficients

calculation. In a first step the total arc length (A4;(&;) with ¢ = 1,..., M) between points (a) and
ai(&;)
Ai(&)°
are calculated (h; € [0,1]). At each step the PCE coefficients are calculated using the non-
intrusive projection that is expressed as:
< Wo(&), ¥o(&) > Bo Uo(&1) -+ Wol&nm) y(&1, 4 )un
' - ; (20)

< \IJP(E)v\IIP(Ev) >BP \I’P(E.l) \IIP(E»M) y(ﬁM;%)wM
11

(b) is calculated for each collocation point solution, and the arc-length ratio steps, h; =




where a1,...,ap; are the current arc length and A;,..., Ay; are the total arc lengths between
the two variation points (a) and (b). The solutions are taken at the same arc length ratio
(ff‘—ll = %’ with 4,5 = 1,..., M) ensuring that no discontinuities appear in the segment, leading
to the computation of the stochastic response with no Gibbs phenomenon.

By repeating the process between the points (b) and (c¢), and so on, the global stochastic response
can be obtained. The strong discontinuities are avoided since the technique ensures that the
critical points are reached at the same time.

Amplitude [m]

1070 10 20 30 40 50
Excitation frequency [Hz]

Figure 7: Response in the collocation points, case A in Table 1, 1st harmonic 1st DOF displacement.

6. Numerical studies

A simple 2DOF's model, shown in Fig. 9, is used to validate the proposed method for calculating
the stochastic response of a nonlinear system. Note that the model is the same than the one
used in [17]. A cubic nonlinearity (fy;) is placed between the ground and the first DOF and
a periodic force (f; = f cos(wt)) is applied on the first DOF. This simple system is being used
to highlight the effect of stochastic input parameters on the nonlinear dynamic response, and
allow a reliable comparison of the new technique to deal with the Gibbs phenomenon to more
traditional approaches.

Several cases summarized in Table 1, with a different number of uncertain linear and nonlinear
parameters (i.e. random space dimension), are considered to gain a better understanding of
their significance on the nonlinear dynamic response. Note that the cases A and B are equal
respectively to the cases 1 and 2ter in [17].

12



Calculate solutions
in the collocation
points using ANM

Detect variations
points (ampli-
tude peaks and

returning points)

__

Take the solutions
between the first
points and the next
variation points

S B

Define the arc

Take the current length ratio steps
variation points and calculate
as first solutions the PCE coeffi-

cients at each one

last
variation
points?

Calculate the stochastic
response and the
statistical moments

Figure 8: PCE + ANM with deterministic arc length ratio.

XZL

nLgiékE
nt ﬁ%ék

Figure 9: 2 DOFs model, from [17].

Case k [Nm™] c [Nsm™] m [kg] ko [Nm™3] [ f[N] | € PDF | PCE basis
A 1.57(1 + 0.025E) 1 1 5% 1 N(0,1) Hermite
B 1.5% 1 1 577(1 4 0.1&) 1 N(0,1) Hermite
C | 1.5%(140.025¢,) 1 1 5'9(140.18,) | 1 LJ{\([EO’}B) Ii(;zl;l:;:e

N(0,1) Hermite
D | 1.5%(1 4 0.025¢,) 1 1(1+0.075&,) | 5'°(1+0.1&3) 1 | U(-1,1) | Legendre
U(—1,1) | Legendre

Table 1: Numerical studies.

In case A the uncertainty is on the linear stiffness, k, while the small nonlinear coefficient,

13



kn; is kept constant. In case B, the nonlinear coefficient is uncertain and its mean value is
100 times larger than in case A. Case C applies the uncertainty to both the linear and the
nonlinear stiffness. The final case D adds an additional uncertainty to the mass leading to a
three dimensional stochastic space.

In Table 1 the notations N'(0,1 = and U(—1, 1) indicate respectively a centred Normal (Gaussian)
with unitary standard deviation and an Uniform distributions between -1 and 1.

7. Results

The two non-intrusive techniques, based on the deterministic arc length and the deterministic
arc length ratio, from Section 5 have been used to calculate the PCE coefficients and compute
the stochastic response for the different cases from Table 1. The results are compared to MCS
responses in Fig. 10 to 13. The average response (mean value), standard deviation and 95%
and 5% percentiles are indicated on the figures. In order to compare the PCE with the MCS,
the solutions generated through PCE are obtained with the same random seed than MCS (same
samples).

In the computation of the nonlinear response only the first 3 harmonics are considered in the
HBM, since it could be shown that they lead to converged results. The polynomial chaos order
of each case is set to 3 which was the minimum required to match the reference Monte Carlo
solution with 1000 iterations (Fig. 10 to 13). The number of collocation points which depend
on the chosen polynomial degree is set to 9 for cases A and B (unidimensional random spaces).
For multivariate random spaces the Smolyak grid quadrature technique is used to reduce the
number of collocation points: in cases C and D the number of collocation points is respectively
17 and 31

When the arc-length measure is taken as the deterministic parameter, Fig. 10 to 13 show that the
Gibbs phenomenon significantly affects the stochastic response, leading to an over and under-
estimation of the amplitudes around the resonance peaks, when compared to the MCS results.
Instead the use of the newly developed technique from Section 5 based on the arc length ratio
leads to a much better agreement between the PCE and the MCS results (see Fig. 10 to 13) with
no spurious oscillations in the response.

The response of case A in Fig. 10 with a uncertain linear stiffness mainly shows a shift in resonance
frequency due to the uncertainty. Due to the nonlinear behaviour of the system (the coupling
between the linear and the nonlinear operators), the amplitude peaks and the returning points
are also affected by the linear random variable. When the PCE coefficients are calculated using
the arc length as deterministic parameter, big discontinuities appear around the peaks leading to
a strong Gibbs phenomenon. It is interesting to observe, that even there is no returning point at
the second resonance peak (weakly nonlinear), the Gibbs phenomenon has a big impact on this
mode. This can be linked to the higher sensitivity of the second mode to the uncertain linear
stiffness, which leads to larger discontinuities for a given fixed arc length. The new proposed
technique with the arc length ratio is able to cope with this situation (Fig. 10), leading to very
clean results.

In the case B the order of magnitude of nonlinear coefficient k,,; is increased hundred times to
study the effect of the uncertainties on a strongly nonlinear system. The nonlinear coefficient
is considered to be uncertain. It can be observed in Fig. 11 that the increase of the nonlinear
cubic stiffness leads to a very strong hardening behaviour of the mechanical system. Since the
uncertainty is introduced on the nonlinear coefficient, it has a big impact on the peaks and the
returning points of the FRF, but it does not affect the rest of the FRF, where the nonlinearity
is only mildly activated. Using the PCE with a deterministic arc length (see Fig. 7), the Gibbs
phenomenon only has a minor impact on the first resonance peak where the uncertain nonlinear
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Figure 10: Case A, 1st harmonic displacement, 1st DOF: MCS (top left), Deterministic arc length PCE (top
rigth), Deterministic arc length ratio NICM (bottom).

coeflicient does not deeply change the solutions in the region far from the resonance peaks so
that the total arc length is about the same for each collocation point. In contrast a very strong
oscillations can be observed for the second mode, where the extreme overhang leads to strong
discontinuities. The stochastic position of the returning points (due to the nonlinear effect) and
the influence of the random variable on them are well described with the proposed new method
(Fig. 11), leading to very similar responses when compared to the MCS.

For the case C a bi-dimensional random space is tested, with an uncertain linear and nonlinear
stiffness. It was observed before, that the linear stiffness affects the entire FRF, whereas the
nonlinear stiffness only has an impact on the resonance peaks. The combination of these two
effect is shown in Fig. 12. Once more the entire FRF has become uncertain due to the linear
influence, also the location of the resonance peaks is slightly less spread out than for case B.
This is due to the use of an uniform (and so bounded) distribution for the nonlinear coefficient
in case C which differs form the Gaussian distribution of the case B.

For the arc length approach the Gibbs phenomenon appears strongly at the second resonance
peak because of the strong return due to the nonlinearity (Fig. 12), but it also shows up at
the antiresonance due to the uncertainty of the linear component. A comparison to the MCS
results shows that the mean response of the arc-length PCE is not too different but the standard
deviation and the 5% and 95% percentiles are very different due to the strong impact of the
Gibbs oscillations. Using the method proposed in this paper, the stochastic solution is identical
to the MCS results (Fig. 12) and accurate stochastic values can be computed. Thanks to the
use of the Smolyak grid cubature the number of collation points could be reduced from 49 for a
tensor product cubature to 17 without a loss of accuracy.
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Figure 11: Case B, 1st harmonic displacement, 1st DOF: MCS (top left), Deterministic arc length PCE (top
rigth), Deterministic arc length ratio NICM (bottom).

For the case D a third uncertainty is added to the mass. As a result the envelope of the stochastic
response in Fig. 13 is now wider than for case C, but otherwise the shape of the resulting FRF's
is not strongly impacted. Due to the wider spread of the FRFs, the impact of the Gibbs
phenomenon (Fig. 13) is even stronger than for case C, if the deterministic parameter is the
arc-length, since the increase in the dimension of the random space, adds more discontinuities to
the stochastic response. Even for multidimensional space the proposed new technique with the
arc-length ratio allows to calculate a stochastic PCE response that matches the MCS (Fig. 13)
results. Due to the larger random space the Smolyak cubature is even more efficient, reducing
the required collocation points from 343 for the tensor product to 31.

For the case B,C and D, an internal resonance, due to the strong nonlinearity, can be found on
the FRF around w = 10.5Hz. The proposed method is able to capture this small peak in the
stochastic response, as shown for the case D in Fig. 7 making it applicable for quite complicated
nonlinear dynamic response computations. Fig. 14 shows as the stochastic response of the third
harmonic of the displacement of the first DOF is well obtained with the PCE.

As mentioned in the previous section, an alternative approach to eliminate the Gibbs phe-
nomenon is the use of the Padé-Legendre expansion (rational polynomial function). For com-
pleteness its results for case A are shown in Fig. 15. It can be seen, that the Gibbs phenomenon
that was present around the resonance and antiresonance region in Fig. 10 can be avoided, but
some other spurious peaks appear in the stochastic response envelope. This is caused either by
the non-existence of a polynomial for the denominator whose zeros are close to the discontinuity
locations, or the denominator may have zeros where there are no discontinuities. When the later
occurs, a huge peak is generated in the stochastic response that has no physical meaning. A
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Figure 12: Case C, 1st harmonic displacement, 1st DOF: MCS (top left), Deterministic arc length PCE (top
rigth), Deterministic arc length ratio NICM (bottom).

proper combination of the orders of the numerator and denominator at each step, which can be
found with an iterative process [13], allows to overcome this problem, but at large computational
cost, which makes it rather unsuitable for stochastic nonlinear dynamic response calculations.

In [17], the uncertainties are propagated into the model using an intrusive technique and the
Gibbs phenomenon is avoided. The issue with the intrusive approach is that the equations of the
problem need to be rewritten and the existing deterministic solver codes cannot be used without
modifications. Moreover, in [17] a stochastic phase condition (Eq. (17)) needs to be added to
close the problem. This condition requires that the phase does not depend on the uncertainties
(it is deterministic).

To quantify the accuracy and computational efficiency of the proposed approach, case D has
been analysed further. An error concerning the standard deviation of the amplitude peaks has
been evaluated as: ) . . .

1 f1000 = fnl n | A1000 — An|

flOOO AlOOO

err (21)
where A and f are respectively the standard deviation of the displacement amplitude and the
frequency at a resonance peak, while the subscripts indicates the number of samples in the MCS.
The results of a convergence study of the MCS can be seen in Fig. 16 where the error shown is
the maximal between all the resonance peaks. At least 750 iterations are required in the MCS
to obtain stable results whereas in comparison the PCE with a deterministic arc length ratio
obtains the same results (less than 1% error) with only 31 iterations due the Smolyak cubature.
This leads to a 25 time reduction in computational time and makes the approach well suited for
nonlinear dynamic analysis. Fig. 17 shows the agreement between MCS and PCE (mean and
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Figure 13: Case D, 1st harmonic displacement, 1st DOF: MCS (top left), Deterministic arc length PCE (top
rigth), Deterministic arc length ratio NICM (bottom left), zoom on the internal resonance peak (bottom rigth).
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Figure 14: Case D, 3rd harmonic displacement, 1st DOF: MCS (left), Deterministic arc length ratio NICM (rigth).
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Figure 15: Padé-Legendre expansion, case A, 1st harmonic displacement, 1st DOF.
mean + standard deviation) over the entire frequency range, where no visible difference in the
response can be observed.
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Figure 16: MCS convergence and PCE error for case D.

In this section the proposed method has been validated by using a small two DOF's system. The
same method has been successfully applied in some more complicated analysis as the stochastic
calculation of the nonlinear normal modes of a FEM model of a rotor blade with contact non-
linearity [28] and FRFs in nonlinear rotor-dynamics with uncertainties [29]. In [28], the method
described in this paper has been successfully applied using 13 harmonics in the simulations.
More complicated cases, with hundreds of harmonics, have not yet been performed with this
method. Note that in some test cases analyzed in [29], the uncertainties affect the symmetry of
the system and the appearance of secondary resonance peaks in the response for some collocation
points. This is an issue, if one wants to apply the technique proposed in this paper, because the
appearance of these secondary peaks makes the peaks detection matching harder (differently of
the easy peaks detection shown in Fig. 7). Indeed, as explained in Section 5, firstly the peaks are
detected for each collocation point response, then their are paired in order to compute the PCE

19



- MCS Mean
0.0012 MCS Mean + - std. dev.
== PCE Mean

PCE Mean + - std. dev.

Amplitude [m]

— MCS Mean
MCS Mean + - std. dev.
== PCE Mean

0 10 20 30 40
- - PCE Mean + - std. dev. Excitation frequency [Hz]

.20 30 50
Excitation frequency [Hz]

Figure 17: Mean and standard deviation responses for MCS and PCE,case D: Amplitude in logarithmic scale
(left), Amplitude in linear scale (rigth).

coefficients as in Eq. (20). Therefore, for the application of this method, the peaks detection and
pairing is an essential step. When some secondary peaks appear only in some collocation point
responses, the pairing of the peaks is not straightforward as in Fig. 7. Two possible solutions can
be adopted to outcome this issue. One possibility is discarding the secondary peaks and directly
using Eq. (20) to calculate the PCE coefficients. This leads to a good stochastic representation
around the main resonance peaks, but a possible discrepancy near the secondary peaks. Another
strategy, successfully adopted in [29], is partitioning the random space in sub-spaces so that the
peaks detection and pairing is simpler: the domain of the integral of Eq. (18) is broken into
sub-spaces such that, in each sub-space, the responses of the collocation points present the same
resonance behaviour concerning the secondary peaks.

Conclusion

This paper studies the stochastic nonlinear dynamic response of an excited system. The use of
Monte Carlo methods for nonlinear dynamic systems with uncertainties can be too expensive
in terms of computation time and data storage, and therefore a stochastic approach, based on
polynomial chaos, is proposed.

The introduced technique is a non-intrusive PCE combining Harmonic Balance and the Asymp-
totic Numerical method to solve a nonlinear dynamic problem. To overcome the major drawback
of the appearance of the Gibbs phenomenon in the stochastic nonlinear response, a novel tech-
nique has been introduced that allows the fast and accurate computation of uncertain nonlinear
FRFs. It proposes the use of an deterministic arc length ratio to avoid the strong discontinuities
in the nonlinear response, leading to stochastic FRF's that are in excellent agreement with the
Monte Carlo Sampling results, even for multivariate random spaces. The use of the Smolyak
cubature rule in combination with the non-intrusive PCE leads to a significant reduction in
computational time when compared to Monte Carlo Sampling method.
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