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An inertial-aided homography-based visual servo
control approach for (almost) fully-actuated

Autonomous Underwater Vehicles
Szymon Krupı́nski, Guillaume Allibert, Minh-Duc Hua, and Tarek Hamel

Abstract—A nonlinear inertial-aided image-based visual servo
control approach for the stabilisation of (almost) fully-actuated
autonomous underwater vehicles (AUVs) is proposed. It makes
use of the homography matrix between two images of a planar
scene as feedback information while the system dynamics are
exploited in a cascade manner in control design: an outer-loop
control defines a reference setpoint based on the homography
matrix and an inner-loop control ensures the stabilisation of the
setpoint by assigning the thrust and torque controls. Unlike con-
ventional solutions that only consider the system kinematics, the
proposed control scheme is novel in considering the full system
dynamics (incorporating all degrees of freedom, nonlinearities
and couplings as well as interactions with the surrounding fluid)
and in not requiring information of the relative depth and normal
vector of the observed scene. Augmented with integral correc-
tions, the proposed controller is robust with respect to model
uncertainties and disturbances. The almost global asymptotic
stability of the closed-loop system is demonstrated, which is
the largest domain of attraction one can achieve by means of
continuous feedback control. Simulation results illustrating these
properties on a realistic AUV model subjected to a sea current
are presented and finally experimental results on a real AUV are
reported.

Index Terms—AUV, nonlinear control, visual servoing,
homography-based control, Lyapunov analysis

I. INTRODUCTION

Unlike aerial robotics that has witnessed an impressive
growth during the last decade, little progress can be reported in
AUV research and development. AUV applications have been
drastically limited by the lack of global positioning system,
particularly due to the attenuation of electromagnetic waves
in water that prevents the implementation of GPS-like global
positioning and wireless communication at high data rate.
Typically, AUVs carry inertial sensors to estimate the vehicle’s
orientation, often improved by exploiting measurements of
both a magnetic compass and a Doppler Velocity Log (DVL).
They are also often equipped with sonars (scanning, multi-
beam or side-scan) or optical systems to provide information
about the surrounding environment, leading to an obvious
interest in the development of sensor-based navigation systems
for applications in close proximity of the ocean floor and
amidst obstacles (e.g., structure inspection, pipe/cable inspec-
tion, autonomous manipulation, mine hunting).
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The dynamics of AUVs are highly nonlinear and the transla-
tional and rotational dynamics are highly coupled, essentially
due to added mass effects [10], [24]. The vehicles are often
subjected to strong perturbations due to sea currents. There-
fore, robust nonlinear control design for AUVs is particularly
important. There is a considerable body of works on control
design for AUVs. Different control approaches ranging from
linear PID [2], LQR [30], H∞ [11], optimal control [40] to
nonlinear control techniques such as sliding mode control [18],
[23], Lyapunov backstepping-based control [1], [4], [35], and
Lyapunov model-based control [34], [39] have been developed.
However, they mostly concern the tracking problem of pre-
programmed trajectories with little regard to the local topog-
raphy of the environment. Autonomous navigation of AUVs in
an unknown or partially known environment and in proximity
to obstacles is the central problem due to the nature of missions
such as pipe/cable inspection [3], [20], [38], mine hunting [33],
or autonomous manipulation [27], etc.

This paper addresses specifically the inspection task of
an AUV for potential industrial applications. Our preferred
approach is based on high-bandwidth sensor-based control that
reacts appropriately to the vehicle’s environment and allows
for behaviors such as the precise stabilisation with respect to
(w.r.t.) a specific target. Although several types of sensors can
be used, the video camera remains an excellent candidate. By
using camera(s) as the primary sensor for relative position, the
control problem can be cast into either Position-Based Visual
Servo (PBVS) or Image-Based Visual Servo (IBVS) control
problems [8], [9]. Classical visual servo control techniques
have been developed for serial-link robotic manipulators and
then for mobile ground vehicles (well summarized in [8],
[9]), and more recently for aerial robotic vehicles [13], [14],
[28], [32]. In underwater robotics, few attempts have been
carried out using vision sensors to perform tasks related to
man-made structures such as pipeline following using linear
features [20], [38], station keeping using point features [25],
or positioning using image mosaicking [12]. Both stereo and
monocular visions have been exploited in the context of
AUVs. In the case where the full pose (i.e. position and
orientation) reconstruction is possible, existing position-based
controllers can be applied [31], [37]. The case of monocular
vision without the assumption of planarity of the target and
knowledge of its geometry is more challenging because the
pose cannot be fully reconstructed from visual data. However,
as in the case of robotic manipulators and aerial robots [9],
[28], [32], monocular vision can be sufficient to achieve sta-
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bilisation for (almost) fully-actuated AUVs in front of a planar
target using 2 1

2 D servoing [7], [25], [41], essentially based on
the work of Malis et al. [26]. Recently, an advanced IBVS
control scheme has been proposed by Benhimane and Malis
[5] using the homography matrix that encodes transformation
information between two images of the same planar target and
that can be directly retrieved from the corresponding images.
This homography-based visual servoing (HBVS) scheme is a
purely kinematic control, initially designed for fully-actuated
manipulators. However, its stability and convergence are only
established on the basis of local analysis and has never been
studied when taking the system dynamics into account.

HBVS control can be applied to numerous AUV appli-
cations once a locally planar visual target is available. For
instance, station keeping using a downward-looking camera to
observe the ocean floor is a classical application. One can also
mention stabilisation or positioning in front of a man-made
subsea manifold for high-resolution imaging, monitoring, or
inspection, or for manipulation like valve-turning, or for
maintenance like cleaning, repairing, or changing underwater
structures. Finally, docking on a planar docking station is also
a relevant application for HBVS control.

The HBVS control problem has also been investigated for
underactuated aerial vehicles [28], [32]. In [28], additional
information such as the orientation measurement of the cam-
era w.r.t. the target is assumed to be available. In contrast,
the HBVS solution proposed in [32] only makes use of
the homography matrix along with gyrometer measurements.
However, only local stability is proved based on Lyapunov-like
analysis. In fact, the consideration of the vehicle dynamics
within control design is crucial to obtain provable (strong)
stability. These works also show that significant efforts are re-
quired in order to eliminate the assumptions about the precise
knowledge of the geometry of the planar target. The present
study is in line with these efforts. Although the AUV system
under consideration in this paper is (almost) fully-actuated,
the strongly coupled translational and rotational dynamics
represents another difficulty. In contrast with existing HBVS
solutions, an important original outcome of the proposed
HBVS control approach is related to the obtention of almost
global asymptotic stability by means of continuous feedback
control. This is the largest possible domain of attraction that
one can achieve with continuous feedback control because the
topological obstruction of a rotation group excludes the exis-
tence of continuous global stabilisers [6]. To our knowledge,
our work is the first to address the HBVS problem of AUVs
by taking the full nonlinear and highly coupled dynamics
into account; and it is also the first to achieve almost global
asymptotic stability.

This paper is organized as follows. Notation, system model-
ing are described in Section II. In Section III, we first state the
HBVS problem for fully-actuated systems, and then discuss
about the local nature of a state-of-the-art kinematic-based
HBVS control proposed in [5]. In Section III-C we propose a
novel inertial-aided HBVS control approach for fully-actuated
mechanical systems. Then, in Section IV an adaptation of this
control approach to (almost) fully-actuated AUVs is derived by
developing a novel inner-loop controller for the stabilisation

of reference velocity setpoint. Simulation results on a realistic
AUV model are presented in Section V, illustrating the perfor-
mance and robustness of the proposed approach and showing
its superior performance w.r.t. the kinematic-based HBVS
control [5]. In Section VI, convincing experimental results
on the AUV Girona 500 are reported. A video is provided
as supplementary material. Finally, concluding remarks and
future works are provided in Section VII. A primary version of
this work has been presented in [15] and a part of experimental
results has been reported in [21].

II. AUV SYSTEM MODELLING

A. Notation

P2P1

d?

n?

A
B

C

O

B

C
rC

−→e a3

−→e a2
−→e a1

G

−→e b3rG

−→e b1−→e b2

R,pC

R,p

Fig. 1: Notation.

The considered AUV is modeled as a rigid body immersed
in a fluid. The following notation is used (see Fig. 1).
• G and B are the vehicle’s center of mass (CoM) and

center of buoyancy (CoB), respectively, m its mass and J0 its
inertia matrix. Let l denote the distance between G and B.
• A = {O;−→e a1 ,−→e a2 ,−→e a3} is an inertial frame. B =

{B;−→e b1,−→e b2,−→e b3} is a frame attached to the AUV, with origin
coinciding with the CoB. C = {C;−→e c1,−→e c2,−→e c3} is a frame
attached to the camera, displaced from the origin of B by a
vector

−−→
BC and keeping its base vectors parallel to those of B.

Let rC ∈ R3 and rG ∈ R3 denote the vectors of coordinates
expressed in the frame B of

−−→
BC and

−−→
BG, respectively.

• The orientation (i.e. attitude) of B w.r.t. A is represented
by the rotation matrix R ∈ SO(3). The position vectors of the
origins of B and C, expressed in A, are denoted as p and pC ,
respectively. Therefore, p = pC −RrC .
• The angular velocity vector of B relative to A, expressed

in B, is denoted as Ω = [ω1, ω2, ω3]> ∈ R3. The translational
(or linear) velocity vectors of the origins of B and C, expressed
in B, are denoted as V ∈ R3 and VC ∈ R3 respectively. We
have V = VC −Ω× rC .
• vf and Vf are the vector of coordinates of the current

velocity in A and B respectively. In this work, vf is assumed
constant. Vh , V − Vf is the vector of coordinates of the
CoB’s velocity w.r.t. the fluid.
• eg ∈ S2 (the unit 2-sphere) is the gravity direction

expressed in the inertial frame A. Let g denote the gravity
constant, i.e. g ≈ 9.81(m/s2).
• {e1, e2, e3} denotes the canonical basis of R3. I3 is

the identity matrix of R3×3. For all u ∈ R3, the notation
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u× denotes the skew-symmetric matrix associated with the
cross product by u, i.e., u×v = u × v, ∀v ∈ R3. The
operation vex(.) is defined such that vex(u×) = u, ∀u ∈ R3.
The Euclidean norm in Rn is denoted as | · | and (·)>
denotes the transpose operator. satδ(·) ∈ Rn, with δ > 0,
is the classical saturation function defined by satδ(x) ,
x min (1, δ/|x|) ,∀x ∈ Rn. The shorten notations S(·), C(·),
T (·), and cot(·) are used for the sine, cosine, tangent, and
cotangent operators.

B. Recall on system modeling
Define Wh , [V>h , Ω>]> ∈ R6. When characterised at the

CoB, the kinetic energy of the vehicle is given by (see [24])

EB =
1

2
W>hMBWh, with MB ,

[
mI3 −mrG×
mrG× J0

]
.

According to Kirchhoff and Lamb theory [22], the kinetic
energy of the liquid surrounding the vehicle is given by

EF =
1

2
W>hMAWh, with MA ,

[
M11

A M12
A

M21
A M22

A

]
,

with MA ∈ R6×6 the added mass matrix, which is approxi-
mately constant and symmetric [10]. The total kinetic energy
of the body-fluid system is ET = EB+EF = 1

2W>
h MTWh,

where MT is given by

MT = MB + MA =

[
M D>

D J

]
, (1)

with M , mI3 + M11
A , J , J0 + M22

A , D , mrG× + M21
A .

The matrices M11
A and M22

A are often referred to as added
mass and added inertia matrices, respectively. One derives the
translational and rotational momentums as follows:

Ph =
∂ET
∂Vh

= MVh+D>Ω, Πh =
∂ET
∂Ω

= JΩ+DVh. (2)

Then, the equations of motion are given by [24]:
ṗ = RV (3a)

Ṙ = RΩ× (3b)

Ṗh = Ph ×Ω + Fc + FGB + Fd (3c)

Π̇h = Πh×Ω + Ph×Vh + Γc +mgrG ×R>eg + Γd (3d)

where Fc ∈ R3 and Γc ∈ R3 are the force and torque control
vector inputs at our disposal, FGB , (mg − FB)R>eg is
the sum of the gravitational and buoyancy forces, and the
hydrodynamic damping force and torque vectors Fd and Γd
are modeled as:{

Fd = −(DVl + |Vh|DVq)Vh

Γd = −(DΩl + |Ω|DΩq)Ω
(4)

with damping matrices DVl, DVq , DΩl, DΩq ∈ R3×3.

C. Model for control design
Either the momentum terms Ph, Πh or their dynamics (3c)–

(3d) involve unknown current velocity Vf , which complicates
the control design process. Therefore, we rewrite System (3)
as follows:

ṗ = RV (5a)

Ṙ = RΩ× (5b)

Ṗ = P×Ω + Fc + FGB + F̄d + ∆F (5c)

Π̇ = Π×Ω + P×V+Γc+mgrG×R>eg+Γd+∆Γ (5d)

with new momentum terms P , MV + D>Ω, Π , JΩ +
DV, and new dissipative force F̄d , −(DVl+ |V|DVq)V,
and “disturbance” terms ∆F and ∆Γ given by:

∆F , −MΩ×Vf − (MVf )×Ω + Fd − F̄d,

∆Γ ,(MVf )×Vf − (MVf )×V − (MV)×Vf

−DΩ×Vf − (DVf )×Ω.

The disturbance terms ∆F and ∆Γ are null if the current
velocity is null, i.e. vf = 0. Otherwise, they should be
addressed using either an estimator (e.g. high-gain type) or
integral compensation actions.

Since our control objective concerns fixed-point stabilisa-
tion, the disturbance terms ∆F and ∆Γ would eventually
converge to constant values. Therefore, in the sequel the
system’s equations (5) will be used for control design, with
∆F and ∆Γ considered as unknown constant vectors.

III. HOMOGRAPHY-BASED VISUAL SERVO (HBVS)
CONTROL OF FULLY-ACTUATED MECHANICAL SYSTEMS

A. Problem formulation

A reference image of a planar target is taken at some desired
pose. Based on this reference image and the current image, the
control objective consists in stabilising the camera’s pose to
the desired pose. The inertial frame A is chosen attaching to
the reference pose of the camera (Fig. 1). Assume that the
camera provides the measurement of the homography matrix
H, which is given by [5]:

H = R> − 1

d?
R>pCn?>, (6)

where d? is the distance between the target plane and the
camera optical center (i.e. depth), and n? = [n?1, n

?
2, n

?
3]> is

the unit vector normal to the target plane expressed in the
reference camera frame (see Fig. 1). It is verified that the
dynamics of H are given by:

Ḣ = −Ω×H− 1

d?
VCn?>. (7)

Remark 1. In the case where the camera frame Ct (with the
subscript “t” used for “true”) is not aligned with the body-
fixed frame B like in the second experiment reported in Section
VI, it is still possible to derive the homography matrix H like it
is estimated from images provided by a “virtual” downward-
looking camera (i.e. the “virtual” camera frame C aligned
with the body-fixed frame B). Indeed, denoting RC ∈ SO(3)
as the rotation matrix of the “true” camera frame Ct relative
to the “virtual” camera frame C, and Ht as the homography
matrix estimated from the “true” camera, then it is not difficult
to verify that H = RCHtR

>
C .

The control objective can be stated as the stabilisation of H
about the identity matrix I3, or equivalently the stabilisation of
(R,pC) about (I3,0). HBVS control design difficulties lie in
the fact that the depth d? and the normal vector n? involved in
the expression (6) of H are unknown and that this matrix only
contains a coupled information of rotation and translation.
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B. Discussions on an existing kinematic HBVS control

Let us recall and discuss about a state-of-the-art kinematic
HBVS control proposed in [5]. The authors define the visual
errors ep, eΘ ∈ R3 as [5]:

ep , (I3 −H)m?, eΘ , vex(H> −H), (8)
with some arbitrary unit vector m? ∈ S2 satisfying the
following assumption.

Assumption 1. (See [5]) Assume that a unit vector m? ∈ S2

can be chosen such that n?>m? > 0.

Remark 2. Assumption 1 is not restrictive in practice. Indeed,
in order for the visual target be viewed by the camera at
the reference pose, the angle between the normal vector of
the target plane and the opposite direction of the reference
camera’s axis must be contained in [0, π/2). For instance,
if the camera points downwards then it is obvious that
n?>(−e3) > 0, suggesting one to choose m? = −e3 without
any prior knowledge of n?.

Lemma 1. (See [5]) Under Assumption 1, the kinematic
control law:

VC = −kpep , Ω = −kΘeΘ , (9)
with kp, kΘ some positive gains, ensures the local exponential
stability (LES) of the equilibrium (R,pC) = (I3,0), or
equivalently of H = I3. Moreover, the function e , [e>p , e

>
Θ]>

is isomorphic to H, i.e. e = 0 iif H = I3.

The proof of Lemma 1 given in [5] is based on the linearised
closed-loop system, taking VC and Ω as control inputs.
However, for mechanical systems, instead of the linear and
angular velocities, forces and torques should be used as control
inputs for control design. For instance, only for discussions,
let us consider the following simplified dynamical system:{

V̇C = Fc
Ω̇ = Γc

(10)

with Fc ∈ R3 and Γc ∈ R3 control inputs. For this system, it
is easy to stabilise VC and Ω at any smooth reference values
VCr and Ωr, provided that the derivatives V̇Cr and Ω̇r (i.e.
feed-forward terms) are computable by the controller. Indeed,
applying the following P(proportional)–controller:{

Fc = −kV (VC −VCr) + V̇Cr

Γc = −kΩ(Ω−Ωr) + Ω̇r
(11)

with kV , kΩ positive gains, it is straightforward to verify
that the equilibrium (VC ,Ω) = (VCr,Ωr) of the controlled
system is globally exponentially stable.

Therefore, in view of Lemma 1 one may attempt to define
the reference velocities as VCr = −kpep and Ωr = −kΘeΘ

and apply controller (11) to System (7)+(10) in order to ensure
the LES of the equilibrium (H,VC ,Ω) = (I3,0,0). However,
since the derivative of ep and eΘ are not computable by the
controller due to the unknown quantities n? and d?, it is
impossible to compute the feed-forward terms V̇Cr and Ω̇r

involved in (11). A popular and practical solution to this issue
consists in neglecting the uncomputable feed-forward terms
V̇Cr and Ω̇r in (11), i.e. setting V̇Cr = Ω̇r = 0. Curiously,
no stability analysis for such a “hierarchical” PD(proportional–
derivative)–controller can be found in literature. We state next
its local stability property.

Lemma 2. Consider System (7)+(10) and apply the “hierar-
chical” PD-controller:

Fc = −kV (VC −VCr), Γc = −kΩ(Ω−Ωr), (12)

with VCr , −kpep, Ωr , −kΘeΘ. (13)

and positive gains kp, kΘ, kV , kΩ. Then, the equilibrium
(H,VC ,Ω) = (I3,0,0) of the controlled system is locally
exponentially stable.

The proof of Lemma 2 is given in Appendix A.

Remark 3. In addition to the estimated homography, im-
plementing the PD-controller (12)+(13) requires the mea-
surements of the linear and angular velocities which can be
obtained from a DVL and an IMU, respectively.

Since mechanical systems are often subjected to unknown
perturbations (e.g. induced by sea currents) and model pa-
rameter uncertainties, it is important in practice to add
integral correction actions into the control law. This may
suggest one to replace the “hierarchical” PD–controller (12)
by the following “hierarchical” PID(proportional-integral-
derivative)–controller:

Fc = −kV (VC−VCr)−kiV
∫ t

0

(VC(s)−VCr(s))ds

Γc = −kΩ(Ω−Ωr)− kiΩ
∫ t

0

(Ω(s)−Ωr(s))ds

(14)

with kV , kΩ, kiV , kiΩ positive gains and VCr,Ωr defined by
(13). However, integral correction actions may destabilise the
controlled system, as a result of the following lemma (the
proof is given in Appendix B).

Lemma 3. Apply the “hierarchical” PID-controller (14)
to System (7)+(10). Then, the equilibrium (H,VC ,Ω) =
(I3,0,0) of the controlled system is unstable if

kiV > k2
V and a? >

kV kiV
kp(kiV − k2

V )
, (15)

with a? , (n?>m?)
d? .

Remark 4. The main limitation of the kinematic controller (9),
the “hierarchical” PD–controller (12) and the “hierarchical”
PID–controller (14) is the local nature of the control design
and analysis. The domain of attraction is, thus, difficult to
be characterised. It can also be very limited when applying
to strongly nonlinear systems such as AUVs, where their
translational and rotational dynamics are strongly coupled and
nonlinear due to added-mass effects. Simulation section V will
provide more illustrations about this issue. Another limitation
of both controllers (12) and (14) is that stability analysis can
no longer be done in a “classical” and “practical” cascade
manner (i.e. inner-outer loop control architecture).

In the sequel, we propose a novel HBVS control approach
relying on the classical inner-outer loop strategy in the sense
that the inner loop stabilises the linear and angular velocities
VC ,Ω to any smooth reference values VCr,Ωr, provided
that their derivatives V̇Cr, Ω̇r are available to control com-
putations, while the outer loop makes use of VCr,Ωr as
intermediate control variables to carry out the control objective
(i.e. stabilise H about I3 or, equivalently, stabilise (ep, eΘ)
about zero).
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C. Proposed HBVS control design for fully-actuated systems
As highlighted in Section III-B, for a fully-actuated system

with force and torque control inputs, it is not difficult to
design an inner-loop controller that ensures the convergence
of the velocities (VC ,Ω) to any smooth reference velocities
(VCr,Ωr), provided that V̇Cr and Ω̇r are computable. As-
suming that such a controller is available, we now focus on
the control design of the outer-loop level.

1) Reference linear velocity design: Using (7) and (8), one
verifies that

ėp = −Ω× (ep −m?) + a?VC , (16)
with a? defined in Lemma 3. For control design insights,
let us, for instance, proceed kinematic control design using
the camera velocity VC as control input, with the objective
of stabilising ep about zero globally. In view of (16), the
control difficulty lies in the term Ω × m? and also the
unknown multiplicative constant a?, which is positive in view
of Assumption 1.
Lemma 4. (Kinematic control) Introduce the adaptive scalar
dynamics:

żp = e>p (Ω×m?), zp(0) ∈ R, (17)
and apply the kinematic control law

VC = −kpep − zp Ω×m?, (18)
with kp > 0. Assume that Ω remains bounded. Then, the visual
error ep is globally asymptotically stabilised about zero.

The proof is reported in Appendix C.
Remark 5. A difference between our kinematic control VC

(18) and the kinematic control (9) is that the global conver-
gence of ep to zero is obtained using only VC as control input
(i.e. without using Ω). The other kinematic control variable Ω
can, thus, be independently designed for the convergence of
eΘ to zero.

In view of Lemma (4), one may define the reference linear
velocity for the inner-loop control level as VCr = −kpep −
zpΩr ×m?. However, similarly to the problem discussed in
Section III-B, the derivative of VCr is not available to the
computation of the inner-loop control. To overcome this issue,
the following modification to Lemma 4 is proposed next.
Proposition 1. Let kp1, kp2, kz , ∆, ∇ denote some positive
numbers. Introduce the following augmented system{

żp = sat∇(ep)
>(Ωr×m?)−kz∇(zp−sat∆(zp))

˙̂ep = −Ω×êp − kp2(êp − ep)
(19)

with zp(0) ∈ R and êp(0) ∈ R3, and with ∆ large enough
such that ∆ ≥ 1/a?. Define the following reference linear
velocity used by the inner-loop controller:

VCr , −kp1êp − zp Ωr×m? (20)
Assume that Assumption 1 is satisfied and that the reference
angular velocity Ωr and its derivative are bounded and
computable by the inner-loop controller. Apply any inner-
loop controller that ensures the global asymptotical stability
and local exponential stability of the equilibrium (VC ,Ω) =
(VCr,Ωr). There exist some positive numbers ∇̄ and κ̄p such
that if ∇ > ∇̄ and kp2

kp1
> κ̄p then ep is globally stabilised

about zero.
The proof is reported in Appendix D.

2) Reference angular velocity design: In view of (20), the
definition of the reference linear velocity VCr depends on the
reference angular velocity Ωr. In the following, Ωr and its
derivative Ω̇r will be defined so as to ensure the convergence
of eΘ to zero.

Proposition 2. Assume that all stability results of Proposition
1 hold. Define the angular velocity (used by the inner-loop
control) as the solution to the following system:

Ω̇r = −kΘ2Ωr − kΘ1sat∆ω (eΘ), Ωr(0) ∈ R3, (21)

with positive numbers kΘ1, kΘ2 and ∆ω . Then, the following
properties hold:

1) Ωr and Ω̇r remains bounded by kΘ1∆ω

kΘ2
and 2kΘ1∆ω ,

respectively.
2) The equilibrium (H,VC ,Ω) = (I3,0,0) of the con-

trolled system is locally asymptotically stable (LAS).
Furthermore, there exists a positive number kΘ1 such
that if kΘ1 ≤ kΘ1 then the equilibrium (H,VC ,Ω) =
(I3,0,0) is locally exponentially stable (LES).

The proof is given in Appendix E. Although the visual error
variable ep is globally stabilised about zero (Proposition 1),
the convergence of the visual error variable eΘ to zero is
only local (Proposition 2). In the sequel, we will show that
stronger stability results can be obtained if an additional vec-
torial measurement is available to control design. In practice,
vectorial measurements can be obtained using basic sensors
such as accelerometer (to measure the gravity direction) or
magnetometer (to measure the Earth’s magnetic field), etc.

Assumption 2. Assume that a vectorial measurement in the
body-fixed frame B of a known inertial unit vector u ∈ S2 is
available for control computations, i.e. R>u is known.

Under Assumption 2, our idea is to define the reference
angular velocity vector (used by the inner-loop controller) as
follows (instead of the solution to (21)):

Ωr , kuu×R>u + ωru, (22)

with ku > 0 and ωr ∈ R to be specified hereafter. We
also rely on the inner-loop controller that must ensure not
only the convergence of (VC ,Ω) to (VCr,Ωr) but also the
convergence of R>u to u.

For any u ∈ S2, there exists a well-defined rotation matrix
Ru ∈ SO(3) such that Ruu = e3. For instance, if u 6= −e3,
such a rotation matrix is given by (Rodrigues’ formula)

Ru , I3 + (u× e3)× +
(u× e3)2

×
1 + u>e3

. (23)

Theorem 1. Assume that Assumption 1 is satisfied with m? =
R>u m̄? ∈ S2 and m̄? ∈ span(e1, e3). Define the reference
angular velocity Ωr by (22), where ωr is the solution to the
following system:

ω̇r = −kΘ2ωr − kΘ1sat∆ω (h̄1,2), ωr(0) ∈ R, (24)

with positive numbers kΘ1, kΘ2 and ∆ω , and h̄1,2 denoting
the element at the intersection of the first row and second
column of H̄ , RuHR>u . Define the reference transla-
tional velocity VCr as in Proposition 1. Apply any inner-
loop controller that ensures the almost global asymptotical
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stability1 and local exponential stability of the equilibrium
(VC ,Ω,R

>u) = (VCr,Ωr,u). Then, there exist some posi-
tive numbers κ̄Θ and ∆̄ω such that for all kΘ1, kΘ2 and ∆ω

satisfying kΘ2/
√
kΘ1 > κ̄Θ and ∆ω > ∆̄ω , the homography

matrix H is stabilised about I3 for almost all initial conditions.
The proof is given in Appendix F.

Remark 6. Theorem 1 suggests one to choose a large value
of ∆ω and a gain kΘ2 much larger than kΘ1. On the other
hand, Proposition 1 suggests one to choose large values of ∆
and ∇ and a gain kp2 much larger than kp1.

Remark 7. Since the inner-loop controller ensures the con-
vergence of R>u to u, the reference velocity Ωr given by
(22) converges to ωru. Interestingly, if for some reason the
vector m? is chosen parallel to u (for example in the case
where u = e3 (gravity direction) and m? = −e3 (when using
a downward-looking camera)), then the outer-loop controller
(19)–(20) given in Proposition (1) can be simplified to

VCr = −kp1êp,
with kp1 > 0 and êp the solution to the following equation:

˙̂ep = −ωru×êp − kp2(êp − ep).

The adaptive term zp given in (19) is no longer involved in
the outer-loop controller VCr, and the simpler proof (left to
the interested reader) of global convergence of ep to zero no
longer requires any condition on kp1 and kp2.

IV. APPLICATION TO INERTIAL-AIDED HBVS CONTROL
OF (ALMOST) FULLY-ACTUATED AUVS

For AUV navigation, IMU is a very basic sensor. In addition
to the angular velocity Ω, it also provides an approximate
estimate/measurement of the gravity direction in the body
frame B (i.e. R>eg) (under the assumption of weak linear
accelerations of the vehicle). Note that the gravity direction
can also be estimated without relying on the assumption of
weak accelerations by fusing IMU measurements with DVL
measurements [17]. Using this vectorial estimate, we rewrite
the expression (22) of the reference angular velocity Ωr as

Ωr = kueg×R>eg + ωreg. (25)
with ku > 0 and ωr specified by the outer-loop control level
as in Theorem 1.

Since the outer-loop control design has been addressed in
the previous section, in view of Theorem 1 it only now matters
to design an inner-loop controller that ensures the convergence
of (V,Ω,R>eg) to (Vr,Ωr, eg), with Vr , VCr−Ωr×rC .

Define the velocity error variables
Ṽ , V −Vr, Ω̃ , Ω−Ωr. (26)

Then, using (5c), (5d), (26), one obtains the following coupled
error dynamics:
M

˙̃
V+D>

˙̃
Ω =(MV+D>Ω)×Ω̃ +

(
MṼ+D>Ω̃

)
×Ωr

+ FGB+F̄d+∆F +Fr+Fc (27a)

J
˙̃
Ω+D

˙̃
V =(JΩ+DV)×Ω̃+(MV+D>Ω)×Ṽ

+
(
JΩ̃+DṼ

)
×Ωr+

(
MṼ+D>Ω̃

)
×Vr

+mgrG×R>eg+Γd+∆Γ + Γr + Γc (27b)

1Asymptotical stability for all initial conditions other than on a set of
measure zero.

where the terms Fr and Γr are defined by
Fr , −MV̇r−D>Ω̇r +

(
MVr+D>Ωr

)
×Ωr

Γr, −JΩ̇r−DV̇r+
(
JΩr+DVr

)
×Ωr+

(
MVr+D>Ωr

)
×Vr

From here, the inner-loop controller is proposed next, with
proof given in Appendix G.

Proposition 3. Consider the system dynamics (27a)–(27b) and
apply the following controller:

Fc=−KV Ṽ −KiV zV − (MṼ+D>Ω̃)×Ωr

+M(Ω̃×Vr)+D>(Ω̃×Ωr)−Fr−FGB−F̄dr

Γc=−KΩΩ̃−KiΩzΩ−(JΩ̃)×Ωr−(D>Ω̃)×Vr

−Γr −mgrG×R>eg−Γdr

(28)

with KV , KΩ, KiV , KiΩ some positive diagonal 3× 3 gain
matrices, zV ,

∫ t
0

Ṽ(s)ds, zΩ ,
∫ t

0
Ω̃(s)ds, and{

F̄dr,−(DVl+|V|DVq)Vr

Γdr,−(DΩl+|Ω|DΩq)Ωr
(29)

Assume that the disturbance terms ∆F and ∆Γ are constant.
Let Vr , VCr −Ωr × rC , with VCr defined by Proposition
1. Then, the following properties hold:

1) If Ωr is defined by (21) (c.f. Proposition 2), the equi-
librium (V,Ω, zV , zΩ) = (Vr,Ωr, z

?
V , z

?
Ω) (with z?V ,

K−1
iV ∆F and z?Ω , K−1

iΩ ∆Γ ) of the controlled sys-
tem is globally asymptotically stable (GAS) and locally
exponentially stable (LES).

2) If Ωr is defined by (25)+(24) (c.f. Theorem 1),
then, the controlled system has two equilibria
(V,Ω,R>eg, zV , zΩ) = (Vr,Ωr,±eg, z

?
V , z

?
Ω).

The “desired” equilibrium (V,Ω,R>eg, zV, zΩ) =
(Vr,Ωr, eg, z

?
V , z

?
Ω) is almost-GAS and

LES, whereas the “undesired” equilibrium
(V,Ω,R>eg, zV, zΩ)=(Vr,Ωr,−eg,z

?
V , z

?
Ω) is unstable.

Thus, (V,Ω,R>eg, zV , zΩ) converges to the desired
equilibrium for almost all initial conditions.

For readability purposes, the proposed control architecture
is depicted in Fig. 2.

Fig. 2: Block diagram of the proposed HBVS controller (outer-
loop as in Theorem 1 and inner-loop as in Proposition 3).

A. Adaptations to almost fully-actuated AUVs

In practice, the roll motion may not be actuated by concep-
tion (i.e. Γc,1 ≡ 0) and is, thus, left passively stabilised by
restoring and dissipative roll moments. We will show that the
inner-loop controller in Proposition 3 can be adapted to such a
situation, of course under some reasonable assumptions. First,
we assume that the AUV is well conceived so that its CoM
is located below its CoB and along the −→e b3-axis. We also
assume that the reference image is taken when the AUV stays
in a horizontal plane so that eg ≡ e3. Finally, since the roll
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motion is not actively actuated and the conception normally
ensures an effective passive roll stabilisation, it is reasonable
to assume that roll motion is negligible, i.e. φ ≈ 0 and ω1 ≈ 0.
Therefore, the expression (25) of Ωr is simplified to

Ωr = ku(e>1 R>e3)e2,+ωre3, (30)
where its first component ω1r is null. Then, using the assump-
tion ω1 = 0 one deduces that the first component of Ω̃ is also
null, i.e. ω̃1 = 0.

For later use, let x2,3 ∈ R2 denote the vector of last two
components of any x ∈ R3.
Corollary 1. Consider the system dynamics (27a)–(27b) and
apply the following controller:

Fc = −KV Ṽ −KiV zV − (MṼ+D>Ω̃)×Ωr

+M(Ω̃×Vr)+D>(Ω̃×Ωr)−Fr−FGB−F̄dr

Γc2,3 = −KΩΩ̃2,3 −KiΩzΩ

−
(
(JΩ̃)×Ωr+(D>Ω̃)×Vr+Γr+mgle3×R>e3+Γdr

)
2,3

(31)

with KV , KiV ∈ R3×3 and KΩ, KiΩ ∈ R2×2 some positive
diagonal gain matrices, zV ,

∫ t
0

Ṽ(s)ds, zΩ ,
∫ t

0
Ω̃2,3(s)ds,

and F̄dr, Γdr defined by (29). Define Vr , VCr −Ωr × rC ,
with VCr given by Proposition 1 and Ωr defined by (30)+(24)
(c.f. Theorem 1). Assume that the disturbance terms ∆F and
∆Γ are constant. The roll motion is assumed to be negligible
so that ω1 = φ = 0. Then, the controlled system has two
equilibria (V,Ω,R>eg, zV , zΩ) = (Vr,Ωr,±eg, z

?
V , z

?
Ω),

with z?V , K−1
iV ∆F and z?Ω , K−1

iΩ ∆Γ2,3. The “desired”
equilibrium (V,Ω,R>eg, zV, zΩ) = (Vr,Ωr, eg, z

?
V , z

?
Ω) is

almost-GAS and LES, whereas the “undesired” equilibrium
(V,Ω,R>eg, zV, zΩ)=(Vr,Ωr,−eg,z

?
V , z

?
Ω) is unstable. Thus,

(V,Ω,R>eg, zV , zΩ) converges to the desired equilibrium for
almost all initial conditions.

The proof straightforwardly follows the same lines as the
proof of Proposition 3 and is given in Appendix H.

V. SIMULATION RESULTS

The proposed control approach has been tested by simu-
lations, with a realistic model of a fully-actuated AUV. The
physical parameters are given in Tab. I.

Specification Numerical value
Water density ρf [kg/m3] 1000

Mass m [kg] 160
Volume V [m3] 0.1616

l [m] 0.15
rC [m] [0.5 0 0.5]>

J = J0 + M22
A [kg.m2]

88 5 10
5 110 8
10 8 70


M11

A [kg]

99 10 15
10 187 12
15 12 525


M12

A = M21>
A [kg.m]

 1 10 4
10 1 3
4 3 0.5


DV l [kg.s

−1] diag(1, 1.2, 1.4)
DV q [kg.m

−1] diag(15, 40, 70)
DΩl [kg.m

2.s−1] diag(0.3, 0.2, 0.4)
DΩq [N.m] diag(3, 2, 4)

TABLE I: Specifications of the simulated AUV.
The objective of this simulation section is to illustrate the

performance and robustness of our HBVS control approach

compared to the kinematic-based control approach proposed
in [5]. Since the difference only concerns the outer-loop level,
we apply the same inner-loop controller (28) proposed in
Proposition 3. As for the outer-loop level, the three following
outer-loop controllers, that define the reference velocities VCr

and Ωr and their derivative, are used for comparison purposes:
• Outer-loop controller 1 [5]: VCr and Ωr are computed

according to (13). The feed-forward terms V̇Cr and Ω̇r

are simply set equal to zero in the inner-loop controller.
• Outer-loop controller 2 (Proposition 1+Proposition 2):

VCr is computed using (20)+(19) as in Proposition 1,
while Ωr is computed using (22) as in Proposition 2.

• Outer-loop controller 3 (Proposition 1+Theorem 1):
VCr is computed similarly to the outer-loop controller
2, but Ωr is computed using (25) as in Theorem 2.

The homography matrix H is directly calculated
according to (6), with d? = 1(m) and n? =
[−0.4924, 0.1736,−0.8529]> = −R{ π18 ,

π
6 ,0}e3. The vector

m? involved in the computations of all these outer-loop
controllers is given by m? = −e3 (6= n?). One verifies that
n?>m? = 0.8529 > 0 so that Assumption 1 is satisfied.

The gain matrices KV and KΩ of the inner-loop controller
(28) are given by2 KV = diag(233.7, 347.4, 660)

KΩ = diag(159.8, 199.6, 150)
KiV = 0.1KV , KiΩ = 0.1KΩ

(32)

To test the robustness of the proposed inner-loop controller,
we make use of the “erroneous” estimated parameters instead
of the real values:

Ĵ = diag(80, 100, 75) (kg.m2),

M̂ = mI3 + M̂11
A = diag(250, 368, 660) (kg),

D̂ = mle3× = 24e3× (kg.m).

(33)

Moreover, we introduce a constant current velocity vf =
[0, 0.5, 0]>(m/s) so that the disturbance terms ∆F and ∆Γ

are not negligible, showing the need of integral actions.

A. Poor performance of the outer-loop controller 1

We have carried out extensive simulations using the outer-
loop controller 1 [5], with different set of gains (kp, kΘ) along
with different initial conditions. We observe that the lower the
gains (kp, kΘ) the larger the domain of stability is, of course
at the cost of slow convergence rate. For instance, Figs. 3–6
show the evolutions of ep and eΘ, using either small gains
(kp = kΘ = 0.5) or higher gains (kp = 1.5, kΘ = 2.5), and
for both cases of small and large initial (position and orienta-
tion) errors. From Figs. 3 and 4, one observes that when the
initial errors are small (i.e. pC(0) = [−0.5,−0.6, 0.8]>(m),
R(0) = R{ π18 ,−

π
18 ,

π
6 }), the visual errors ep and eΘ con-

verge to zero for both cases of (kp = kΘ = 0.5) and
(kp = 1.5, kΘ = 2.5). The convergence rate for the case
of (kp = 1.5, kΘ = 2.5) is clearly faster than the case of
(kp = kΘ = 0.5). However, when the initial errors are large
(i.e. pC(0) = [−4,−3,−5]>(m), R(0) = R{π6 ,−

π
18 ,π}), the

controlled system, with (kp = 1.5, kΘ = 2.5), tends to be

2These gains are tuned based on classical pole placement technique, with
two triple negative real poles equal to −1 and −2, on the linearised closed-
loop system (27) for the particular case where Vr ≡ Ωr ≡ vf ≡ 0.
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Fig. 3: ep and eΘ vs. time. Outer-loop controller 1 with
small gains kp = kΘ = 0.5 and small initial errors pC(0) =
[−0.5,−0.6, 0.8]>(m), R(0) = R{ π18 ,−

π
18 ,

π
6 }.
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Fig. 4: ep and eΘ vs. time. Outer-loop controller 1 with large
gains kp = 1.5, kΘ = 2.5 and small initial errors pC(0) =
[−0.5,−0.6, 0.8]>(m), R(0) = R{ π18 ,−

π
18 ,

π
6 }.

unstable as observed in Fig. 6. One also observes from Fig.
5 that for the case of large initial errors and small gains
(kp = kΘ = 0.5), although ep and eΘ still converge to
zero, their evolutions are quite oscillating. Moreover, the AUV
makes a large roll motion (attaining nearly 180(deg)) before
converging to zero, which is not desirable in practice. The poor
performance of this “hierarchical” kinematic-based controller,
especially in the case of large initial errors and/or in the case
of high gains, is not surprising since its design and stability
analysis are only established on local basis.

B. Improved performance of the proposed outer-loop con-
trollers

We now report the improved performance of the proposed
outer-loop controllers, i.e. the outer-loop controllers 2 and 3.
In order to show that it is possible to provide fast convergence
rate without any influence on the stability domain, the gains
involved in the outer-loop controllers 2 and 3 are chosen so
that the local convergence rate of these controllers is similar to
the one of the outer-loop controller 1 with kp = 1.5, kΘ = 2.5.
Consequently, the gains and parameters involved in the outer-
loop controller 2 are given by:3

kp1 = 1.5, kp2 = 6, kz = 10,∆ = 5,∇ = 0.5,
kΘ1 = 2.5, kΘ2 = 3.162,∆ω = 2,

3Gain tuning is also based on the classical pole placement technique for
the linearised system about the corresponding equilibrium and by imposing
VC ≡ VCr and Ω ≡ Ωr .
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Fig. 5: ep, eΘ, pC and attitude (Euler angles) vs. time.
Outer-loop controller 1 with small gains kp = kΘ = 0.5
and large initial errors pC(0) = [−4,−3,−5]>(m), R(0) =
R{π6 ,−

π
18 ,π}.
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Fig. 6: ep and eΘ vs. time. Outer-loop controller 1 with large
gains kp = 1.5, kΘ = 2.5 and large initial errors pC(0) =
[−4,−3,−5]>(m), R(0) = R{π6 ,−

π
18 ,π}.

while those involved in the outer-loop controller 3 are
kp1

= 1.5, kp2 = 6, kz = 10,∆ = 5,∇ = 0.5,
kΘ1 = 5, kΘ2 = 3.162,∆ω = 1, ku = 2.5.

Figs. 7 and 8 show the evolutions of ep, eΘ, pC , and
the AUV’s Euler angles (i.e. orientation), for the outer-loop
controllers 2 and 3 respectively, with the same large initial
(position and orientation) errors already used for testing the
outer-loop controller 1, i.e. pC(0) = [−4,−3,−5]>(m),
R(0) = R{π6 ,−

π
18 ,π}. One can clearly see a net improvement

of performance w.r.t. the outer-loop controller 1. Indeed,
from these figures very fast convergence rate and much less
oscillations w.r.t. the case of the outer-loop controller 1 (Fig.
5) can be observed. In particular, for the outer-loop controller
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Fig. 7: ep, eΘ, pC and attitude (Euler angles) vs. time.
Outer-loop controller 2 with large initial errors pC(0) =
[−4,−3,−5]>(m), R(0) = R{π6 ,−
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Fig. 8: ep, eΘ, pC and attitude (Euler angles) vs. time.
Outer-loop controller 3 with large initial errors pC(0) =
[−4,−3,−5]>(m), R(0) = R{π6 ,−

π
18 ,π}.

3, thanks to the use of the gravity direction measurement (i.e.
R>e3) the roll and pitch Euler angles quickly converge near

to zero without growing large (see Fig. 8), unlike the cases of
the outer-loop controllers 1 and 2. This is the behaviour that
we find very satisfactory, since in practice it is often desirable
to maintain small roll and pitch angles.

VI. EXPERIMENTAL RESULTS

Fig. 9: Girona 500 AUV and experimental setup.
The experiments have been performed on an AUV Girona

500 developed by the Underwater Vision and Robotics Center
(Girona, Spain) [36] (see Fig. 9). The overall dimensions of
the vehicle are 1 × 1 × 1.5[m] of height, width, and length.
Its weight is approximately 160[kg] in air. In addition to
basic sensors such as an IMU and a DVL, the AUV is also
equipped with two cameras: a Fire-Wire downward-looking
camera (along the direction −→e b3) and a PAL forward-looking
camera (55[deg] rotation around −→e b2), both providing color
images at about 5-7[Hz]. The Girona 500 AUV is equipped
with two vertical thrusters for heave and pitch actuations, two
horizontal thrusters for yaw and surge actuations, and one
lateral thruster for sway actuation. The roll motion is, thus,
left passively stabilised.

To emulate an inspection of an underwater infrastructure, we
placed in a pool a mockup of a realistic subsea manifold whose
size is approximately 2[m2] (see Fig. 9). For each camera (i.e.
downward- or forward-looking), reference images have been
collected in teleoperation mode at different poses of the UAV
around the mockup manifold, so that the whole mockup can be
monitored. A region of interest corresponding to a planar target
in each reference image has been selected. ROS middleware
is used to provide transparent support for transferring images
from camera in low-bandwidth compressed formats. A bridge
between ROS images and OpenCV is also used to obtain in
real-time the estimated homography matrix using OpenCV
functions integrated into ROS communication graph.

For each the camera configuration (i.e. downward- or
forward-looking), the AUV is initially placed in teleoperation
mode to some pose so that the camera can view the mockup
manifold. Then, the proposed controller is activated to drive
the vehicle to the desired pose based on the onboard computed
homography matrix. When the norms of the visual errors eΘ

and ep are less than some given small thresholds, another
image previously collected is then used as the next reference
image. The control gains and other parameters involved in
the computation of the control inputs (Proposition 1+Theorem
1+Corollary 1) are given as follows:
• Ĵ, M̂, D̂ given by (33);
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(a) Reference image (b) t=73s (c) t=84s (d) t=90s (e) t=110s
Fig. 10: Mission 1, reference image and current images with downward-looking camera.

(a) Reference image (b) t=111s (c) t=115s (d) t=126s (e) t=133s
Fig. 11: Mission 2, reference image and current images with downward-looking camera.

• KV = diag(233.7, 347.4, 660), KΩ = diag(199.6, 150),
KiV = 0.1KV , KiΩ = 0.1KΩ;

• kp1 = 0.3, kp2 = 1.2, kz = 2, ∆ = 10, ∇ = 5;
• kΘ1 = 0.5, kΘ2 = 1, ∆ω = 2, ku = 1;
• m? = −e3 and m? = [− sin( 55π

180 ), 0,− cos( 55π
180 )]>

for downward- and forward-looking camera, respectively;
rC = [0.5, 0, 0.5]>[m] for both cases.

In the following experimental results corresponding to both
camera configurations will be reported. Due to space limi-
tation, only brief but representative parts of total results are
presented. However, the willing reader is invited to view a
video clip showing the whole 8-minute experiments (see also
multimedia attachment) at https://youtu.be/BD5nEZWJRKA.

A. Experiment with downward-looking camera

Experimental results corresponding to the two consecutive
reference images given in Figs. 10a and 11a, that we call
respectively “Mission 1” and “Mission 2”, are reported on
Figs. 10–15. They correspond to the period between 22[s] and
38[s] of the video. The reference images and current images
that are taken at different time instants during the transition
are shown on Figs. 10 and 11. The blue rectangles enclose
the planar targets of interest where feature points (i.e. red
points in Figs. 10b–10e and 11b–11e) are sought and matched
with the reference ones. The convergence of the current image
to the reference image can be clearly observed. The visual
errors ep and eΘ, along with their norms that are used for
switching between the reference images, are shown in Figs.
12 and 13. One observes that these error quantities converge
to small values despite the large initial error in yaw (for
Mission 1), the behaviour that we find quite satisfactory. As
these errors are computed from the homography matrix, one
can equally see the effect of imperfect homography matrix
estimated from image processing. One can also observe some
oscillations during the convergence. This is essentially due to
update rate (too low in the carried out experiments) that leads
to unavoidable delay (larger than 150ms) that degrades the
controlled-system performance. Fig. 14 presents the outputs
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Fig. 12: ep and |ep| vs. time (downward-looking camera).
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Fig. 13: eΘ and |eΘ| vs. time (downward-looking camera).

of the outer-loop controller. One observes from Fig. 14 that
during Mission 2 (i.e. after 110[s]) only the first component of
the reference translational velocity (i.e. Vr,1) is significantly
involved. This, in fact, corresponds to a pure translation
along the −→e b1-axis. On the other hand, Fig. 15 shows the
control force and torque vectors computed from the inner-loop
control. One remarks that the third component of the control
force vector (i.e. Fc,3) ultimately remains far from zero (i.e.
Fc,3 ≈ 60[N ]) since the Girona 500 is positively buoyant. The
pitch torque control Γc,2 approximately converges to 5[N.m]

https://youtu.be/BD5nEZWJRKA
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Fig. 14: Reference translational and angular velocities vs. time
(downward-looking camera).

80 90 100 110 120 130
−50

0

50

100

time [s]

Fo
rc
e
F

c
[N
]

 

 

Fc1 Fc2 Fc3

Mission 2Mission 1

80 90 100 110 120 130

−20

0

20

time [s]

T
or
qu
e
Γ
c
[N
.m
]

 

 

Γc2

Γc3

Mission 2Mission 1

Fig. 15: Control force and torque vs. time (downward-looking
camera).

between 100[s] and 110[s] (Mission 1). This can be explained
by the fact that the gravitational force does not pass through
the center of buoyancy (i.e.

−−→
BG is not parallel to −→e b3) and,

thus, induces a parasite torque that is compensated by the
integral term zΩ involved in the inner-loop controller. This
also justifies the robustness of the proposed control approach
w.r.t. unavoidable model uncertainties.

B. Experiment with forward-looking camera

Experimental results related to the reference image given
in Fig. 18a using the forward-looking camera are reported on
Figs. 16–18. They correspond to the period between 90 [s] and
109[s] of the video. The reference image and current images
during the transition are given in Figs. 18b–18e showing
the convergence of the current image to the reference one.
Similarly, the convergence of the visual errors terms ep, eΘ,
and their norms to small values can be observed from Figs.
16 and 17 after a short transient period.

In conclusion the experimental results for the overall control
approach (i.e. inner- and outer-loop controls) with both camera
configurations are quite convincing despite the fact that the
vehicle’s physical parameters are not well known and that the
vehicle is only almost fully-actuated (i.e. roll actuation is not
active).

VII. CONCLUSIONS

We have proposed an inertial-aided image-based visual
servo controller for the stabilisation of (almost) fully-actuated
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Fig. 16: ep and |ep| vs. time (forward-looking camera).
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Fig. 17: eΘ and |eΘ| vs. time (forward-looking camera).

AUVs using image-based homography matrix. The originality
of the proposed approach lies in exploiting the full system
dynamics in control design while the knowledge of the relative
depth, normal vector, and size of the observed scene are
not required. The controller ensures almost global asymptotic
stability as well as robustness with respect to unmodeled
dynamics. Rigorous stability analysis for closed-loop systems
has been given. Simulations provide a clear picture of the
predicted response of the proposed algorithm, showing clearly
an improved performance w.r.t. the state-of-the-art HBVS
control [5]. The experimental results show that the proposed
scheme is effective, even when the system parameters are
not known precisely. As perspectives, several directions are
of interest. Some practical situations limit the applications of
the proposed approach to the stabilisation tasks. Exploiting
other image features and adapting the outer-loop to these
new features to perform other tasks such as pipe following,
docking, etc. would already provide a major improvement
in practical inspection or monitoring scenario. How to carry
out image-based stabilisation task by underactuated AUVs is
challenging and would be addressed as direct extension of the
proposed work.

APPENDIX A
PROOF OF LEMMA 2

In first-order approximations, R ≈ I3 + Θ×, with Θ ∈ R3.
One then verifies from (8) that in first-order approximations

ep ≈ a?pC −m?
×Θ, eΘ ≈

1

d?
n?×pC + 2Θ, (34)
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(a) Reference image (b) t=321s (c) t=326s (d) t=331s (e) t=336s
Fig. 18: Reference image and current images with forward-looking camera.

with a? , (n?>m?)
d? . Using the first-order approximations Θ̇ ≈

Ω and ṗC ≈ VC , one verifies that the linearised system is
Ẋ = AX, with X ∈ R12 and A ∈ R12×12 given by

A ,


−a?kpI3 kΘm?

× a?I3 −m?
×

−kpd?n?× −2kΘI3
1
d?n?× 2I3

−a?k2
pI3 kpkΘm?

× (a?kp−kV )I3 −kpm?
×

−kpkΘ

d? n?× −2k2
ΘI3

kΘ

d? n?× (2kΘ−kΩ)I3

 ,
X ,

[
e>p e>Θ Ṽ>C Ω̃>

]>
,

ṼC , VC −VCr, Ω̃ , Ω−Ωr.

After long and tedious computations, we have verified that the
12th-order characteristic polynomial of this linearised system
is given by P (λ) = P1(λ)P2(λ)(P3(λ))2, with

P1(λ) , λ2 + kV λ+ a?kpkV
P2(λ) , λ2 + kΩλ+ 2kΘkΩ

P3(λ) , λ4 + (kV +kΩ)λ3+(a?kpkV +2kΘkΩ+kV kΩ)λ2

+(a?kp+2kΘ)kV kΩλ+ a?kpkΘkV kΩ

which implies the stability of the origin of the linearised
system by direct application of Routh-Hurwitz criterion.

APPENDIX B
PROOF OF LEMMA 3

Using (7) and (8), one obtains
ėp = −Ω× (ep −m?) + a?VC . (35)

Consider Ω ≡ 0 and ṼC , VC −VCr with VCr = −kpep,
it suffices to prove there exists some positive gains kp, kV and
kiV for which the previous system can be unstable. One easily
verifies that the closed loop control system can be written as
Ẋ = AX, with

A ,

−a?kp 0 a?

0 0 1
−a?k2

p −kiV a?kp − kV

 ,
and X ,

[
e>p (

∫
ṼC)> Ṽ>C

]>
. From here, a simple ap-

plication of Routh-Hurwitz criterion ensures that if condition
(15) is satisfied, then the linearized system is unstable.

APPENDIX C
PROOF OF LEMMA 4

Using (16), (17) and (18), one verifies that
ėp = −Ω× ep − a?kpep − a?(zp − 1/a?)Ω×m?. (36)

Consider the following candidate Lyapunov function

L0 ,
1

2a?
|ep|2 +

1

2
|zp − 1/a?|2.

Using (17) and (36), one verifies that the derivative of L0

satisfies L̇0 = −kp|ep|2. From here, one ensures that L0

and, thus, ep and zp are bounded w.r.t. initial conditions. The

resulting boundedness of ėp given in (36) and, thus, of L̈0

implies the uniform continuity of L̇0. Finally, the application
of Barbalat’s lemma [19] ensures the convergence of L̇0 to
zero. This concludes the proof.

APPENDIX D
PROOF OF PROPOSITION 1

The proof proceeds by three steps:
Step 1: We will show that zp is bounded by some constant.
Consider the positive function S1 , 0.5z2

p . Its derivative
satisfies (using (19)) Ṡ1 ≤ −kz∇z2

p + |zp|∇(Ω̄r + kz∆), with
Ω̄r , sup(|Ωr|). From here, it is straightforward to deduce
that |zp(t)| ≤ αr , k−1

z Ω̄r + ∆, ∀t ≥ 0.

Step 2: We will show next that there exists a time instant
T such that ∀τ ≥ T one has |ep(τ)| ≤ ∇ and, thus,
sat∇(ep(τ)) = ep(τ).

Using (16) and (20), one deduces

ėp = −Ω×ep − a?z̄pΩr×m? − a?kp1êp + γ(ṼC , Ω̃), (37)

with γ(ṼC , Ω̃) , a?ṼC + Ω̃ ×m?, z̄p , zp − 1
a? . Denote

X , [x, y]> ∈ R6, with x , Rêp, y , Rep. One verifies
from (19) and (37) that

Ẋ=

[
−kp2I3 kp2I3

−a?kp1I3 0

]
︸ ︷︷ ︸

,A∈R6×6

X+

[
0

R(−a?z̄pΩr×m?+γ(ṼC , Ω̃))

]
︸ ︷︷ ︸

,B∈R6

(38)
If kp2/kp1

> κ̄p , 4a?, then A has two triple distinct
real negative eigenvalues λ1,2 (λ1 < λ2 < 0) given by
λ1,2 = 0.5(−kp2 ∓

√
k2
p2 − 4a?kp1kp2 ). This implies that A

is diagonalisable and can be decomposed in the Jordan normal
form A = PΛP−1, with Λ = diag(λ1I3, λ2I3) and

P=

[ λ1I3
η1

λ2I3
η2

−a?kp1I3
η1

−a?kp1I3
η2

]
,P−1 =

1

λ2−λ1

[
−η1I3

−λ2η1I3
a?kp1

η2I3
λ1η2I3
a?kp1

]
η1 ,

√
λ2

1 + (a?kp1)2 , η2 ,
√
λ2

2 + (a?kp1)2 .

By simple calculations, it can be verified that

(λ2−λ1)2|P−1X|2 = η2
1

∣∣∣x + λ2

(a?kp1)y
∣∣∣2 + η2

2

∣∣∣x + λ1y
a?kp1

∣∣∣2
=

∣∣∣∣√η2
1 +η2

2

(
x+ λ1y

a?kp1

)
+

η2
1(λ2−λ1)y

a?kp1

√
η2

1+η
2
2

∣∣∣∣2+
η2

1η
2
2(λ2−λ1)2|y|2

(a?kp1)2(η2
1+η

2
2)
,

which allows one to deduce
|P−1X| ≥ η1η2

a?kp1

√
η2

1+η
2
2

|y| = η1η2

a?kp1

√
η2

1+η
2
2

|ep|. (39)

On the other hand, since the inner loop controller ensures that
Ω̃ and Ṽ converge asymptotically to zero, γ(ṼC , Ω̃) also
converges to zero. Thus, for some positive number ε (to be
specified hereafter) there exists a time instant T1 such that
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∀t ≥ T1 one has |γ(ṼC , Ω̃)| < ε. Then, ∀t ≥ T1 one verifies

|P−1B| =
√
λ2

1η
2
2+λ

2
2η

2
1

a?kp1(λ2−λ1)

∣∣∣−a?z̄pΩr×m̄?+γ(ṼC , Ω̃)
∣∣∣

<

√
λ2

1η
2
2+λ2

2η
2
1

a?kp1(λ2−λ1)

(
(a?αr+1) Ω̄r+ε

)
.

(40)

Using (38), the derivative of S2 , 0.5|P−1X|2 satisfies

Ṡ2 = (P−1X)>Λ(P−1X) + (P−1X)>(P−1B)
≤ λ2|P−1X|2 + |P−1X| |P−1B|. (41)

Since zp, Ωr, Ω̃ and ṼC are bounded, B and P−1B are
also bounded. From (41) and the definition of S2, one ensures
that P−1X and X are bounded w.r.t. initial conditions. Con-
sequently, ep and êp remain bounded w.r.t. initial conditions.
Then, it is straightforward to verify that ėp, ˙̂ep and żp are
bounded w.r.t. initial conditions, which implies the uniform
continuity of ep, êp and zp.

Since X remains bounded w.r.t. initial conditions on the
time-interval [0, T1] (as proved previously), from (41) and the
definition of S2 there exists another time-instant T > T1 such
that ∀τ ≥ T one has

|P−1X(τ)| ≤ −λ−1
2

(
sup
t≥T

(|P−1B(t)|) + ε̄

)
, (42)

with 0 < ε̄ ≤
√
λ2

1η
2
2+λ2

2η
2
1

a?kp1(λ2−λ1) ε. From (39), (40) and (42) one
deduces that

|ep(τ)| ≤ ∇̄+ ε
2
√

(η2
1+η

2
2)(λ2

1η
2
2+λ

2
2η

2
1)

λ2(λ1−λ2)η1η2
, ∀τ ≥ T, (43)

with ∇̄,
√

(η2
1+η

2
2)(λ2

1η
2
2+λ

2
2η

2
1)

λ2(λ1−λ2)η1η2
(a?αr+1) Ω̄r > 0. Therefore, if

∇ is chosen larger than ∇̄ (i.e., ∇ > ∇̄) and if ε is chosen
such that

0 < ε <
(∇− ∇̄)λ2(λ1−λ2)η1η2

2
√

(η2
1 +η2

2)(λ2
1η

2
2 +λ2

2η
2
1)
,

then one deduces from inequality (43) that |ep(τ)| < ∇, ∀τ ≥
T , and thus sat∇(ep(τ)) = ep(τ).

Step 3: Consider the candidate Lyapunov function

L , 1
2a? |ep|

2 +
kp1

2kp2
|êp|2 + 1

2 |z̄p|
2.

Using the following property [16]

|sat∆(x + c)− c| ≤ |x|,∀(c,x) ∈ R3 × R3 with |c| ≤ ∆,

one deduces
L̇ = −k1|êp|2 − z̄p(ep − sat∇(ep))

>Ωr×m?

−kz∇z̄>p (z̄p + 1
a? − sat∆(z̄p + 1

a? )) + 1
a? e>p γ(ṼC , Ω̃)

≤ −k1|êp|2−z̄p(ep−sat∇(ep))
>Ωr×m? + 1

a? e>p γ(ṼC , Ω̃).

Since sat∇(ep(τ)) = ep(τ) and |ep(τ)| ≤ ∇, ∀τ ≥ T (as
proved in Step 2), one obtains

L̇(τ) ≤ −k1|êp(τ)|2 + ∇
a? |γ(ṼC(τ), Ω̃(τ))|. (44)

As proved previously, ep, êp and zp cannot escape in finite-
time. Thus, L(t) remains bounded on the time-interval [0, T ].
In addition, ep(τ), êp(τ), zp(τ) and, thus, L(τ), ∀τ ≥ T ,
remain bounded as proved previously. Since the equilibrium
(ṼC , Ω̃) = (0,0) is locally exponentially stable as a result of
the inner-loop controller, there exist some time-instant T2 > T
and some positive constants α1 and α2 such that∣∣∣γ(ṼC(τ), Ω̃(τ))

∣∣∣ ≤ α1e
−α2τ , ∀τ ≥ T2. (45)

From (44) and (45), one deduces

L̇(τ) ≤ −k1|êp(τ)|2 +
α1∇
a?

e−α2τ , ∀τ ≥ T2.

Consequently, by integration one deduces∫ ∞
T2

|êp(τ)|2dτ ≤ α1∇e−α2T2

k1α2a?
+

1

k1
(L(T2)− L(∞)).

From here, the resulting boundedness of integral term∫∞
T2
|êp(τ)|2dτ and the uniform continuity of êp implies the

convergence of êp to zero (Barbalat’s lemma).
From (19), one verifies that ˙̂ep can be rewritten as ˙̂ep(t) =

a(t) + b(t), with a(t) , k2ep the uniformly continuous term
and b(t) , −Ω×êp − k2êp the vanishing term. Then, the
application of the extended Barbalat’s lemma [29] ensures
the convergence of ˙̂ep to zero, which in turn implies the
convergence of ep to zero.

APPENDIX E
PROOF OF PROPOSITION 2

Property 1 of Proposition 2 can be directly deduced from the
dynamics (21) of Ωr. Now let us prove that the equilibrium
(H,VC ,Ω) = (I3,0,0) is LAS. Using the approximations of
ep and eΘ given by (34) one deduces that

eΘ ≈
(

2I3 +
1

γ?
n?×m?

×

)
Θ +

1

γ?
n?×ep,

with γ? , n?>m?. Using also the approximation Θ̇ ≈ Ω,
one obtains the following linearised dynamics Ẋ1 = A1X1 +
G1(Ω̃, ep), with X1 , [Θ̇> Ω̇>r ]>,

A1 ,

[
0 I3

−kΘ1

(
2I3 + 1

γ?n?×m?
×

)
−kΘ2I3

]
,

G1(Ω̃, ep) , [Ω̃>
kΘ1

γ?
n?×e>p ]>.

The perturbation term G1(Ω̃, ep) converges asymptotically to
zero since Ω̃ and ep converge to zero as a consequence of
the inner-loop controller and Proposition 1. Then, it suffices
to prove the exponential stability of the nominal linear system
Ẋ1 = A1X1, whose characteristic polynomial is given by

P1(λ) = (λ2 + kΘ2λ+ 2kΘ1)(λ2 + kΘ2λ+ kΘ1).

This nominal system is, indeed, stable by direct application
of Routh-Hurwitz criterion. We have proved the local conver-
gence of ep and eΘ to zero, which implies that the equilibrium
(H,VC ,Ω) = (I3,0,0) is LAS. The local exponential
stability proof of this equilibrium is more involved. In fact,
the linearised dynamics of X2 , [Θ> Ω>r ê>p e>p ]> are
given by Ẋ2 = A2X2 + G2(ṼC , Ω̃), with

A2,


0 I3 0 0

−kΘ1

(
2I3+ 1

γ?n?×m?
×

)
−kΘ2I3 0 −kΘ1

γ? n?×
0 0 −kp2I3 kp2I3

0 (−1+a?zp)m
?
× −a?kp1I3 0


G2(ṼC , Ω̃) , [Ω̃> 0> 0> a?ṼC ]>.

The perturbation term G2(ṼC , Ω̃) converges to exponentially
zero as a result of the inner-loop controller. Thus, it suffices
to prove the exponential stability of the nominal system Ẋ2 =
A2X2. One verifies that its characteristic polynomial is

P2(λ) = (λ2+kΘ2
λ+2kΘ1)

[
λ4 + a3λ

3 + a2λ
2 + a1λ+ a0

]2
,
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a3 , kp2 + kΘ2

a2 , a?kp1kp2 + kp2kΘ2 + (2−a?zp)kΘ1

a1 , a?kp1kp2kΘ2 + (2−a?zp)kp1kΘ1

a0 , a?kp1kp2kΘ1

By application of Routh-Hurwitz criterion, the nominal system
Ẋ2 = A2X2 is exponentially stable if

a0,1,2,3 > 0, b1 ,
a3a2 − a1

a3
> 0, c1 ,

b1a1 − a3a0

b1
> 0,

or, equivalently, if the following conditions are satisfied:

a?kp1kp2 + kp2kΘ2 + (1 + γz)kΘ1 > 0 (46a)
a?kp1kp2kΘ2 + (1 + γz)kp1kΘ1 > 0 (46b)

a?kp1k
2
p2 + kp2kΘ2(kp2+kΘ2) + (1+γz)kΘ1kΘ2 > 0 (46c)

(a?kp1kp2−kΘ1)2kΘ2+kp2kΘ2(kp2+kΘ2)(a?kp1kΘ2+kΘ1)

+γz(kp1k
2
p2+kp1k

2
Θ2+2kΘ1kΘ2+kp2kΘ2(kp2+kΘ2))kΘ1

+γ2
zk

2
Θ1kΘ2 > 0 (46d)

with γz , 1− a?zp. Since zp, and thus, γz are bounded
as a result of Proposition 1, it is obvious that by making
kΘ1 tending to zero all conditions in (46) hold. There-
fore, there exists a positive number kΘ1, depending on
(kp1, kp2, kΘ1, kΘ2, a

?, zp), such that for all kΘ1 < kΘ1 all
conditions in (46) are satisfied. This allows one to conclude
the proof.

APPENDIX F
PROOF OF THEOREM 1

We first make the following changes of variables:

R̄ , RuRR>u , p̄C , RupC , n̄? , Run
?, m̄? , Rum

?,

H̄ , R̄> − 1
d? R̄>p̄C n̄?>, Ω̄ , RuΩ,

ēp , Ruep,

from which one easily verifies that H̄ = RuHR>u , ēp =

(I3 − H̄)m̄?, and ˙̄R = R̄Ω̄×.
Since the inner-loop controller ensures the (almost) global

convergence of R>u to u, one deduces that R̄>e3→e3, which
in turn implies the convergence

R̄→

C(ψ) −S(ψ) 0
S(ψ) C(ψ) 0

0 0 1

 , (47)

for some scalar ψ. From (24), it is straightforward that ωr and
ω̇r remain bounded by kΘ1∆ω/kΘ2 and 2kΘ1∆ω , respectively.
The boundedness of ωr and ω̇r is a necessary condition of
Propositions 3. Then, the convergence of ep and, thus, of ēp
to zero as a result of Proposition 1 implies that

p̄C→
1

a?
(I3−R̄)m̄?→

 m̄
?
1

a? (1−C(ψ))

− m̄
?
1

a? S(ψ)
0

 , (48)

with m̄?
1 the first component of m̄?. Using (47) and (48), one

can verify that
h̄1,2→S(ψ)+

m̄?1 n̄
?
2

n?>m? (1−C(ψ))→ 1
C(ψ?) (S(ψ+ψ?)−S(ψ?)),

(49)
with ψ? , asin

(
−m̄?1 n̄

?
2√

(n?>m?)2+(m̄?1 n̄
?
2)2

)
∈ (−π/2, π/2) and

n̄?2 the second component of n̄?.
Denoting ω , Ω>u, one verifies that ψ̇ → ω → ωr. Then,

if ∆ω is large enough such that ∆ω > ∆̄ω , 1
C(ψ?) (1 −

S(ψ?)), the zero dynamics of (ψ, ω) are given by

{
ψ̇ = ω

ω̇ = −kΘ2ω − kΘ1

C(ψ?) (S(ψ + ψ?)− S(ψ?))
(50)

By simple changes of variables τ ,
√
kΘ1t, ω̄ , ω/

√
kΘ1,

and κ , kΘ2/
√
kΘ1, (50) can be rewritten as{

dψ
dτ = ω̄

dω̄
dτ = −κω̄ − 1

C(ψ?) (S(ψ + ψ?)− S(ψ?))
(51)

which has identical form as (52). From here, let κ̄ be specified
as in the proof of the technical lemma 6. As a result of
the technical lemma 5, (ψ, ω) converges to either (2kπ, 0) or
(π − 2ψ? + 2kπ, 0) for some integer k. By analyzing the lin-
earised system of (50) about these equilibria, it is easy to prove
that the “desired” equilibrium (ψ, ω) = (2kπ, 0) is stable and
the “undesired” equilibrium (ψ, ω) = (π − 2ψ? + 2kπ, 0) is
unstable. The convergence of ψ to 2kπ (for some integer k)
almost globally, combined with (47) and (48), ensures that H
converges to I3 for almost all initial conditions.

Lemma 5. Consider the system
ψ̇ = ω

ω̇ = −κω − 1

C(ψ?)
(S(ψ + ψ?)− S(ψ?))

(52a)

(52b)

with ψ, ω ∈ R, κ > 0 and |ψ?| < π
2 . There exists κ̄ > 0

such that ∀κ > κ̄ one ensures that (ψ, ω) converges to either
(2kπ, 0) or (π − 2ψ? + 2kπ, 0) with some integer k.
Proof: One verifies that∣∣∣ 1

C(ψ?) (S(ψ+ψ?)−S(ψ?))
∣∣∣ ≤ 2

C(ψ?) −
1−|S(ψ?)|
C(ψ?) < 2

C(ψ?) .

Then, from (52b) one deduces the existence of a time instant
T1 ≥ 0 such that |ω(t ≥ T1)| ≤ 2

κC(ψ?) . Now, let us consider
the two possible cases.
Case 1: Assume that there exists a time instant T2 ≥ T1 such
that ψ(T2) = 2kπ for some integer k. Let κ̄ be specified as in
the proof of Lemma 6 (i.e. (65)). Then, as a result of Lemma 6,
one ensures that limt→∞ ψ(t) = 2kπ and limt→∞ ω(t) = 0.
Case 2: Assume that there does not exist any time instant
T2 ≥ T1 such that ψ(T2) = 2kπ for some integer k. This
implies that for all t ≥ T1 there exists an integer k such that

2kπ < ψ(t ≥ T1) < 2kπ + 2π.

This in turn implies that the candidate Lyapunov function

U ,
1

2
ω2 +

1

C(ψ?)
(1−C(ψ+ψ?))+T (ψ?)(aψ?−ψ), (53)

with aψ? = 2kπ + 2π if ψ? ≥ 0 and aψ? = 2kπ if ψ? < 0,
is positive definite for all t ≥ T1. From (53) and (52), one
verifies that

U̇(t ≥ T1) = −κω2 ≤ 0. (54)
By application of LaSalle’s theorem, one deduces the con-
vergence of U̇ and, thus, of ω to zero. Then, one deduces
the convergence of ω̇ to zero, which in turn ensures the
convergence of S(ψ+ψ?)−S(ψ?) to zero. This means that ψ
converges to either 2kπ (without overshoot) or π−2ψ?+2kπ
with some integer k.

Lemma 6. Consider system (52) with positive gain κ, |ψ?| <
π
2 , and initial conditions |ω(t0)| ≤ 2

κC(ψ?) , ψ(t0) = 2kπ with
some integer k. There exist two positive numbers κ̄ and ε
(whose expressions are given in the proof) such that ∀κ > κ̄
one has ψ(t ≥ t0) ∈ Bε , {ψ(t) ∈ R s.t. |ψ(t)− 2kπ| ≤ ε}.
Moreover, limt→∞ ψ(t) = 2kπ and limt→∞ ω(t) = 0.
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Proof: Let us make the proof for the case where 0 ≤
ψ? < π/2. The proof for the case where −π/2 < ψ? ≤
0 will proceed analogously with the changes of variables
ψ̄? = −ψ?, ψ̄ = −ψ, ω̄ = −ω. Now, consider the following
candidate Lyapunov function
V , 1

2ω
2 + α(1− C(ψ))+ 1

κ̄ω(S(ψ+ψ?)−S(ψ?))
= 1

2ω
2 + 2αS2(ψ/2) + 2

κ̄ωS(ψ/2)C(ψ/2 + ψ?)
≥ 2

(
α− 1/κ̄2

)
S2(ψ/2).

(55)

with κ̄ , κC(ψ?) and a positive number α to be determined
hereafter. The function V is positive definite if α > 1/κ̄2. One
verifies that V(t0) ≤ 2/κ̄2. (56)
Define ΩBε as the contour of Bε, so that S(ψ2 ) = ±S( ε2 ) for
all ψ ∈ ΩBε . We will settle sufficient conditions on κ and ε so
that V(ψ ∈ ΩBε) > V(t0) and V̇(ψ ∈ Bε) ≤ 0. This ensures
that V is non-increasing when ψ remains in the domain Bε
and, subsequently, that ψ(t) ∈ Bε for all t ≥ t0.

First, one verifies from (55), (56) that V(ψ ∈ ΩBε) > V(t0)
if 2

(
α− 1/κ̄2

)
S2(ε/2) > 2/κ̄2, which can be equivalently

written as
α > αε , 1

κ̄2

(
1 + 1

S2(ε/2)

)
. (57)

We now find the condition for which V̇(ψ ∈ Bε) ≤ 0. It can
be verified that
V̇ = −

(
κ̄

C(ψ?) −
C(ψ+ψ?)

κ̄

)
ω2

− 1
κ̄C(ψ?) (S(ψ + ψ?)− S(ψ?))2

+
(

αC(ψ/2)
C(ψ/2+ψ?) −

2
Cψ?

)
(S(ψ+ψ?)− S(ψ?))ω

(58)

From here, one ensures that V̇(ψ ∈ Bε) ≤ 0 if
4

κ̄C(ψ?)

(
κ̄

C(ψ?)−
C(ψ+ψ?)

κ̄

)
>
(
αC(ψ2 )

C(ψ2+ψ?)
− 2
C(ψ?)

)2
⇔ α2− 4C(ψ2+ψ?)

C(ψ?)C(ψ2 )
α+

4C(ψ+ψ?)C2(ψ2+ψ?)

κ̄2C(ψ?)C2(ψ2 )
< 0.

(59)

If ε is chosen such that ε ≤ min
(
π
2 , π − 2ψ?

)
, one ensures

C(ψ/2 + ψ?) > 0, C(ψ/2) > 0.

Thus, one deduces from (59) that α1(ψ) < α < α2(ψ), with

α1(ψ) , 2C(ψ/2+ψ?)
C(ψ?)C(ψ/2)

(
1−

√
1− C(ψ?)C(ψ+ψ?)

κ̄2

)
,

α2(ψ) , 2C(ψ/2+ψ?)
C(ψ?)C(ψ/2)

(
1 +

√
1− C(ψ?)C(ψ+ψ?)

κ̄2

)
.

A constant solution of α for inequality (59) and satisfying (57)
exists if 

sup
ψ∈Bε

α1(ψ) < inf
ψ∈Bε

α2(ψ)

αε < inf
ψ∈Bε

α2(ψ)

(60a)

(60b)

We now find sufficient conditions so that (60) is satisfied. One
verifies that C(ψ/2+ψ?)

C(ψ/2) = C(ψ?)− S(ψ?)T (ψ/2) and, thus,
supψ∈Bε α1(ψ) ≤ 2

(
1−

√
1− C(ψ?)

κ̄2

)
infψ∈Bε α2(ψ) ≥ 2(1−T (ψ?)T (ε/2))

(
1+
√

1− C(ψ?)
κ̄2

)
From here, one deduces that (60a) is satisfied if

1−
√

1− C(ψ?)
κ̄2 < (1− T (ψ?)T (ε/2))

(
1 +

√
1− C(ψ?)

κ̄2

)
,

which can be equivalently written as
y < 2(cot(ψ?)−x)

2 cot(ψ?)−x , (61)

with x , T (ε/2) and y , 1−
√

1− C(ψ?)
κ̄2 .

Since ε ≤ min
(
π
2 , π − 2ψ?

)
, one deduces

0 < x ≤ min(1, cot(ψ?)). (62)

On the other hand, inequality (60b) is satisfied if

1
κ̄2

(
1+ 1

S2( ε2 )

)
<2
(
1−T (ψ?)T ( ε2 )

)(
1+
√

1− C(ψ?)
κ̄2

)
⇔ (2−y)y

C(ψ?)

(
2 + 1

x2

)
< 2[1− T (ψ?)x](2− y)

⇔ y <
2S(ψ?)x2(cot(ψ?)− x)

2x2 + 1
,

(63)

where we have used 1
S2(ε/2) = 1 + 1

T 2(ε/2) and κ̄2 = C(ψ?)
(2−y)y

(deduced from the definition of y).
One can easily verify that

0 < 2S(ψ?)x2(cot(ψ?)−x)
2x2+1 ≤ 2(cot(ψ?)−x)

2 cot(ψ?)−x < 1,

under condition (62), which means that if inequality (63) is
satisfied, then inequality (61) is also satisfied. Therefore, in
summary we only need to find x and y satisfying{

x ∈ Dψ? , (0,min(1, cot(ψ?))]
y < f(x)

(64)

with the function f(x) , 2S(ψ?)x2(cot(ψ?)−x)
2x2+1 . The gradient of

f(x) is given by ∂f(x)
∂x = −4S(ψ?)x(x3+1.5x−cot(ψ?))

(2x2+1)2 , which is
null only at 0 and at xψ? defined by

xψ?,

(√
cot2(ψ?)+0.5+cot(ψ?)

2

)1/3
−
(√

cot2(ψ?)+0.5−cot(ψ?)

2

)1/3
One can verify that 0 < xψ? < cot(ψ?). From here, since
f(x) is an increasing function in [0, xψ? ], one deduces that
supx∈Dψ? f(x) = f(x?), with x? , min(1, xψ?). Therefore,
by choosing x = x? or equivalently ε = 2 atan(x?), one
deduces from (64) that y < f(x?), yielding

κ > κ̄ , 1√
C(ψ?)f(x?)(2−f(x?))

. (65)

We have established sufficient conditions on κ (i.e. (65)) and
on ε (i.e. ε = 2 atan(x?)) so that V(ψ ∈ ΩBε) > V(t0) and
V̇(ψ ∈ Bε) ≤ 0, which in turn ensure that ψ(t) ∈ Bε and
V̇(t) ≤ 0 for all t ≥ t0. By application of LaSalle’s theorem,
one ensures that V̇ converges to zero, which in view of (58)
and (59) ensures the convergence of ω and S(ψ+ψ?)−S(ψ?)
to zero. Since the equation S(ψ+ψ?)−S(ψ?) = 0 has a
unique solution of ψ in Bε that is ψ = 2kπ, one deduces
that limt→∞ ψ(t) = 2kπ.

APPENDIX G
PROOF OF PROPOSITION 3

Consider the following candidate Lyapunov function

L, 1
2W̃>MTW̃+1

2 (zV−K−1
iV ∆F )>KiV (zV−K−1

iV ∆F )

+ 1
2 (zΩ−K−1

iΩ∆Γ)>KiΩ(zΩ−K−1
iΩ∆Γ)

(66)

with MT > 0 given by (1) and W̃ , [Ṽ>, Ω̃>]>. Using

Ω̃>(JΩ + DV)×Ω̃ = 0,

Ṽ>(MV + D>Ω)×Ω̃ + Ω̃>(MV+D>Ω)×Ṽ = 0,

Ω̃>(MṼ)×Vr = −Ṽ>M(Ω̃×Vr),

Ω̃>(DṼ)×Ωr = −Ṽ>D>(Ω̃×Ωr),

and (27) and (28), one verifies that
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L̇= Ṽ>(M
˙̃
V + D>

˙̃
Ω + KiV zV −∆F )

+Ω̃>(J
˙̃
Ω + D

˙̃
V + KiΩzΩ −∆Γ)

= Ṽ>
[
(MṼ+D>Ω̃)×Ωr−M(Ω̃×Vr)−D>(Ω̃×Ωr)

+FGB+F̄d+Fr+Fc+KiV zV
]

+Ω̃>
[
(JΩ̃)×Ωr + (D>Ω̃)×Vr

+mgrG×R>eg+Γd+Γr+Γc+KiΩzΩ

]
= −Ṽ>(KV +DVl+|V|DVq)Ṽ

−Ω̃>(KΩ+DΩl+|Ω|DΩq)Ω̃ ≤ 0

(67)

Since L̇ is negative semi-definite, Ṽ, Ω̃, zV , and zΩ are
bounded. Since Vr and Ωr and their derivative are bounded
(consequences of Proposition 1 and Proposition 2 or Theorem
1), one easily deduces from (27) that ˙̃

V and ˙̃
Ω are also

bounded. Then, one deduces that L̈ is also bounded, which
implies the uniform continuity of L̇. From here, by application
of Barbalat’s lemma one deduces the convergence of L̇ and,
thus, Ṽ and Ω̃ to zero. Then, using Barbalat-like arguments
one ensures that ˙̃

V and ˙̃
Ω also converge to zero, implying

that zV and zΩ converge, respectively, to z?V , K−1
iV ∆F

and z?Ω , K−1
iΩ ∆Γ. We have proved that the equilibrium

(V,Ω, zV , zΩ) = (Vr,Ωr, z
?
V , z

?
Ω) is GAS. It remains to

show that this equilibrium is also LES. To this purpose, it
suffices to study the linearised closed-loop system of (27):

M
˙̃
V+D>

˙̃
Ω = −(KV +DVl)Ṽ −KiV zV + ∆F

J
˙̃
Ω+D

˙̃
V = −(KΩ + DΩl)Ω̃−KiΩzΩ + ∆Γ

żV = Ṽ

żΩ = Ω̃

(68)

Using the same Lyapunov candidate function L defined by
(66) and the linearized error dynamics (68) one verifies that

L̇ = −Ṽ>(KV +DVl)Ṽ − Ω̃>(KΩ+DΩl)Ω̃ ≤ 0.

From here, direct application of LaSalle’s theorem ensures
the convergence of Ṽ, Ω̃, and of ˙̃

V and ˙̃
Ω to zero, which

in turn implies the convergence of zV and zΩ to z?V and
z?Ω, respectively. Since the equilibrium (V,Ω, zV , zΩ) =
(Vr,Ωr, z

?
V , z

?
Ω) of the linear system (68) is stable, it is LES.

Now, for the case where Ωr is defined by (25)+(24)
(Theorem 1), we now prove the convergence of R>eg to either
eg or −eg . Since Ω̃ converges exponentially to zero, at zero
dynamics (i.e. Ω ≡ Ωr) the derivative of the following positive
function S0 , 1− e>g R>eg satisfies

Ṡ0 = −Ω>r (eg ×R>eg) = −ku|eg ×Reg|2 ≤ 0,

which allows one to deduce the convergence of eg×R>eg to
zero, or equivalently the convergence of R>eg to ±eg .

By denoting Θ the angle between R>eg and eg , i.e.,
C(Θ) = e>g Reg , around a small neighborhood of the equi-
librium (V,Ω, zV , zΩ,R

>eg)=(Vr,Ωr, z
?
V , z

?
Ω, eg), one has

S0≈ 0.5Θ2 and Ṡ0≤−2kuS0+|Ω̃|. From here, one deduces
that locally S0 and Θ converge exponentially to zero, using the
exponential convergence of Ω̃ to zero. Thus, the equilibrium
(V,Ω, zV , zΩ,R

>eg)=(Vr,Ωr, z
?
V , z

?
Ω, eg) is LES.

The proof of instability of the equilibrium
(V,Ω, zV , zΩ,R

>eg) = (Vr,Ωr, z
?
V , z

?
Ω,−eg) is based on

the Chetaev’s theorem. Define y , eg + R>eg and consider
the function S1(y) , y>eg = 1 + e>g Reg ≥ 0, which is
null at the origin, i.e., S1(0) = 0. For some positive number
0 < r < 1, define a set Ur , {y | S1(y) > 0, |y| < r},

and note that Ur is non-empty. By neglecting all high-order
terms, the derivative of S1 can be approximately given by

Ṡ1≈e>g RΩr×eg=ku|eg ×R>eg|2 =ku|eg × y|2.
For all y ∈ Ur, the positivity of y>eg is equivalent to the
positivity of |eg×y|2, which in turn ensures that Ṡ1 > 0. Since
all the conditions of Chetaev’s theorem are satisfied [19], the
origin y = 0 of the linearised system is unstable.

APPENDIX H
PROOF OF COROLLARY 1

Using the assumption that ω̃1 = ω1 = ω1r = 0 and
following the same lines of computations as in (67) one
verifies that the time-derivative of the following Lyapunov
candidate function
L, 1

2W̃>MTW̃+1
2 (zV−K−1

iV ∆F )>KiV (zV−K−1
iV ∆F )

+ 1
2 (zΩ−K−1

iΩ∆Γ,2,3)>KiΩ(zΩ−K−1
iΩ∆Γ,2,3)

is given by

L̇ = −Ṽ>(KV +DVl+|V|DVq)Ṽ

−Ω̃>2,3KΩΩ̃2,3 − Ω̃>(DΩl+|Ω|DΩq)Ω̃ ≤ 0

From here, the remainder of proof proceeds analogously to
the proof of Proposition 3.
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