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ORIGINAL ARTICLE Open Access

Low dimensional modeling of Double T-
junctions in water distribution networks
using Kriging interpolation and Delaunay
triangulation
Denis Gilbert1, Iraj Mortazavi2*, Olivier Piller1 and Hervé Ung1

Abstract

Water distribution networks are subject to potential intentional contaminations to cause harm to the consumer.
Reliable transport models are needed to detect, trace and follow any contaminant transported inside the network.
For now, the transport of contaminants in pipes has been mostly modeled assuming perfect mixing conditions at
T-junction. However, some studies have shown that it is not always the case when crosses or double T-junctions
are involved. In this paper an imperfect mixing at Double T-junction model is developed considering 3-D mixing
behavior. A reduced model is then constructed in the form of a 1-D law to apply it to current 1-D transport models
for water distribution networks. The methodology to create such law is detailed and can be applied to any reduced
model problem including multi parameters and time consuming simulations. The procedure is composed of three
steps: first calibrate the Kriging interpolation method parameters; then couple it with the Delaunay triangulation
method to select simulation points with maximum gain; and finally implement a 1-D law based on the simulation
results and the interpolation.

Keywords: Water distribution network, Imperfect mixing, Transport modeling, CFD, Laminar, Turbulent,
Design of experiment, 1-D reduced model, Kriging, Delaunay triangulation

1 Introduction
Security is an important topic for Water Distribution
Networks (WDN), as water is an essential component of
society. Real-time sensors are now installed in water net-
work to monitor and better understand the behavior of
water quality through the network. Improvements in
technology require improvements in the precision of
water quality modeling. This work has the dual objec-
tives to develop and enhance methods to detect any con-
tamination in the network and to get reliable real-time
transport models for source contamination identification
and proper countermeasures.
Water distribution systems are modeled by a graph

composed of links transporting water for several pipes in
series, pumps and valves, and nodes that can represent
either water sources, consumers or junctions. A

hydraulic model is used to compute the water velocities
in links and the head at nodes. Then a transport model
is applied to simulate the quality state of the water inside
the network, such as the water chlorination concentra-
tion. The transport model equations that are usually
used in water distribution hydraulic models are the 1-D
advection-reaction equation and a perfect mixing law.
Different resolution approaches exist. Epanet software
[17] uses the Lagrangian transport model with an event-
driven model [3], whereas Porteau software [16] resolves
equations with an Eulerian approach and a time-driven
model [9, 12]. Both are coupling a 1-D transport model
for the water quality inside the links and a 0-D model
for mixing at nodes.
Two imperfect mixing models exist in the literature. Ho

and Khalsa [13] developed the Epanet BAM model for im-
perfect mixing at cross junction. They used both experi-
ments and simulations to deduce an imperfect mixing law
in between no mixing and imperfect mixing results, with a
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scale parameter that need to be calibrated depending on
each real cross. Choi et al. [7] developed the AZRED
model based on an experimental data filled lookup table
with interpolation or extrapolation for inputs not in the
table to model both imperfect mixing at crosses and
Double T-junctions. It was validated on experimental
values with a large range of flows. One limitation is the
need for extrapolation for Reynolds number approaching
zero or infinity. Also, a 2-D resolution has been proposed
in [19] to better assess the mixing at the junction by ap-
plying adjoint method and resolving Stokes equation in
laminar flow (Reynolds number (Re) < 2000).
The aim of this paper is to complement the previous

models generating a generalized one-dimensional model.
The approach uses a Computational Fluid Dynamics
(CFD) based method [4, 18]. This study enhances the
transport model with an accurate mixing model of con-
taminants at Double T-junctions. This is done by creat-
ing a lookup table with results from 3-D CFD
simulations. These simulations are time costly, therefore
an interpolating method is used to extract a global im-
perfect mixing behavior from this table. Two methods
are needed for its creation and utilization, first a high
order interpolation Kriging, and second a design algo-
rithm based on the Delaunay triangulation. That table is
finally used in a 1-D law that can be coupled to the
existing transport models in real time computation.
It should be mentioned that here, the 3-D simulations

are used to estimate both laminar and turbulent dynam-
ics at Double T-junctions. They are performed solving
Navier–Stokes equations with either the advection equa-
tion or mixture model. Each simulation represents the
behavior of the mixing at double T-junctions at some
design points depending on the 4 Double T-junction pa-
rameters: the length of the interpipe (the distance be-
tween two pipe junctions), the average interpipe
Reynolds number and the input and output Reynolds
number ratios (see Fig. 2). To get the solution for any
other combination of the parameters’ value, a Kriging
interpolation is performed.
This interpolation method is used because it is suitable

for cloud point distribution [20], which conforms to lim-
ited number of CFD simulations. Firstly, the Kriging
interpolation needs a calibration of its parameters and is
solved with a maximum likelihood function. Then the
solution of the interpolation is defined as a weighted
sum of the CFD simulation results with these weights
found through the resolution of a linear system. An ex-
ample is then given to explain its application. That
interpolation is also used to define the error of
interpolation that is used in the Delaunay triangulation
method. This algorithm allows us to know which simula-
tion points to do next as to minimize the interpolation
error. This maximizes the gain of each new CFD

simulation, which is important as they are time consum-
ing. The results of the CFD simulations are placed in a
lookup table which is coupled to the Kriging
interpolation to create a reduced model under the form
of a 1-D law that can enhance current transport model
reliability.
Such methodology can be used for any other reduced

model problem that include multiple parameters and
time consuming simulations. The two important steps in
the procedure are to calibrate the Kriging interpolation
parameters and to select the simulation points with the
Delaunay triangulation design method.
The paper is organized as follows: we will describe first

the problem equations as well as the CFD simulations
procedure. Then the Kriging theory and calibration
method is explained and the Delaunay triangulation de-
sign method is given. Afterwards, the generalization to
the reduced 1-D model is discussed. The second part of
this article is dedicated to the study of the results: first is
given the Kriging calibration results on the mixing for
the Double T-junction, then is explained how the Delau-
nay triangulation helps the design point choice and fi-
nally a discussion on CFD simulation results is given to
explain the imperfect mixing behavior.

2 A theoretical model for mixing in WDN
In this part, first the imperfect mixing problem and
equations as well as the CFD simulation parameters and
procedures, are described. Then, a discussion on the de-
sign of experiment is written which explains the need
for both an interpolation method and a design approach.
Thereafter the Kriging interpolation is given in two
parts: resolution and calibration connected to the Delau-
nay triangulation algorithm which is necessary to iden-
tify optimal simulation points. Finally, CFD simulation
results are used to build a 1-D law that can be used in
any case of flow rate and concentration for the mixing at
Double T-junctions.

2.1 Transport model and CFD simulations
A 1-D advection-reaction equation is usually used to-
gether with the perfect mixing at junctions to simulate
the propagation of a physicochemical agents inside the
graph links and nodes of a water distribution network.
The 1-D advection-reaction reads:

∂Ci t; xð Þ
∂t

þ ui
∂Ci t; xð Þ

∂x
þ KiCi t; xð Þαi

¼ 0; Ci t; 0ð Þ ¼ Cj ð1Þ

With Ci is the mass concentration of the agent in link
i, t is the time, x the space, ui the average velocity in the
link i; and Ki and αi are the kinetic constant and the
order of the reaction respectively.
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When the concentration is calculated in incident links,
the following 0-D perfect mixing equation is used to up-
date the concentration at the downstream node:

Cj ¼
X

i∈Inj
QiCiX

i∈Inj
Qi

ð2Þ

Where Inj is the set of links with water entering node j;
Qi is the flowrate of link i; and Cj is the resulting concentra-
tion at node j. Cj will be used as boundary condition for
propagating the agent in the next adjacent links see Eq. (1).
In recent studies, Ho and Khalsa [13] and Choi et al.

[7], showed that mixing at T-junctions is important with
regards to security. It is therefore essential to add it
when calculating the hydraulic quality state of the net-
work. Ho and Khalsa [13] developed, and adjusted with
experiments, the Bulk-Advective Mixing model BAM for
the imperfect mixing at cross-junction that depends on
the Reynolds number at the inlets and outlets.
In the cross-junction configuration of Fig. 1, there is a

principal flow 1, where the inlet goes into the two outlet
directions 3 and 4 and the secondary flow where the in-
let 2 is only going to the nearest outlet 3. For this con-
figuration and within steady state condition, the pure
BAM model for cross junction element implies that:

Cbulk
4 ¼ C1

Cbulk
3 ¼ Q2C2 þ Q1−Q4ð ÞC1

Q3

8<: ð3Þ

with Qi and Ci respectively the flow rate and the concen-
tration at inlet i of Fig. 1. The concentration at outlet 4,
Cbulk

4 ; is the same as inlet 1 and the concentration at
outlet 3, Cbulk

3 ; is calculated from the mass balance (from

Fig. 1, it can be seen that Q4 < Q1, therefore Q1 - Q4 is
positive). However, this configuration does not represent
correctly the reality. The complete BAM model [13]
consists of combining the pure BAM model and the per-
fect mixing with the following equation:

Cj ¼ Cbulk
j þ s Cperfect

j −Cbulk
j

� �
Cperfect

j ¼ Q1C1 þ Q2C2

Q1 þ Q2

8><>: ð4Þ

Where s is a coefficient to calibrate, which depends on
the real state of the cross-junction; Cj the imperfect mixing
condition concentration at either outlet j = 3 or j = 4 in

Fig. 1; Cperfect
j is the concentration computed with perfect

mixing hypothesis at outlets 3 and 4 using Eq. (2); and
Cbulk

j is calculated with Eq. (3). Ho and Khalsa [13] pro-

posed to calibrate the s coefficient from experiments. Their
results for X and N-junctions (or double T-junctions) is im-
plemented in the Epanet-BAM module [13].
Another research study, The AZRED model [7] pro-

poses the use of a lookup table with interpolation or
extrapolation for inputs not in the table to model
both imperfect mixing at crosses and Double T-
junctions. It was validated on experimental values
with a large range of flows. One limitation is the
need for extrapolation for Reynolds number ap-
proaching zero or infinity. What is proposed is to
complete the two previous models into another one-
dimensional model. The approach is to use a Compu-
tational Fluid Dynamics (CFD) based method with
some results published in [4, 18].
A double T-junction (Fig. 2) is a special kind of

junction composed of an interpipe connecting two T-
junctions. In case of two inflows on one side and two
outflows on the other side, the mixing may not be
perfect depending on four parameters: The first one
is the length of the interpipe, noted L, the longer it is
the more likely the mixing will be perfect as the two
inlet streams will have time to mix; the second is
Reaverage, the average Reynolds number in the inter-
pipe, which also corresponds through the flow rate
balance to the sum of both Reynolds numbers at the
inlets and also at the outlets; the third one corre-
sponds to how much flow comes from both inlets.
And because the averaged Reynolds numbers can
vary, it was decided to use the ratio:

Rin
1 ¼ ReIn1

Reaverage
� 100 ¼ ReIn1

ReIn1 þ ReIn2
� 100 ¼ 100−Rin

2

Therefore, the third parameter chosen is Rin
1 , which

represents how much flow goes in inlet 1 compared
Fig. 1 Cross junction (from [14]) with 2 inlets and 2 outlets
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to the average Reynolds number. By fixing this par-
ameter, it also determines Rin

2 . Finally, the fourth par-
ameter is like the third one and corresponds to the
outlets, it is noted Rout

1 . To summarize, the four pa-
rameters which are expected to modify the behavior
of the mixing in the simulations, are: L, Reaverage, Rin

1

and Rout
1 .

It is proposed to use 3-D CFD simulations to create
a 1-D law based on a lookup table and a 4-D Kriging
interpolation method. Code Saturne [2] has been used
to simulate laminar flows and ANSYS Fluent for tur-
bulent flows. Some common simulations have been
completed on both software for turbulent cases and
have given similar results, which justifies that they
can both be used to model the phenomenon. They
have been computed on the Mésocentre de Calcul
Intensif Aquitain (MCIA) and Irstea computation grid
respectively. The Jade supercomputer of Centre Infor-
matique National de l’Enseignement Supérieur
(CINES) has been used to assure the validity of the
grid convergence.
The CFD simulations that have been carried out are

composed of 2 types:

– The first one is composed of the laminar flow
(Re ≤ 2000) and transitional flow (2000 < Re <
4000) cases. Direct Numerical Simulations (DNS)
have been used and the transport model is the
resolution of the advection equation for a
concentration. In Fig. 2, the boundary conditions
are 0 mg/L for the straight inlet (In1) and 1 mg/
L for the other one (In2). The velocities at 3
boundary surfaces are calculated from the laminar
velocity formula:

v rð Þ ¼ 2 � vm � 1−
r2
R2

� �

With v the velocity that is calculated, vm the
average velocity, r the radius from the center of the
pipe and R the internal radius of the pipe. The last
boundary surface is set as pressure outflow.

– The second one is composed of the turbulent cases
(Re ≥ 4000). Large Eddy Simulation (LES) has been
applied with Smagorinsky model. The Mixture
model of ANSYS Fluent has been used. Two fluids
are defined to be water with similar properties but
different limit conditions, the volume fraction of
each fluid is set to 0 and 1 respectively at each
input. Turbulent profiles have been developed and
injected at the inlet and flow percentages are defined
for each output.

Additionally, LES and DNS simulations are transient and
therefore results need to be averaged for a sufficient period
(e.g., several dozen minutes) when converged (see Fig. 3).
It was determined in a previous study [13] that for Re >

10,000, no further change in behavior is observed. Add-
itionally, it has been shown by [13] that after 20 diameters
for the length between 2 T-junctions, perfect mixing occurs
(Eq. 2). A discussion with operating partners has permitted
fixing the low boundary for distance between T-junctions.
Indeed, crosses and double T-junctions cannot be com-
pared easily, because for double T-junctions some space is
needed to put a valve at the interpipe. Therefore, we have
chosen the initial domain for parameters as in Table 1.
An important issue is the choice of boundary condi-

tions (cases when either Rin
1 or Rout

1 equals 0 or 100):

Fig. 2 Double T-junction configuration with 2 inlets and 2 outlets
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contrary to previous studies, the boundary conditions
are fixed to be the perfect mixing case (Eq. 2).
Initially 180 simulations were carried out but some

grid refinement was necessary for better capturing the
variations of the concentration at outlets. In this paper,
we have placed iteratively new simulation points to
minimize the error of interpolation by the Delaunay
method. The interpolation is first described and kriging
method is used.

2.2 Kriging interpolation
The Kriging method is a well-known method [5, 11, 14]
invented in geological sciences by Matheron and Krige.
It gives an effective way of interpolating non-structured
points outside the initial Cartesian grid.
Spatial inference of the mass flux Z, at an unobserved

location s0 in the space of parameters defined in Table 1,
is calculated from a linear combination of the observed
values zi = Z(si) and weights λi as follows:

Ẑ s0ð Þ ¼
X
i

λi s0; sið ÞZ sið Þ

There are two objectives for estimating the weights: to
obtain minimal variance of estimation and to constrain
the minimal variance objective.
Kriging is a minimum variance method based on the def-

inition of a probability distribution at each of the n sample
points xi. It is based on the theory of regionalized variables

and provides best results when data points are not evenly
spread. Compared to radial-based interpolation, it gives
more predominance to closer nodes [20]. It also has the ad-
vantage to be a generalization of radial-based function [10].
A comparison of 12 different types of interpolations is ac-
complished in [6] and Kriging interpolation gives a very
good approximation but is quite slow. However, the time of
interpolation can be neglected in this study compared to
the CFD simulation time, therefore Kriging interpolation is
a good choice. The method chosen is the universal Kriging
that we detail below.

2.2.1 Kriging interpolation solution
Z is taken as the sum of a polynomial function F and a
stochastic scalar function Y. The first part explains the
mean behavior of the function we interpolate and the sec-
ond part is a stochastic function with known mean and
variance. Considering n points of observation si and the
interpolation point s the following stochastic model reads:

Z sð Þ ¼
X

l¼1
p

f l sð Þβl þ Y sð Þ ð5Þ

With fl the polynomial component functions, βl the
unknown coefficients of the polynomial and p the poly-
nomial order.
We set

F sð Þ ¼ f 1 sð Þ; ::; f p sð Þ
� �

and β ¼
β1
⋮
βp

0@ 1A
Therefore (5) can be written,

Z sð Þ ¼ Y sð Þ þ F sð Þβ
Remark: if the row-vector F(s) is only composed of

one element equal to 1, the method is called ordinary
Kriging, otherwise it is universal Kriging.

Fig. 3 Example of simulation result: curve of mass flux (left: Out1, right: Out2) with averaging range

Table 1 Parameters’ range

Parameters Values

Reynolds average: Re 1000; 2000; 5000; 10,000; 20,000;

Interpipe length: L (Diameters) 5; 8; 10; 20;

Inlet Reynolds ratio: Rin1 0; 30; 50; 70; 100

Outlet Reynolds ratio: Rout1 0; 30; 50; 70; 100
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In the theory, it is also supposed that the stochastic
part is of expectation zero.

E Y sð Þð Þ ¼ 0

It implies:

Cov Zð Þ ¼ Cov Yð Þ ¼ E YYT
� �

E Z sð Þ½ � ¼ F sð Þβ
Where Z and Y are the column n-vectors with compo-

nents (Z(si)) and (Y(si))
Finally, the covariance of the noise Y is set as:

K ¼ Cov Yð Þ ¼ σ2R Yð Þ
R Y sið Þ;Y sj

� 	� 	 ¼Ym
k¼1

exp −θk sik−sjk


 

γk� 	 ð6Þ

Where m is the dimension of the problem (here 4)
and θk and γk are to be estimated. The same equation is
used when calculating R(Y(s0),Y(sj)) with the coordinates
of the estimation point s0 instead of any observation
point si.
The Kriging function is solved by setting the estima-

tion of Z at the point s0 by taken it as a linear combin-
ation of the value Z takes on the observation points.

Ẑ s0ð Þ ¼
X
i

λi s0; sið ÞZ sið Þ ð7Þ

Where the λi are the unknowns of the problem.
Moreover, we consider an unbiased predictor:

E Ẑ s0ð Þ� � ¼ E Z s0ð Þ½ �

This leads to:

∀s0;
X
i

λiF sið Þβ ¼ F s0ð Þβ

Which is satisfied if:

∀l ∈ 1; p½ �;
X
i

λif l sið Þ ¼ f l s0ð Þ

We seek λi that minimizes the variance of the error
term:

mine λð Þ ¼ Var Ẑ s0ð Þ−Z s0ð Þ� �
By expanding the error term:

Ẑ s0ð Þ−Z s0ð Þ ¼
X
i

λi Y sið Þ þ F sið Þβð Þ−Y s0ð Þ− F s0ð Þβ

¼
X
i

λiY sið Þ− Y s0ð Þ

It follows:

Var Ẑ s0ð Þ−Z s0ð Þ� � ¼ Var
X
i

λiY sið Þ− Y s0ð Þ
" #

¼ E
X
i

λiY sið Þ− Y s0ð Þ
 !2" #

− E
X
i

λiY sið Þ− Y s0ð Þ
" # !2

¼ E
X
i

λiY sið Þ− Y s0ð Þ
 !2" #

¼ E
X
i

λiY sið Þ
 !2" #

−2
X
i

λiE Y sið ÞY s0ð Þ½ � þ E Y s0ð Þð Þ2� �
¼
X
i

X
j

λiλiCov Y sið Þ;Y sj
� 	� 	

−2
X
i

λiCov Y sið Þ;Y s0ð Þð Þ
þVar Y s0ð Þ;Y s0ð Þð Þ

We recall that:

Kij ¼ Cov Y sið Þ;Y sj
� 	� 	

We have found that the function to minimize is quad-
ratic in lambda with Hessian K that is symmetrical def-
inite positive (under mild conditions of θ). It is therefore
strongly convex.
The convex minimization problem states:

minVar Ẑ s0ð Þ−Z s0ð Þ� �
∀l ∈ 1; p½ �;

X
i

λif l sið Þ ¼ f l s0ð Þ

8<: ð8Þ

It is possible to define a problem without constraint by
defining the Lagrangian function and the Lagrange mul-
tipliers μl such that:

L λ;μð Þ ¼
X
i

X
j

λiλiK ij−2
X
i

λiki s0ð Þ þ k00

þ 2
X
l

μl
X
i

λif l sið Þ−f l s0ð Þ
 !

ð9Þ

Or

L λ;μð Þ ¼ ⟨λ Kλ⟩−2⟨λj jk s0ð Þ⟩þ σ2

þ 2⟨μj
X
i

λiF
T sið Þ−FT s0ð Þ⟩

With ki(s0) = Cov(Y(s0), Y(si)) and k00 = Cov(Y(s0),
Y(s0)) = σ2 are given by Eq. (6).
The sufficient and necessary optimality conditions are:

∀l ∈ 1; p½ �;
X
i

λ̂if l sið Þ ¼ f l s0ð Þ

∀i ∈ 1…n½ �;
X
j

λ̂ jK ij−ki s0ð Þ þ
X
l

bμl f l sið Þ ¼ 0

8><>:
ð10Þ

These last equations can be written as the saddle point
equation:
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K F
FT 0

� �
λ̂
μ̂

� �
¼ K0

F s0ð ÞT
� �

ð11Þ

Using the Schur complement of K in the full matrix, it
leads to the expression of optimal λ and μ:

μ̂ ¼ FTK−1F
� �−1

FTK−1K0−F s0ð ÞT
� �

ð12Þ

λ̂ ¼ K−1 K0−Fμ̂ð Þ ð13Þ
Moreover, we also obtain an estimation of the error

variance by using Eq. (10) in the Eq. (9):

Var Ẑ s0ð Þ−Z s0ð Þ� � ¼ σ̂ 2− λ̂K0 −λ̂
T
Fμ̂

The parameters σ, β, θ (Eqs. 5 and 6) are estimated at
maximum-likelihood sense and calibrated in different
process that is detailed in Appendix. The γk are fixed to
1 s; a regularization term α is added to the diagonal of
the correlation matrix.
The interpolation is used in the 1-D law based on the

lookup-table of the results, and to determine the errors
of interpolation used with a Delaunay triangulation to
choose new points of simulation from an initial set.

2.3 Delaunay triangulation
One limitation of such a study is the limited number of
simulations to be performed. Indeed, DNS and LES sim-
ulations are computationally demanding, therefore a
method is needed to find the best point of simulation.
One well-known method is the Latin-Square design [1]
consisting in dividing the space into a fixed number of
squares and then randomly picking points in each
square. However, for numerical simulations, a major
drawback is that it requires a lot of simulation points, at
least one for each region defined. In this study we have
selected the Delaunay triangulation method. It consists
of the calculation of interpolation error sums (based on
the Krigging as described before) in the triangulation do-
main to define the region the most susceptible to be
poorly modelled. It was made to enrich the database of
principal components analysis basis functions used in
oscillating airfoils in a compressible flow context. Points
of simulations could have been chosen from structured
method or Latin Hypercube method [15] which is a
generalization of the Latin-Square design, however more
points of simulation would have been needed.
The Delaunay triangulation is in general used for space

partitioning. It defines a list of triangles from a list of
points where no points are strictly inside any circum-
circle of any triangle. Here it is used to determine new
points of simulations by a greedy algorithm:

– For each point of the design plan, we define the
interpolation error as the absolute difference

between its value and the interpolated value at that
point when it is not considered;

– For every Delaunay triangle the sum of the
interpolation error of its vertices multiplied by its
area is calculated;

– The best point candidates to include in the design
plan are the centers of gravity for triangles with the
highest weight; then, in this research, the selected
point is the closest point with rounded coordinates,
which is more convenient for simulation.

A simple example is given in Fig. 4 taking into account
nine points, which are given in Table 2. The function M
is the list of the measurements and E is the list of errors
of interpolation when discarding the point.
The method divides the space in eight triangles of equal

area. The maximum error is found at the points (0,0) and
(2,0) equal to 1.75. In this case, the two-bottom triangles
will most likely be chosen for new simulations (blue
crosses), this is where more accuracy is needed. The
method detects the most problematic point, here the only
point not in the plan z = y + 1, and refines around it.
To summarize, the Delaunay triangulation method

and a greedy algorithm are used here to select appropri-
ate new simulation points. With such a formulation, the
gain of the selected point is maximized.

2.4 1-D law
Once the appropriate simulation points are selected and
computed (the lookup table is filled), a 1-D law can be
developed to couple it with current transport models
which are all one dimensional. Simulations are time con-
suming and therefore can only be done in a very small
network, but it is impossible in a real one. So, a 1-D
model should be designed in order to predict the trans-
port in an operating network that can be used in real
time. It uses the lookup table of the simulations results
and determines the proportion of mixing with the help
of the Kriging interpolation. The simulations are exe-
cuted based on the following scenario: pure water com-
ing from In1 and contaminated water coming from In2.
The law first needs to be generalized in case of any
water concentration at each inlet.
Let’s consider C1, C2, C3 and C4 the mean concentra-

tions on the cross sections for the following pipes In1,
In2, Out1 and Out2 (cf. Fig. 2). In the CFD simulation,
C1 = 0 mg/L, C2 = 1 mg/L have been chosen. We calcu-
late the ratio θ of the average mass flux Q3C3 going out
of the output 1 divided by the introduced mass flux:

θ ¼ Q3C3

Q1C1 þQ2C2

And in the case C1 =0 mg/L, C2 = 1 mg/L:
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θ ¼ Q3C3

Q2C2
¼ Q3C3

Q2

We then define θ* as the deviation from the perfect
mixing ratio:

θ� ¼ θ−
Q3 � Q1C1þQ2C2ð Þ

Q1þQ2

Q1C1 þQ2C2
¼ θ−

Q3

Q1 þQ2
¼ θ−

Q3

Q3 þQ4

ð14Þ
θ* is the coefficient saved in the lookup table. θ* is

bounded from below by −1 and from above by +1. In
practice θ* was found in the range [−0.056, 0.361].
From θ� Rin

1 ;R
out
1 ; Re; LD

� 	
, that is interpolated at values

which are not in the table by the Kriging method, θ

Rin
1 ;R

out
1 ; Re; LD

� 	
is calculated from Eq. (14).

Therefore, if C1 = 0 mg/L, C2 = 1 mg/L:

Q3C3 ¼ θ Rin
1 ;R

out
1 ; Re; L=D

� 	�Q2

This can be generalized for any C1 and C2. The mass
flux leaving by outlet Out1 is composed of a part coming
from In1 and another one from In2, the same for Out2.

Q3C3 ¼ θ13 �Q1C1 þ θ23 �Q2C2

Q4C4 ¼ θ14 �Q1C1 þ θ24 �Q2C2
θ23 ¼ θ

(

We thus have a system of three equations and six un-
knowns (C3, C4, θ13, θ23, θ14, θ24), since we know the
flows, C1 and C2. To resolve the system, we need three
more constrains, they can be found as follows:
When C1 = 0, the mass-balance between inlets and

outlets must be satisfied:

Q1C1 þQ2C2ð Þ ¼ Q2C2 ¼ Q3C3 þQ4C4ð Þ
So

Q2C2 ¼ θ23 �Q2C2 þ θ24 �Q2C2

Assuming that Q2C2 is not zero leads to:

θ24 ¼ 1−θ23ð Þ
Similarly, when C1 = 0 and Q1 C1 is positive, we get:

θ14 ¼ 1−θ13ð Þ
Finally, for C1 = C2 >0, the mixing of fluids of similar

concentration should give a fluid of same concentration,
C3 = C4 = C1 = C2 >0 :

Q3 ¼ θ13 �Q1 þ θ23 �Q2

Q4 ¼ θ14 �Q1 þ θ24 �Q2

�

then
θ13 ¼ Q3− θ23 �Q2

Q1

θ14 ¼ Q4− θ24 �Q2

Q1

8>><>>:
This gives four more equations from which three are

independent, for example:

θ13 ¼ Q3− θ23 �Q2

Q1
; θ24 ¼ 1−θ23ð Þ and θ14 ¼ 1−θ13ð Þ

� 

¼> θ14 ¼ Q4− θ24 �Q2

Q1

We have six equations for six unknowns that can be
reduced to four equations with four unknowns:

Q3C3 ¼ θ1 �Q1C1 þ θ2 �Q2C2

Q4C4 ¼ 1−θ1ð Þ �Q1C1 þ 1−θ2ð Þ �Q2C2

θ2 ¼ θ

θ1 ¼ Q3− θ2 �Q2

Q1

8>>><>>>: ð15Þ

C3 and C4 can be calculated from θ, C1, C2 and the
flows rates.
These equations allow the definition of a law that can

be used for every double T-junction (with equal

Table 2 Example of the Delaunay method with associated
errors

M (x, y) x = 0 x = 1 x = 2 E (x, y) x = 0 x = 1 x = 2

y = 2 3 3 3 y = 2 0.70 0.48 0.70

y = 1 2 2 2 y = 1 0.57 0.53 0.57

y = 0 1 0 1 y = 0 1.75 1 1.75

0
2

1

2

2

1.5

3

Y

1

X

1

4

0.5
0 0

0
2

1

2

2

1.5

3

Y

1

X

1

4

0.5
0 0

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
x

0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

y

Fig. 4 Result of the Delaunay method with: left) Delaunay triangles and new design points; middle) full interpolation; right) interpolation without point (1,0)

Gilbert et al. Pacific Journal of Mathematics for Industry  (2017) 9:2 Page 8 of 19



diameters). CFD simulation results have helped to fill a
lookup table with a non-dimensional indicator of the de-
viation from the perfect mixing. A system of equations
that generalizes the case of an introduction of a contam-
inant only at inlet 2 to both inlets is derived. Firstly the
Kriging interpolation is used to determine the coefficient
θ and then is put as input in Eq. (21) to get the concen-
tration at the outlets.
For instance, let’s consider a Double T-junction with a

diameter of 0.1 m and an interpipe of length L = 5D.
The flow rates are for each input and output such that
Reynolds numbers are Re1 = Re2 = Re3 = Re4 = 2500.
The four parameters are respectively, Re = 5000, L = 5,
Rin
1 =50, Rout

1 =50. The interpolation function returns θ
= 0.6, then θ2 = 0.6 and θ1 = 0.4. Let’s say that a contami-
nated water comes from inlet1 with C1 = 1 mg/L and
another water at inlet 2 with C2 = 4 mg/L then the con-
centration on both outputs are: C3 = 2.8 mg/L and C4 =
2.2 mg/L.

3 Results
In this part the results are given and interpreted. First
the Kriging calibration and the explanation for the par-
ameter choice are described. Then, it is shown how the
Delaunay triangulation helps to choose the design points
and reduces the computational overall cost. Finally, the
CFD simulation results, for different Reynolds numbers
and contaminant inlet-exit ratios (Fig. 14), are given and
interpreted to explain the behavior of the imperfect

mixing in Double T-junctions depending on the different
entry parameters.

3.1 Kriging calibration
This part follows the theory on the calibration of the
Kriging parameters. It has been shown that after simpli-
fication, the Eq. (15) can be used to determine the pa-
rameters (σ, θk and γk).
The problem is not convex, therefore to understand the

behavior of the function f ~θ; α
� �

, it has been ploted on

Fig. 5 with the generalized correlation parameter ~θ ∈ 0; 10½ �,
the regularization term α ∈ [0, 1] and the polynomial degree
k between 0 and 3 as well as no polynomial, k being the de-
gree of the polynomial. With σ, β fixed as optimal values
from Eqs. 11 and 12). When there is not a polynomial term
it is called simple Kriging (SK), when k = 0 its name is or-
dinary Kriging, for k > 0 it is universal Kriging.
For k between 0 and 3 and SK, there are 3 regions for α.

If α is too small (<0.45), the R matrix may not be invertible
(because it is not regularized enough), therefore its deter-
minant is zero and the function f equals infinity. On the
other hand, if α is too large (>0.6), the correlation matrix
may be too close to (1 + α)In, therefore its determinant is
approximately (1 + α)n, the matrix is invertible but its de-
terminant in floating-point arithmetic is +infinity.
To get the optimized parameters, the system presented

in the Appendix (Eq. 24) has been resolved by choosing
~θ ¼ 4 at first iteration (because visually near the mini-
mum) and α = 0.5, for k =0, 1, 2, 3:

Fig. 5 Contour plot of the log-likelihood function with respect to the shape parameter theta and the regularization parameter for polynomial
equals to zero or its degree equals to 0, 1, 2 and 3
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Table 3 sums up the result found by resolving Eq (21),

final value of ~θ increases with k. As σ, β are different for
each k, the initial value of f gives different initial values.
In this case the initial value of f is further away from the
optimal value for lower values of k. The optimal value of
f decreases with k. The average absolute error is the low-
est for k = 0. Except for that, for average error and stand-
ard deviation, their values decrease with k increasing.
Minimum errors are close to zero for all and maximum
errors decrease with k increasing.

Finally, we have chosen k =3, σ̂ , β̂ , ~θ ¼ 3:63 and α =
0.5 with γk components all being fixed to 1 that corres-
pond to a minimal standard deviation in this case.

3.2 Delaunay triangulation
In the Theoretical part it was shown that the Delaunay
triangulation can be used for the design of simulation
points. Here, it is described how it can be also used to
reduce the computational cost overall compared to a
classical Structured design algorithm.
In Fig. 6, the behavior of the Delaunay method is

highlighted with an application of the case L = 5D
and Reynolds number = 1000. On the left can be seen
the Delaunay triangles partitioning the domain space,
the vertices being the point of simulation or the
boundaries. The blue cross defines the new point of
simulation to perform. On the right is plotted the
interpolation result, initially and after multiple simula-
tions chosen by the Delaunay method. The repartition
of the simulation chosen points is not structured,
most points are chosen on the right part where the
straight inlet is dominating, Rin

1 > 50. It is also where
the simulations give imperfect mixing results and the
derivates are bigger.

Table 4 sums up the different new simulation points
to consider that were found for the case where distance
= 5D and Re = 1000 are fixed. The first column refers to
the order of the simulations made given the Delaunay
method and the number 0 is for the initial simulations.
The second and third columns give the percentage of in-
let 1 Reynolds number and outlet 1 Reynolds number to
the averaged Reynolds number 1000. Finally the fourth
and fifth columns are the sum of the errors, either aver-
aged (divided by current number of points) or the max-
imum, of all the points simulated at each stage.
In Table 4 and Fig. 7, it can be observed that for both

types of error, it is globally decreasing. The error can in-
crease when a particular point is found, in this example
(80, 30), but then the Delaunay method will search for
points around that will decrease the global error. Figure 6
on the left shows the points of Delaunay locations (verti-
ces of the Delaunay triangle). At the end the method
concentrates the points where there is a need for more
information, here in the right part, when the straight in-
let is dominating.
The Delaunay method has been used for space parti-

tioning for selecting new CFD simulations to perform.
At each step, it calculates the absolute interpolation er-
rors, which can be used as a stop criterion. For instance,
if we have fixed the mean error at 3 as the criteria of
convergence, there is no need to continue the simula-
tions after the 19th simulation. It gives an effective way
to consume less computational time, by favoring simula-
tions that give the most information.
In order to show that the Delaunay method performs

better than the Structured method in terms of design
point selection, they are compared. Figure 7 shows the
average and maximum error of interpolation (as ex-
plained before) when adding points of simulation. To
compare both methods there is the need to define how
the Structured algorithm was performed. The Structured
selections have been made using the following sets of
simulation points in Fig. 8: the groups go from 0 to 8
(each having its own color). Each number represents a
set of points, whose number is between 8 and 12 points.
For instance, at first, both methods begin with the set 0
composed of 9 points corresponding to Reynolds num-
ber combination ratios of 30/50/70. Then, 10/50/90 (set
1) combination is added to the precedent points. Hence-
forth it goes until set 8, when the domain is filled with a
fully-structured repartition of points.
For both average and maximum interpolation error,

the Delaunay method gives better results with a steady
average behavior of error decreasing. For the average
error, both methods give similar results at first, until a
point when the Delaunay method error stays smaller
compared to the Structured error. For maximum
error, the Structured method doesn’t have a well-

Table 3 Result of optimization of the Kriging parameters by
resolving the log-likelihood function with respect to the shape
parameter theta and the regularization parameter for no polynomial
and polynomial degree equals to 0, 1, 2 and 3

Polynomial
degree

No
polynomial

k = 0 k = 1 k = 2 k = 3

~θ 2.76 2.81 2.85 3.13 3.63

α 0.5 0.5 0.5 0.5 0.5

f ~θ; α
� �

initial 2902.92 2895.64 2891.3 2855.29 2806.2

f ~θ; α
� �

optimal 2866.93 2864.77 2863.32 2841.27 2804.62

average error 1.75 1.94 1.86 1.82

standard deviation 3.40 3.24 2.83 2.37

min 0.02 0 0 0

max 35.19 34.09 31.4 26.86
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defined behavior compared to average steady decrease
of the Delaunay method. Each new peak of increase
can be explained by new regions of space not well
modeled. The Delaunay triangulation is then selecting
points in that region until the error decreases again.
This justifies the use of the Delaunay method over the
Structured method.
The Delaunay method has been used for space parti-

tioning for selecting new CFD simulations to perform.
At each step, it calculates the absolute interpolation er-
rors, which can be used as a stop criterion. For instance,
if we have fixed the mean error at 3 as the criteria of
convergence, there is no need to continue the simula-
tions after the 19th simulation. It gives an effective way
to consume less computational time, by favoring simula-
tions that give the most information.

3.3 Simulation results and interpretations
In this part, the CFD simulation results and the parame-
ters influence on the behavior of the mixing in the
Double T-junctions, are given and interpreted.

Table 5 gives a non-exhaustive list of the simulations
performed. The first column is the distance between Ts
(in diameters), the second is the average Reynolds num-
ber (in the center of the pipe), the third column is the
Reynolds percentage of inlet 1 (straight inlet see Fig. 1)
from the previous one, the fourth is for the outlet 1 (Rin

2

and Rout
2 can be found from 100 - Rin

1 and 100 - Rout
1 re-

spectively). The last two columns give the repartition of
contaminant for outlet 1 and 2 averaged in time.
For the interpretation of results, it is worth recalling

that 100% of the contaminant comes from inlet 2 and
0% from inlet 1. One way of viewing Table 5 is by fixing
two parameters and plotting the result with the two
others varying. In Fig. 9 the distance is fixed to 5D and
the Reynolds number is 1000. It shows Z, the difference
between the result found in the simulations and the
complete mixing plan (z = Rout

1 ). Therefore the values
are inside the boundary space 0−Rout

1 ; 100−Rout
1

� �
. The

difference is up to 30%, and therefore cannot be
neglected. It can also be seen that for Rin

1 <50, that is
when the straight inlet is dominated, the mixing law is
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Fig. 6 Example of Delaunay method application and interpolation of imperfect mixing for the distance = 5D, Reynolds = 1000: up) before, down)
after simulations chosen by the triangulation of Delaunay
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Table 4 Delaunay points for distance = 5D and Re = 1000

Number Rin1 Rout1 Mean. error Max error Number Rin1 Rout1 Mean. error Max error

0 30 30 5.1 14.1 6 60 80 4.4 11.1

0 30 70 5.1 14.1 7 80 30 3.9 13.3

0 50 50 5.1 14.1 8 80 20 4.1 12.4

0 70 30 5.1 14.1 9 70 20 4.1 12.4

0 70 70 5.1 14.1 10 80 80 4.2 12.4

0 50 30 5.1 14.1 11 70 80 3.7 12.4

0 50 70 5.1 14.1 12 70 10 3.6 13.3

0 30 50 5.1 14.1 13 90 10 3.8 9.8

0 70 50 5.1 14.1 14 80 10 3.8 9.8

1 80 40 5.2 14.7 15 40 60 3.7 9.6

2 80 60 4.9 13.9 16 70 60 3.3 12

3 60 60 5.1 14.3 17 90 20 3.3 12

4 60 40 5.3 11.9 18 50 20 3.3 12

5 80 50 4.5 11.9 19 50 90 3.0 8.2

Fig. 7 Comparison between structured and the Delaunay simulation point selection
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almost complete. The mixing is inversed when Rin
1 >85,

more concentration is detected at Outlet 2 than in per-
fect mixing condition. A peak is visible with its top
around Rin

1 =70 found in every configuration.
Figure 10 shows the results when the Reynolds num-

ber is fixed at 5000 and the distance is increased from
5D to 10D. It can be observed that there is a peak situ-
ated in the right part (when the straight inlet is dominat-
ing). The effect of increasing the distance between the
two T-junctions looks to be a reduction of the peak in
height and width. More simulations are needed for the
case 5D as well as tests for grid convergence when the
straight inlet is dominating (Rin

1 >80).
Now, CFD simulations are plotted and interpreted.

First is given the repartition of simulations that have
been carried out for the four parameters (Re, L, Rin

1 and
Rout
1 ). Then, two ways of interpreting the results are pre-

sented. One is by fixing the Reynolds number and the
distance, the other by fixing the inlet and outlet Reyn-
olds ratios.
All simulation points have been gathered on

Figure 11 that shows the list of simulations that have
been realized, here represented by points. Each point is
defined by its Reynolds number and its intermediate pipe
length as well as its value of Rin

1 and Rout
1 respectively in x-

axis and y-axis. The Delaunay method has been mostly
used on the space Re = 1000/L = 5D and Re = 5000/L = 5D
to ensure the validity of the interpolation.
The results of the four parameter interpolation have

been drawn on Figs. 12 and 13. The first figure gives a
lot of information on the behavior of this law. We may
observe that when the second input (see Fig. 2) is dom-
inating (Rin

1 < 50%), the mixing is almost perfect. On the
other hand, when it is the first input that is dominating,
the mixing is not perfect. And it converges toward the
perfect mixing with the increase of the distance and the
Reynolds number. The case Re = 30,000, L = 5D, Rin

1 = 70
was additionally computed and is showing that the func-
tion converges to a stable equilibrium for high Reynolds
number, which may not be the perfect mixing depending
on the distance. In case 5D, 70/50 it tends to Z =10, that

Fig. 8 Structured selection of points

Table 5 Results of the CFD simulations for different parameters (non-exhaustive)

Distance
(in diameter)

Reynolds number Rin1 Rout1 Z= ave Rout1 ave Rout2 Distance
(in diameter)

Reynolds number Rin1 Rout1 Z= ave Rout1 ave Rout2

5 1000 20 20 21.6 78.4 5 10,000 50 50 62.5 37.5

5 1000 20 80 81.1 18.9 5 10,000 50 70 82 18

5 1000 30 30 30.1 69.9 5 10,000 70 50 69 31

5 1000 30 70 71.7 28.3 8 5000 30 30 31 69

5 1000 70 30 58.8 41.2 8 5000 30 50 50 50

5 1000 70 70 93.4 6.6 8 5000 30 70 70 30

5 1000 80 20 54.8 45.2 10 1000 20 20 21.5 78.5

5 1000 80 80 86.3 13.7 10 1000 20 80 81.5 18.5

5 5000 20 20 20 80 10 1000 30 30 32.5 67.5

5 5000 20 80 79 21 10 1000 30 70 70.5 29.5
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Fig. 9 Interpolation result in case of distance = 5D and
Reynolds number = 1000
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means that in this case where the ratio at the output is
60% of mass introduced goes into Out1 (instead of 50%)
and 40% in Out2. When D is increased, a slow conver-
ging to perfect mixing in the laminar case can be seen.
Figure 13 shows that for different configurations of
Reynolds fractions in input and output, the behavior law
is very different. As seen in Fig. 12, when Rin

1 is lower
than 50 the mixing is mostly perfect. In the laminar case
the mixing has a clear behavior, under Rin

1 = 50 it is per-
fect mixing and above 70 it is imperfect mixing. In the
turbulent case it is more progressive.
To understand the behavior of the mixing, Fig. 14

shows the longitudinal section of the double T-junction

in the case Re = 1000, L = 5D and Rin
1 and Rout

1 = 30/50/
70 and plots the scalar. It can be seen that when the per-
centage of inlets at the first input is lower than Rin

1 =
30%, the contaminated water coming from In2 hits the
opposite wall, creating turbulence. When Rin

1 = 50%, the
turbulence is caused by the corner of the second T-
junction. The more fluid going into the second output,
the less stable is the flow. For Rin

1 = 70, most of the con-
taminated water goes into the first output regardless of
the output velocity repartition.
More than 250 simulations have been made to de-

scribe the phenomenon in four directions (Reynolds, in-
ter T distance, Rin

1 and Rout
1 ). The results have been

Fig. 10 Comparison of interpolation results in case of Reynolds number = 5000 and distance = left) 5D, middle) 8D, right) 10D

Fig. 11 Points of simulations summary
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interpolated and projected on two different spaces (Rin
1 , R

out
1 )

and (Re, L). When the first input is dominated (Rin
1 < 50) the

mixing is perfect. The mixing becomes imperfect when
Rin
1 increases. This behavior shift is more pronounced for

laminar cases whatever the inter T-junction distance, and
progressive in turbulent cases. There is a maximum of im-
perfect mixing around Rin

1 = 70. The mixing tends to per-
fect mixing when the inter T-junction distance increases,
it is almost perfect for L = 20D in the turbulent case. It
also decreases when the Reynolds number is increased but
tends to equilibrium that may not be perfect mixing
(tends to 10 when L = 5D, % Rin

1 =70, Rout
1 = 50). The be-

havior described can be explained by looking into the lon-
gitudinal section of the double T-junction. The mixing is
created by hitting the walls, which depends on the ratios
of the flow rates in input and output.

4 Conclusions
In this paper, the objective was to improve water distri-
bution quality transport modeling for security manage-
ment in case of contamination events. The focus was

made on mixing conditions at Double T-junctions. Nu-
merous 3-D CFD simulations of different configurations
of Double T-junction mixing were performed and a 1-D
law for imperfect mixing was derived that is added to
the full network transport model. The mixing was ex-
plored using four input parameters: Reynolds number in
the interpipe, the length between the two T-junctions
and the ratio of Reynolds number at the inlets and at
the outlets. As it is impossible to perform computations
at every point, a problem-specific Kriging method was
developed for interpolating mixing percentages at non-
simulated configurations. For sampling design we
adapted a Delaunay triangulation method to determine
new configurations to simulate.
To complement this study, two CFD simulation tools

were mainly used, Code Saturne for direct numerical sim-
ulations (DNSs) and Fluent for Large Eddy Simulation
(LESs). The results of the simulations were included in a
lookup table and were interpolated with the interpolation
Kriging method.
The parameters of this method were optimized for the

problem by minimizing a log-likelihood function. As the
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problem is not strictly convex and not defined every-
where, choices were made to simplify the problem allow-
ing a linear system of equations to be solved.
Moreover, a Delaunay method was used to optimize the

repartition of simulation points and therefore the sampling
design. The Kriging interpolation was then coupled with
the Delaunay triangulation method and was compared to a
Structured algorithm and performed better with fewer
points. It shows that the Delaunay triangulation is a simple
and efficient method to find new points of simulation redu-
cing the number of calculations to be made.

The results were interpreted by fixing both the
Reynolds number and the length of the interpipe, or
both the Reynolds number ratio at the inputs and at
the outputs. The contamination was introduced
through one of the two inlets, namely inlet In2. The
results show that perfect mixing still occurs when in-
let In2 is dominating. It is due to the fluid coming
from the input 2 going straight to the wall, creating a
lot of turbulence. In the other cases, we observe im-
perfect mixing with a peak at around Rin

2 =30. It can
also be seen that when the length increases the

Fig. 13 Interpolation 4-D Kriging in space L/Re, case Rin1 and Rout1 = 20/30/50/70/80
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mixing becomes perfect for all configurations, except
in laminar cases where imperfect mixing can still be
observed for a length of 20 diameters. In the same
way, the increase of the Reynolds number decreases
the imperfect mixing impact, but at some point, it
converges to a value that may not be the complete
mixing.
Finally, a 1-D transport model was created and im-

plemented. It considers advection/reaction along
pipes, imperfect mixing for Double T-junctions, and
perfect mixing for simple junction nodes. For imper-
fect mixing the mean cross-sectional concentration at
the two outlets was calculated. The result depends on
the Reynolds number at half distance, on the two in-
let and outlet flow rate ratios and on the interpipe
length. A lookup table was deduced from the CFD
simulations, and the Kriging method was used for
points that are not in the table. In cases of imperfect
mixing, the interpipe length is most likely small and
therefore the transport inside such pipe is neglected.
The concentrations at the beginning of the outlet pipes
depend directly on the flow rates and concentration of the

end of the inlet pipes based on the 1-D law defined in this
paper.
This article gives a procedure to create a reduced

order model for any problem with high computing
demanding simulations and multiple parameters. The
first step is to define a basic design of experiment,
for instance a coarse design of points. From those
simulations, the Kriging parameters are calibrated
solving an optimization problem. Then the Delaunay
triangulation method is used to get new simulation
points that reduce the overall error of interpolation.
Afterward, a lookup table is filled for values with
smallest numerical error. Finally, this table is used
with the Kriging interpolation to define a 1-D law
that defines the reduced order model. This model
can be used in real time as contrary to the
simulations.
This study was performed for the general case of

Double T-junctions, composed of pipes with the same
diameter, and no slip-wall condition in CFD simulations.
Future research will consist of generalization of the mix-
ing law to pipes of unequal diameters and for pipes with

Fig. 14 Representation of scalar on longitudinal section of Double T in cases Re = 1000 fixed, L = 5D fixed, and Rin1 and Rout1 = 30/50/70
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large roughness that influences the turbulence inside the
Double T-junctions.

Appendix
Regression model and maximum-likelihood parameter
estimation
In the section Kriging Interpolation solution, we
have seen how to solve the Kriging interpolation. In
this Appendix the calibration of different parameters
σ, β, θk is clarified. Some elements about such a
procedure have been given in the literature [11], but
details are missing. We show here how the calibra-
tion of the Kriging interpolation parameters is ap-
plied in our case.
The Kriging parameters (σ, θl and γk) need to be cali-

brated. For that, it is supposed that the probability dens-
ity function associated to Y on the sample points s1,
s2,…, sn is a multidimensional Gaussian:

1

2πð Þn2 det Kð Þ12
e−

1
2 Z−Fβð ÞTK−1

Z−Fβð Þ ð16Þ

With

K ¼ Kij
� 	

i;j∈ 1;n½ �; Z ¼ Z sið Þð Þi∈ 1;n½ �; et F
¼ Fl sið Þð Þi∈ 1;n½ �; l∈ 1;p½ �

The Y probability density function can be rewritten as:

1

2πσ2ð Þn2 det Rð Þ12
e−

1
2σ2

Z−Fβð ÞTR−1
Z−Fβð Þ

With

R ¼ R Y sið Þ;Y sj
� 	� 	� 	

i;j∈ 1;n½ �

σ, β, θk γk (k ∈ [1, m]) are estimated with the help of a
maximum likelihood optimisation. The function log-
likelihood to minimise is:

f σ; β; θk ; γk
� 	 ¼ n

2
log 2πσ2
� 	þ 1

2
log det Rð Þð Þ

þ 1
2σ2

Z−Fβð ÞTR−1 Z−Fβð Þ ð17Þ

The function f is differentiated with respect to σ and β
to calculate optimality condition by cancelling the gradi-
ent function:

∂f σ; β; θk ; γk
� 	

∂σ
¼ n

σ
−
1
σ3

Z−Fβð ÞTR−1 Z−Fβð Þ

Therefore,

∂f σ; β; θk ; γk
� 	

∂σ
¼ 0 ⇒σ̂ 2 ¼ 1

n
Z−Fβð ÞTR−1 Z−Fβð Þ > 0

ð18Þ
And

∇βf σ; β; θk ; γk
� 	 ¼ 1

2σ2
2FTR−1 Z−Fβð Þ then

∂f σ; β; θk ; γk
� 	

∂β

¼ 0 ⇒ β
ˆ ¼ FTR−1F

� 	−1
FTR−1Z

ð19Þ
The gradients of function f with respect to

θk and γk are given by:

∂f σ; β; θk; γk
� 	

∂θk
¼ 1

2
tr R−1 R∘Dk½ �� 	

−
1
2σ2

Z−Fβð ÞTR−1 R∘Dk½ �
� Z−Fβð Þ

ð20Þ
Where tr is the matrix operator trace;

R∘Dk½ �ij ¼ Rij � Dkð Þij
with o the product of Hadamard; and

Dkð Þij ¼ − sik−sjk


 

γk ∂f σ; β; θk ; γk

� 	
∂γk

¼ 1
2
tr R−1 R∘Ek½ �� 	

−
1
2σ2

Z−Fβð ÞTR−1 R∘Ek½ �
� Z−Fβð Þ

ð21Þ
Where

Ekð Þij ¼ −θk log sik−sjk


 

� 	

sik−sjk


 

γk

Finally, σ, β, θk γk are estimated by solving the following
minimization problem:

minf σ; β; θk ; γk
� 	 ¼ n

2
log 2πσ2
� 	þ 1

2
log det R θ; γð Þð Þð Þ

þ 1
2σ2

Z−Fβð ÞTR θ; γð Þ−1 Z−Fβð Þσ∈ℝþ; β∈ℝþp
; θ∈ℝþm

; γ∈ℝþm

8>><>>:
ð22Þ

It is solved using the Trust Region Optimization [8] by
giving it the gradients which permits finding the mini-
mum of an unconstrained multivariable function. From a
first trust region it then expands or contracts the region
by comparing the predicted and actual improvement of
the objective function realization. As the problem is not
strictly convex and not defined everywhere as seen in the
Result parts, choices are needed to simplify the problem. σ
and β are taken as optimal, values of γk components have
all been fixed arbitrary to 1, as no significant change has
been seen around this value, and the θk have been
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expressed with regards to a non-dimensional parameter
scaled by the maximum distance in all four directions.

θk ¼ ~θ=max sik−sjk


 

� 	γk ð23Þ

With ~θ the non-dimensional parameter that needs to
be optimized. This last equation is chosen arbitrary and
implies a scale relationship between the θk that reduce
by four the problem dimension.
A second one is the regularization term defined there-

after. In this case, and considering the observations col-
lected, the objective function may be undefined, due to
the correlation matrix R for small θ, which is not an in-
vertible matrix. Therefore, a regularization term is added
to the diagonal of the correlation matrix R:

Rα ¼ Rþ α In

With α the regularization term. This is equivalent to
making a ridge regression or using a Tikhonov
regularization technique, it is also called nugget effect.
The new problem to solve becomes:

minf ~θ
� �

¼ n
2
log 2πσ̂ 2� 	þ 1

2
log det Rα θð Þð Þð Þ

þ 1

2σ̂ 2 Z−F β̂
� �T

Rα θð Þ−1 Z−F β̂
� �

~θ > 0;

θ ¼ ~θ=max sik−sjk


 

� 	γk

8>>>>>>><>>>>>>>:
ð24Þ
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