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Abstract

We propose two broadband pulse schemes for 14N solid-state magic-angle-spinning nuclear magnetic

resonance that achieve (i) complete population inversion, and (ii) efficient excitation of the double-quantum

spectrum using low-power single-sideband-selective pulses. We give a comprehensive theoretical descrip-

tion of both schemes using a common framework that is based on the jolting-frame formalism of Caravatti

et al. [J. Magn. Reson. 55, 88 (1983)]. This formalism is used to determine for the first time we can obtain

complete population inversion of 14N under low-power conditions, which we do here using single-sideband-

selective adiabatic pulses. It is then used to predict that double-quantum coherences can be excited using

low-power single-sideband-selective pulses. We then proceed to design a completely new experimental

scheme for double-quantum excitation. The final double-quantum excitation pulse scheme is easily in-

corporated into other NMR experiments, as demonstrated here for double quantum–single quantum 14N

correlation spectroscopy, and 1H–14N dipolar HMQC experiments. These pulses and irradiation schemes

are evaluated numerically using simulations on single crystals and full powders, as well experimentally

on ammonium oxalate ((NH4)2C2O4) at moderate MAS, and glycine at ultra-fast MAS. The performance

of these new NMR methods is found to be very high, with population inversion efficiencies of 100% and

double-quantum excitation efficiencies of 30–50%, that are hitherto unprecedented for the low RF field

amplitudes, up to the spinning frequency, that are used here.
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†Present address: Department of Materials and Environmental Chemistry, Arrhenius Laboratory, Stockholm Univer-

sity, SE-106 91 Stockholm, Sweden
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I. INTRODUCTION

Nitrogen is a highly-abundant and important element in many areas of chemistry, materials sci-

ence, and biology. However despite the high natural abundance of 99.6% 14N is not a nucleus that

is commonly studied with solid-state nuclear magnetic resonance (NMR). Most of the difficulties

are associated with the integer nuclear spin I = 1, which results in the frequencies of the two

observable Zeeman transitions being split by a large first-order quadrupolar coupling interaction,

giving spectra with large anisotropic broadening. The conventional one-dimensional spectra are

therefore very broad, with the result that there is often significant overlap between the neighbour-

ing resonances, and therefore low spectral resolution. Furthermore these spectra are, in any case,

often difficult to excite and manipulate using the comparatively low radiofrequency (RF) field am-

plitudes that are typically available as a result of the low gyromagnetic ratio, a feature which also

results in low sensitivity despite the high natural abundance. Taken together these observations

represent significant barriers to the adoption of 14N solid-state NMR as a routine method in ana-

lytical science. More succinctly we can summarize the relevant issues as (i) the ability to excite

the broad spectra using low-power RF fields, and (ii) the resolution of multiple sites with broad

overlapping signal components.

Advances in broadband solid-state NMR of 14N include work on wideline NMR where WURST

pulses are applied in combination with Carr–Purcell–Meiboom–Gill (CPMG) signal acquisition

under static conditions [1, 2], which result in excitation windows of 100–1000 kHz. However

under static conditions the signal is spread over a continuum of frequencies, resulting in low sen-

sitivity. The use of magic-angle spinning (MAS) has the advantage of concentrating the signal

into discretely-spaced sidebands, resulting in both higher sensitivity and reduced resonance over-

lap. Recently Vitzthum et al. have proposed the excitation of the broad 14N spinning-sideband

manifold using the delays alternating with nutation for tailored excitation (DANTE) pulse scheme

[3]. However this is disadvantaged by the very small bandwidth for isotropic sites, which is often

limited to only a few kHz [4].

On the other hand, in the field of paramagnetic solid-state MAS NMR substantial advances

have been made in the development of broadband pulse schemes employing swept-frequency adi-

abatic pulses [5]. To date the most successful example is the short high-powered adiabatic pulse

(SHAP) which employs a tanh/tan pulse [6] of short duration of the order of 10 µs and high RF

field amplitudes of the order of 100 kHz [7]. This scheme has proved remarkably versatile, and
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has been incorporated into more sophisticated pulse sequences such as CPMG to refocus inhomo-

geneous line broadening [8], transferred-echo double resonance (TEDOR) for 1H–13C correlation

spectroscopy [9], and the adiabatic magic-angle turning (aMAT) experiment which removes the

overlap between spinning-sideband manifolds originating from the shift anisotropy (SA) interac-

tions [10]. However the necessity of using high power means that SHAPs are not optimal can-

didates for 14N NMR. A second notable broadband pulse scheme is the single-sideband-selective

adiabatic pulse (S3AP), in which a low-power WURST [11] or hyperbolic secant [12] pulse irra-

diates a single sideband of the manifold. The resonance frequencies of the spin systems shift in

and out of the pulse bandwidth during sample rotation, with the effect that the spin-state popu-

lations, and therefore the whole spinning-sideband manifold, are completely inverted [13]. This

pulse scheme was first applied to the inversion of the satellite transition populations of half-integer

quadrupolar nuclei [14–17], and has been more recently applied to spin I = 1/2 nuclei in param-

agnetic systems, for which the first full theoretical description was given [18]. It has been shown

that, in the best cases, complete inversion can be obtained when the width of the spinning-sideband

manifold is an order of magnitude larger than the RF field amplitude.

Research into improving the resolution of 14N solid-state MAS NMR has focussed on using

additional nuclear-spin transitions. For example, indirect detection of the 14N spectrum can be

achieved from one-dimensional triple-resonance 1H/13C/14N experiments incorporating transfer of

populations in double resonance (TRAPDOR) [19, 20], two-dimensional heteronuclear multiple-

quantum correlation (HMQC) experiments where the 14N spin is coupled to a spin I = 1/2 such

as 1H or 13C [21–27]. The signal separation comes from the increased spectral dispersion of the

two-dimensional spectrum compared to the one-dimensional spectrum. Another method, which

we focus on here, is the excitation of the double-quantum spectrum which is not broadened by the

first-order quadrupolar interaction. The observation of the double-quantum spectrum can be done

indirectly using TRAPDOR [19], a two-dimensional double-quantum–single-quantum correlation

experiment such as those designed for 2H MAS NMR [28], or a modified HMQC experiment

[29]. A different, and intriguing, approach is to excite and observe the double-quantum spectrum

directly via 14N overtone spectroscopy [30, 31]. This method has the advantage of potentially

allowing the double-quantum spectrum to be observed in a one-dimensional acquisition, but suffers

from very low sensitivity.

In this paper we address the two issues of broadband inversion, and double-quantum excitation

of 14N. We begin by reviewing the jolting-frame model of Caravatti et al. which is the theoretical

3



framework used to model single-sideband-selective irradiation schemes [13]. We then extend this

framework to S3APs applied to 14N solid-state NMR for broadband inversion, and show under

which conditions they may be used for broadband coherence refocusing. It is also shown how

this theoretical description has allowed us for the first time to systematically obtain complete low-

power broadband population inversion of 14N. We then exploit these findings to derive entirely new

pulse schemes for low-power broadband 14N double-quantum excitation. These schemes are then

incorporated into two-dimensional NMR experiments for obtaining 14N double quantum–single

quantum homonuclear correlation spectra, and 1H–14N single quantum–double dipolar HMQC

(D-DQ-HMQC) spectra. All of these methods are validated using a combination of numerical

simulations on single crystals and powders, and experiments on powder samples of ammonium

oxalate (NH4)2C2O4 at moderate MAS, and glycine at ultra-fast MAS, and are shown to achieve

very high excitation and inversion efficiencies for the low RF powers employed, that have hitherto

been unprecedented.

II. SPIN INTERACTIONS OF A NUCLEAR SPIN I = 1

In this section we review the first-order quadrupolar interaction under magic-angle spinning

(MAS) for a nuclear spin I = 1. We pay particular attention to the form of the spinning side-

band manifolds for crystallites of different orientations, as an appreciation of these is crucial to

understanding the low-power pulse schemes.

A. Basis operators

The definition of the relevant Hamiltonians and density operator for a nuclear spin I = 1 is

greatly facilitated by using a suitable set of basis operators. There are numerous bases that can

be used, all of which should predict the same physics of a spin I = 1. However some bases can

be used to highlight certain important features of the spin dynamics more readily than others. For

this reason we here employ four different bases at different stages of the discussion in order to

emphasise different points where needed. All four bases, their representations of the Hamiltonians

and density operators, and transformation properties are given in detail in the SI, and are only

outlined here.

In brief all four bases comprise nine basis operators. The first basis comprises the set of
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single-element basis operators |M1〉 〈M2| which are characterised by an order p = M1 − M2.

The nine operators can be grouped into three projection operators Î(M)
p = |M〉 〈M| with order

p = 0 representing the populations of the three spin states, three coherence operators of posi-

tive order Î(M1,M2)
+ = |M1〉 〈M2| with M1 > M2 comprising two single-quantum p = +1 opera-

tors and one double-quantum p = +2 operator, and three coherence operators of negative order

Î(M1,M2)
− = |M2〉 〈M1| with M1 > M2 comprising two single-quantum p = −1 operators and one

double-quantum p = −2 operator [32]. The second basis comprises nine Hermitian linear combi-

nations of the Cartesian spin operators representing the nuclear spin along x, y, and z (Îx, Îy, and

Îz), and the identity operator Ê [33]. The third basis is the set of irreducible spherical-tensor oper-

ators T̂kp with ranks 0, 1, and 2, and orders −k ≤ p ≤ +k. As for the single-element basis, the T̂kp

comprise three population operators with p = 0, two of order p = +1, two of order p = −1, and

one each of orders p = −2 and p = +2 [34]. The final basis comprises a set of fictitious spin−1/2

operators that are defined as [35]:

1
2

Ê(M1,M2) =
1
2

(
Î(M1)
p + Î(M2)

p

)
, (1)

Î(M1,M2)
x =

1
2

(
Î(M1,M2)
+ + Î(M1,M2)

−

)
, (2)

Î(M1,M2)
y =

1
2i

(
Î(M1,M2)
+ − Î(M1,M2)

−

)
, (3)

Î(M1,M2)
z =

1
2

(
Î(M1)
p − Î(M2)

p

)
. (4)

B. Nuclear quadrupole interaction

The quadrupolar coupling interaction is described by an anisotropic and symmetric tensor

(spherical rank two) that is proportional to the electronic field gradient (EFG) tensor V [36, 37]. To

first order as a perturbation to the Zeeman interaction, and under MAS, we write the Hamiltonian

ĤQ
q (γQR; t) as [38]

ĤQ
q (γQR; t) = WQ

q (γQR; t)
[
Î2
z −

1
3

I(I + 1)Ê
]
, (5)

where WQ
q (γQR; t) is the orientational- and time-dependent quadrupolar splitting frequency. The

orientational dependence is described by a set of Euler angles ΩQR =
(
αQR, βQR, γQR

)
that specify

the orientation of the principal axis frame (PAF) of the EFG tensor Q with respect to the rotor-

fixed frame R, and the set of time-dependent Euler angles ΩRL(t) = (ωrt, βRL, 0) which specify the

5



orientation of R in the laboratory frame L. We also define a carousel q that comprises all crystallites

with the same αQR and βQR, but different γQR [39]. The quadrupolar splitting frequency is a sum

of plane-wave functions:

WQ
q (γQR; t) =

+2∑
k=−2,k,0

w(k)
q (γQR) exp (−ikωrt) , (6)

where ωr is the spinning frequency, and the w(k)
q (γQR) are a set of coefficients that depend on the

Euler angles ΩQR with the following expression:

w(k)
q (γQR) =

√
2
3
ωQ

eq

+l∑
l=−2

Ṽ2l exp
(
−ilαQR

)
d(2)

lk

(
βQR

)
d(2)

k0 (βRL) exp
(
−ikγQR

)
. (7)

The quadrupolar splitting constant ωQ is defined in terms of the quadrupolar coupling constant CQ

via the following expressions:

ωQ =
3πCQ

2I(2I − 1)
, CQ =

e2qQ
h

, (8)

where eq is the anisotropy of EFG tensor, and eQ is the nuclear quadrupole moment. The EFG

anisotropy and asymmetry parameter ηQ are related to the Cartesian components of the EFG tensor

in its PAF Ṽii according to:

eq = Ṽzz, (9)

ηQ =
Ṽxx − Ṽyy

Ṽzz
, (10)

and the rank-two irreducible spherical tensor components in the PAF Ṽ2l are [40]:

Ṽ20 =

√
3
2

eq, (11)

Ṽ2±1 = 0, (12)

Ṽ2±2 =
1
2
ηQeq. (13)
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The coefficients w(k)
q (γQR) exhibit the following dependence on γQR:

w(k)
q (γQR) = w(k)

q (0) exp
(
−ikγQR

)
. (14)

C. The single-quantum spectrum and spinning-sideband manifold

During signal acquisition the density operator evolves between times t1 and t2 to acquire a phase

Φ
Q
q (γQR; t2, t1) that is given by

ΦQ
q (γQR; t2, t1) =

∫ t2

t1
WQ

q (γQR; t)dt (15)

=

+2∑
k=−2,k,0

w(k)
q (γQR)
−ikωr

[
exp (−ikωrt2) − exp (−ikωrt1)

]
. (16)

As shown in the SI, we can write the operator representing the total observable single-quantum

coherence Î− in terms of the fictitious spin-1/2 operators Î(+1,0)
− and Î(0,−1)

− , which represent the two

observable coherences of order −1:

Î− =
√

2Î(+1,0)
− +

√
2Î(0,−1)
− . (17)

During evolution under the quadrupolar coupling Hamiltonian under MAS each of these two ficti-

tious spin-1/2 operators acquires a phase of opposite sign, so that the overall transformation of Î−

is

Î− →
√

2 exp
(
+iΦQ

q (γQR; t, 0)
)

Î(+1,0)
− +

√
2 exp

(
−iΦQ

q (γQR; t, 0)
)

Î(0,−1)
− . (18)

The resulting single-crystallite time-domain signal sq(γQR; t) is

sq(γQR; t) =
Tr

[
Î+

(√
2 exp

(
+iΦQ

q (γQR; t, 0)
)

Î(+1,0)
− +

√
2 exp

(
−iΦQ

q (γQR; t, 0)
)

Î(0,−1)
−

)]
Tr

(
Î+ Î−

) (19)

=
1
2

exp
(
+iΦQ

q (γQR; t, 0)
)

+
1
2

exp
(
−iΦQ

q (γQR; t, 0)
)

(20)

= cos
(
ΦQ

q (γQR; t, 0)
)
. (21)
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The two phase factors exp
(
±iΦQ

q (γQR; t, 0)
)

are periodic over the rotor period, and so we can

expand them as Fourier series [41]:

exp
(
±iΦQ

q (γQR; t, 0)
)

=

+∞∑
m=−∞

B(m)
q exp

(
±iξ(m)

q (γQR)
)

exp(±imωrt), (22)

where the complex coefficients are given by

B(m)
q exp

(
±iξ(m)

q (γQR)
)

=
1
τr

∫ τr

0
exp

(
±iΦQ

q (γQR; t, 0)
)

exp(∓imωrt) dt. (23)

We see that each Fourier series is the complex conjugate of the other. The two series corre-

spond to two spinning sideband manifolds, one for each of the two coherences of order −1, which

are superimposed upon each other. The coherence |0〉 〈+1| has a spinning-sideband manifold in

which the mth-order sideband has intensity B(m)
q and phase ξ(m)

q (γQR). This sideband is coincident

with the mth-order sideband of the other coherence |−1〉 〈0|, which has intensity B(−m)
q and phase

−ξ(−m)
q (γQR). Figure 1 (a) shows the energy levels of a spin I = 1, on which the two single-quantum

coherences are marked. The resulting single-crystal spectra from each coherence are shown in Fig-

ure 1 (b). The spinning-sideband manifold of one coherence is related to the other by a reversal

about the centreband. The overall signal resulting from the superposition of the two manifolds is

sq(γQR; t) =

+∞∑
m=−∞

B(m)
q

2

[
exp

(
+iξ(m)

q (γQR)
)

exp(+imωrt) + exp
(
−iξ(m)

q (γQR)
)

exp(−imωrt)
]

(24)

=

+∞∑
m=−∞

B(m)
q cos

(
ξ(m)

q (γQR) + mωrt
)
. (25)

In the spectrum obtained by Fourier transformation of sq(γQR; t), the total intensity at frequency

+mωr is the sum of the two sidebands at this frequency, namely
(
B(m)

q /2
)

exp
(
+iξ(m)

q (γQR)
)

+(
B(−m)

q /2
)

exp
(
−iξ(−m)

q (γQR)
)
, from which we see that the spectrum is symmetric about the cen-

treband m = 0.

We can elucidate an important symmetry property relating to the γQR-dependence of the side-

band intensities and phases, as first described by Levitt [39]. The quadrupolar splitting frequency

WQ
q (γQR; t) of a crystallite with Euler angle γQR at time t is related to the splitting frequency of a
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single-quantum spectra double-quantum spectrum

(a) (b) (c)

0
kHz

500-500

0
kHz

500-500

FIG. 1: The spin energy levels and single-crystal MAS NMR spectra of a nuclear spin I = 1 subject to
a quadrupolar interaction and isotropic shift Ωiso. The three spin energy levels are shown (a) with the
two single-quantum coherences indicated in red and blue, and the double-quantum coherence shown in
black. Representative examples of two simulated single-crystal MAS NMR spectra, one due to each single-
quantum coherence, are shown in (b). We note that the spectrum due to one coherence can be reproduced
from the other by reversing the frequency axis. The sum of these two spectra (not shown) is therefore
symmetric about the centreband, here at zero frequency. The double-quantum coherence is unaffected by
the quadrupolar interaction, and evolves at twice the isotropic shift. The corresponding double-quantum
spectrum in (c) contains a single, sharp peak at 2Ωiso. The spin-interaction parameters are Ωiso, ωQ/2π =

200 kHz and ηQ = 0.3. The crystallite orientation is specified by the Euler angles ΩQR = (0◦, 45◦, 0◦) and
the MAS frequency is 60 kHz.

different crystallite in the same carousel, but with γQR = 0 as follows:

WQ
q (γQR; t) = WQ

q (0; t + γQR/ωr). (26)

From this we can deduce the following symmetry relation pertaining to the phase Φ
Q
q (γQR; t, 0):

ΦQ
q (γQR; t, 0) = ΦQ

q (0; t + γQR/ωr, 0) − ΦQ
q (0; γQR/ωr, 0). (27)

Substituting this into equation 22 we obtain

+∞∑
m=−∞

B(m)
q (γQR) exp

(
±iξ(m)

q (γQR)
)

exp(±imωrt)

=

+∞∑
m=−∞

B(m)
q (0) exp

(
±iξ(m)

q (0)
)

exp
(
±im(γQR + ωrt)

)
exp

(
∓iΦQ

q (0; γQR/ωr, 0)
)
, (28)
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from which we see that the sideband intensity is independent of γQR, and that the sideband phase

has a well-defined γQR dependence:

B(m)
q (γQR) = B(m)

q (0) ≡ B(m)
q , (29)

ξ(m)
q (γQR) = ξ(m)

q (0) − ΦQ
q (0; γQR/ωr, 0) + mγQR. (30)

Note that henceforth we denote the mth-order sideband intensity as B(m)
q , which reflects that it

depends only on αQR and βQR, and not on γQR.

The spinning-sideband manifold in the spectrum of a powder can be calculated by averaging

the time-domain function of a single crystallite sq(γQR; t) in equation 24 over all Euler angles

ΩQR. This is conveniently done in two steps: firstly we average sq(γQR; t) over γQR to obtain the

time-domain signal sq(t) due to the complete carousel q:

sq(t) =
1

2π

∫ 2π

0
sq(γQR; t) dγQR; (31)

secondly we average sq(t) over the remaining Euler angles αQR and βQR to give the time-domain

signal from the whole powder s(t):

s(t) =
1

4π

∫ 2π

0
dαQR

∫ π

0
sq(t) sin

(
βQR

)
dβQR. (32)

The first average over γQR is computed by starting from equation 28, and expanding the phase

factors exp
(
∓iΦQ

q (0; γQR/ωr, 0)
)
, as a Fourier series:

exp
(
∓iΦQ

q (0; γQR/ωr, 0)
)

=

+∞∑
n=−∞

B(n)
q exp

(
∓iξ(n)

q (0)
)

exp(∓inγQR). (33)

This gives the following expression for sc(γCR; t):

sq(γQR; t) =
1
2

∑
m,n

[
B(m)

q B(n)
q exp

(
i
(
ξ(m)

q (0) − ξ(n)
q (0)

))
exp

(
i(m − n)γQR

)
exp (imωrt)

+ B(m)
q B(n)

q exp
(
−i

(
ξ(m)

q (0) − ξ(n)
q (0)

))
exp

(
−i(m − n)γQR

)
exp (−imωrt)

]
. (34)

Following the average over γQR according to equation 31 the only non-zero terms are those with
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m = n, and we obtain the following time-domain signal for the carousel:

sq(t) =
1
2

∑
m

[(
B(m)

q

)2
+

(
B(−m)

q

)2
]

exp (imωrt) . (35)

We see that all sidebands have the same phase, here zero, and that the intensity of the mth-order

sideband is equal to the average of the squares of the two single-crystal sideband intensities from

to the two coherences:
(
B(m)

q

)2
/2 +

(
B(−m)

q

)2
/2 [39]. The second average over αQR and βQR is

conceptually straightforward. The result is a spinning sideband manifold

s(t) =
∑

m

I(m) exp (imωrt) , (36)

where I(m) is given by the double integral

I(m) =
1

4π

∫ 2π

0
dαQR

∫ π

0

1
2

[(
B(m)

q

)2
+

(
B(−m)

q

)2
]

sin
(
βQR

)
dβQR. (37)

D. The double-quantum spectrum

The double-quantum spectrum has a very different appearance to the conventional single-

quantum spectrum. The coherence, which is illustrated on the spin-level diagram in Figure 1

(a), is represented by the operator Î(+1,−1)
− . As shown in the SI, this operator commutes with the

quadrupolar interaction Hamiltonian in equation 5, and so does not evolve under this interaction:

Î(+1,−1)
− → Î(+1,−1)

− . (38)

The FID therefore contains a single frequency component that evolves at the isotropic shift, here

equal to zero, and the corresponding spectrum contains a single sharp line with no spinning side-

bands. An example spectrum is shown in Figure 1 (c).

III. LOW-POWER IRRADIATION OF SPINS SUBJECT TO LARGE ANISOTROPIC INTER-

ACTIONS

We now turn to the principal topic of this paper, which is the description of low-power pulses

acting on isolated spins I = 1 that are subject to large quadrupolar interactions. The definition of
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low power is such that the peak radiofrequency (RF) field amplitude of the pulse satisfies |ω1| <

|ωr|, and in the present case the term ‘large quadrupolar interaction’ means
∣∣∣ωQ

∣∣∣ � |ωr|.

A. The jolting frame

It was shown by Caravatti et al. that low-power RF pulses applied to spins subject to large

chemical-shift anisotropies (CSA) can be described very conveniently in a so-called jolting ref-

erence frame [13], which is the interaction frame of the anisotropic spin interaction(s). Here we

use the term CSA to refer to the conventional orbital contribution to the total shift, which is found

both in diamagnetic and paramagnetic systems. The more general term shift anisotropy (SA) is

used for other contributions to the anisotropic part of the shift tensor, such as those due to un-

paired electrons in paramagnetic systems. We have recently shown that this formalism can be

used to model low-power pulse schemes applied to spins-1/2 with large CSA or paramagnetic

SA interactions in order to describe single-sideband-selective adiabatic inversion pulses (S3APs)

[18], single-crystallite-selective (XS) pulse trains [42], and step-wise acquisition of spectra that

are broader than the probe bandwidth via frequency stepping [43]. The aim of this section is to

extend the jolting-frame treatment to spin I = 1 quadrupolar nuclei subject to the quadrupolar

coupling interaction.

The basic idea is that the pulse has an RF field amplitude and bandwidth that is significantly

smaller than the size of the anisotropic interaction. In addition the resonance frequencies due to

the latter change constantly as a result of the MAS modulation, and so are shifting in and out of

the pulse bandwidth during the pulse. The result is that the pulse is resonant with the spin system

for only a fraction of the pulse duration. This fraction of time, and therefore the effect of the pulse

on the spin, are quantifiable in the jolting frame.

We start with the standard rotating-frame Hamiltonian Ĥ(t) describing an isolated spin I = 1

subject to an anisotropic interaction under MAS, and which is experiencing RF irradiation:

Ĥ(t) = Ĥ0(t) + Ĥ1(t). (39)

The system Hamiltonian Ĥ0(t) describes the anisotropic interaction, here the quadrupolar interac-

tion Hamiltonian in equation 5. The RF pulse is described by a time-dependent amplitude ω1(t)
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and phase φ1(t), and is represented by the term Ĥ1(t) which has the form

Ĥ1(t) = ω1(t)R̂z (φ1(t)) ÎxR̂z (φ1(t))−1 , (40)

where R̂a (θ) is the rotation operator representing a rotation of the spin about an axis defined by Îa

through angle θ. The pulse phase is equal to the sum of two parts, namely a term ωtxt which sets

the ‘base’ transmitter frequency at ωtx relative to the receiver reference frequency, and a term φp(t)

which characterizes the pulse waveform:

φ1(t) = ωtxt + φp(t). (41)

The overall effective transmitter offset relative to the receiver reference frequency is equal to

φ̇1(t) = ωtx + φ̇p(t).

The jolting frame is the same as the interaction representation of Ĥ0(t). When[
Ĥ0(t′), Ĥ0(t′′)

]
= 0 for all values of t′ and t′′, the propagator describing the accompanying frame

transformation between two time points t1 and t2, Û0(t2, t1), is

Û0(t2, t1) = exp
(
−i

∫ t2

t1
Ĥ0(t) dt

)
. (42)

The Hamiltonian describing the evolution of the spin system in the jolting frame, denoted H̃(t), is

given by

H̃(t) = Û0(t, 0)−1Ĥ1(t)Û0(t, 0). (43)

We note that, in general, this Hamiltonian has two sources of time dependence, which are the

periodic oscillation due to the modulation of the anisotropic spin interaction by MAS, and the

time dependence of the pulse waveform. Hence we can write the jolting-frame Hamiltonian as

[44]

H̃(t) =

+∞∑
p=−∞

ĥp(t) exp(ipωrt). (44)

The periodic modulation due to MAS is described by the plane-wave functions, and the time

dependence of the pulse is accounted for in the time-dependent coefficients ĥp(t). In this frame

we have a different picture of the pulse compared to that outlined above for the standard rotating

frame. Now we have a spin with a static resonance frequency of zero, and the pulse transmitter
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is varying periodically according to the inverse MAS modulation of the anisotropic interaction.

Once again the pulse is resonant with the spin for only a fraction of the pulse length, but this is

now due to the modulation of the transmitter frequency. As this modulation is periodic over τr

we can write the Hamiltonian as in equation 44, which represents a ‘comb’ of RF pulses that are

applied at integer multiples of the spinning frequency.

The Hamiltonian H̃(t) gives an exact description of the spin dynamics in the jolting frame.

However it is difficult to interpret the behaviour in a qualitative or quantitative manner due to

the time dependencies from multiple sources, especially as
[
H̃(t′), H̃(t′′)

]
, 0 for arbitrary t′ and

t′′. However we can model the effect of this Hamiltonian using either the concept of effective

Hamiltonians in Floquet theory [45–48], or average Hamiltonians in average Hamiltonian theory

(AHT) [36, 49].

B. Non-stroboscopic observation described by Floquet theory

The idea of Floquet theory is ultimately to represent the jolting-frame Hamiltonian H̃(t) as

an effective Hamiltonian which takes the form of a series expansion, and which describes the

evolution of the spin system at arbitrary times [45–48]. If we apply the assumption that the time

dependence due to the pulse waveform occurs on a timescale that is much longer than the rotor

period τr, which is generally the case for low-power pulses, we can use single-mode Floquet theory

to treat the MAS to give the following effective Hamiltonian:

H̃eff(t) =

+∞∑
r=1

H̃(r)
eff

(t), (45)

where the rth-order term H̃(r)
eff

(t) is referred to as the rth-order effective Hamiltonian. The time

dependence due to MAS has been removed, and so the remaining time dependence in H̃(r)
eff

(t) is due

solely to the modulation of the pulse amplitude and phase. This model has been used successfully

to describe the effect of low-power S3APs on spins I = 1/2 subject to large SA interactions, and

so we use it here to model the effect of S3APs applied to spins I = 1. Here we use the effective

Hamiltonians up to third order to model the effect of the S3AP. Starting from the jolting-frame

Hamiltonian in equation 44 the first-, second-, and third-order effective Hamiltonians have the
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following expressions [48]:

H̃(1)
eff

(t) = ĥ0(t), (46)

H̃(2)
eff

(t) = −
1
2

∑
p,0

[
ĥ−p(t), ĥ+p(t)

]
pωr

, (47)

H̃(3)
eff

(t) = −
1
2

∑
p,0

[[
ĥ0(t), ĥ+p(t)

]
, ĥ−p(t)

]
p2ω2

r
−

1
3

∑
p,0

∑
p′,p,0

[[
ĥp−p′(t), ĥ+p′(t)

]
, ĥ−p(t)

]
pp′ω2

r
. (48)

C. Stroboscopic observation described by average Hamiltonian theory

The double-quantum excitation pulse schemes that are described here employ conventional

pulses of constant amplitude and phase. In this case the time dependence is due only to the MAS,

and we can define an average Hamiltonian H that describes the evolution of the spin system if we

restrict the observation of the density operator to time points that are integer multiples of the rotor

period, referred to as stroboscopic observation. The average Hamiltonian can be calculated from

the (now time-independent) effective Floquet Hamiltonian by a unitary transformation described

by an operator ∆̂ [48]:

H = ∆̂H̃eff∆̂−1 (49)

=

+∞∑
r=1

H
(r)
, (50)

where H
(r)

is the rth-order average Hamiltonian, which is given by

H
(r)

= ∆̂H̃(r)
eff

∆̂−1. (51)

The average Hamiltonians can be calculated more simply by AHT. The first-, second-, and third-

order average Hamiltonians are given by the following integral expressions [36, 49]:

H
(1)

=
1
τr

∫ τr

0
H̃(t1) dt1, (52)

H
(2)

= −
i

2τr

∫ τr

0

∫ t2

0

[
H̃(t2), H̃(t1)

]
dt1dt2, (53)

H
(3)

= −
1

6τr

∫ τr

0

∫ t3

0

∫ t2

0

{[
H̃(t3),

[
H̃(t2), H̃(t1)

]]
+

[
H̃(t1),

[
H̃(t2), H̃(t3)

]]}
dt1dt2dt3. (54)
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Substituting in the jolting-frame Hamiltonian in equation 44, we obtain:

H
(1)

=ĥ0, (55)

H
(2)

= −
1
2

∑
p,0

[
ĥ−p, ĥ+p

]
pωr

+
∑
p,0

[
ĥ0, ĥ+p

]
pωr

, (56)

H
(3)

=
1
3

∑
p,0

∑
p′,p,0

[
ĥ+p′ ,

[
ĥp−p′ , ĥ−p

]]
pp′ω2

r
+

1
2

∑
p,0

[
ĥ+p,

[
ĥ0, ĥ−p

]]
p2ω2

r
−

1
2

∑
p,0

[
ĥ0,

[
ĥ0, ĥ+p

]]
p2ω2

r

+
∑
p,0

∑
p′,0

[
ĥ+p′ ,

[
ĥ−p′ , ĥ+p

]]
pp′ω2

r
+

1
2

∑
p,0

∑
p′,0

[
ĥ+p′ ,

[
ĥ+p, ĥ0

]]
pp′ω2

r
. (57)

IV. RADIOFREQUENCY PULSE SCHEMES

We now outline the RF pulse schemes that are used in the work described here. The double-

quantum excitation sequences employ conventional RF pulses with constant field amplitude and

phase, whilst the low-power inversion experiments are performed using S3APs, which are are

swept-frequency adiabatic pulses. Following this we examine the conditions under which a pulse

designed for inversion can be used successfully as a refocusing pulse.

A. Conventional pulses

The simplest pulse is one of constant RF field amplitude ω1 and phase φp, and therefore has a

time-independent waveform. The Hamiltonian Ĥ1 is also time independent, and is written imme-

diately from equation 40 as

Ĥ1 = ω1R̂z

(
φp

)
ÎxR̂z

(
φp

)−1
. (58)

The pulse is applied for a time τp, which is referred to as the pulse length. When applied to an

isolated spin so that it is exactly resonant with the resonance frequency the equilibrium density op-

erator, which is proportional to Îz, undergoes the following transformation expressed in Cartesian

basis operators:

Îz → cos
(
θp

)
Îz − sin

(
θp

)
cos

(
φp

)
Îy + sin

(
θp

)
sin

(
φp

)
Îx, (59)

where θp = ω1τp is the nominal flip angle.
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B. Swept-frequency adiabatic pulses

The second class of pulse considered here is the swept-frequency adiabatic pulse, for which the

amplitude and phase profiles satisfy the following conditions [5]:

ω1(t) = ω1(τp − t), (60)

φp(t) = φp(τp − t). (61)

The amplitude profile normally comprises a slow ramp-up of the RF field at the beginning of

the pulse, and a corresponding ramp down at the end, and may have constant amplitude for the

central part of the pulse waveform. The phase profile is usually more important for determining

the inversion properties of the pulse. The condition imposed above ensures that the effective

transmitter offset relative to the receiver reference frequency satisfies

φ̇p(t) = −φ̇p(τp − t). (62)

Both φp(t) and φ̇p(t) are characterised by a parameter that describes the range of frequencies over

which the effective transmitter sweeps during the pulse, and which determines the inversion band-

width of the pulse. The class of adiabatic pulses considered here are the WURST-n pulses of Kupce

and Freeman [11], which have been shown to be effective S3APs [4, 15, 18]. The amplitude, phase,

and effective transmitter-offset profiles are

ω1(t) = ωmax
1

[
1 −

∣∣∣∣sin
{
π
(
t/τp − 1/2

)}∣∣∣∣n] , (63)

φp(t) =
∆ω

2

(
t2

τp
− t +

τp

4

)
, (64)

φ̇p(t) =
∆ω

2

(
2t
τp
− 1

)
, (65)

where ωmax
1 and ∆ω are the peak RF field amplitude and sweep width of the pulse. The conditions

for successful inversion with these pulses is discussed in detail below. It should be emphasised

that, despite the emphasis here on the WURST-n pulses, the description of the S3AP also applies

to other adiabatic pulse waveforms, such as the hyperbolic secant [12, 14, 16, 17], and pulses with

optimized sweep profiles [50]. In particular this latter class of pulse is observed to perform better

than the standard WURST for short sweeps.
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C. The excitation sculpting principle

We now discuss the use of RF pulse schemes in the role of refocussing pulses, rather than

for inversion. Refocussing is more demanding than inversion, because for the former we simply

need to convert the density operator Îz to −Îz, whereas for the latter we need to convert the +1-

coherence operator Î+ to the −1-coherence operator Î− (and vice versa), without introducing any

frequency- or orientation-dependent phase errors. However there is an elegant idea which enables

one to use a pulse scheme designed exclusively for inversion as a successful refocussing element.

This excitation sculpting principle was first developed for isotropic spin systems in solution NMR

[51, 52], but can equally-well be used to describe anisotropic spin systems under MAS [4].

The description of excitation sculpting begins with a pulse sequence S , which may be a sin-

gle pulse, composite pulse, or combination of pulses and delays such as a spin echo. The only

condition is that the duration of the sequence τS must be an integer number of rotor periods. The

Hamiltonian describing the density-operator evolution during S comprises both the RF term Ĥ1(t)

and the Hamiltonian describing the interactions under MAS Ĥ0(t). Now we give an important sec-

ond condition that the total Hamiltonian contains only spin terms of spherical-tensor rank one. In

particular this means that Ĥ0(t) contains only interactions such as the chemical shift and SA, and

does not include interactions of spin rank two, such as homonuclear dipolar couplings or, more

importantly for I = 1, quadrupolar interactions. If only rank-one interactions are present we can

describe the overall effect of the pulse sequence on the spin system via the following propaga-

tor, which represents a rotation about an axis in spin space as specified by a set of Euler angles

ΩS = (αS , βS , γS ):

Û (αS, βS, γS) = R̂z (αS) R̂y (βS) R̂z (γS) . (66)

We note that ΩS contains information about the system Hamiltonian under MAS in addition to the

RF irradiation. The transformation of the density operator can now be computed using the well-

known transformation rules governing rotations of irreducible spherical-tensor operators [53].

To describe inversion we apply the propagator to the density operator which represents the spin

system at thermal equilibrium, which in spherical-tensor notation is ρ̂0 = T̂10. The pulse sequence
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causes the following transformation:

ρ̂1 = Û (αS, βS, γS) T̂10Û (αS, βS, γS)−1 (67)

= d(1)
00 (βS) T̂10 (68)

= cos (βS) T̂10, (69)

where we have retained only the term in T̂10. The extent of inversion is given by the factor cos (βS),

with complete inversion being achieved when βS = π. To describe refocussing we set the initial

density operator to ρ̂0 = T̂1−1. Following the sequence S , and phase-cycling to retain only the term

in T̂1+1, so that the coherence order has changed from −1 to +1, we obtain the following:

ρ̂1 = Û (αS, βS, γS) T̂1−1Û (αS, βS, γS)−1 (70)

= d(1)
+1−1 (βS) exp (−i(αS − γS)) T̂1+1 (71)

=
1
2

(1 − cos (βS)) exp (−i(αS − γS)) T̂1+1. (72)

The amplitude of ρ̂1, (1 − cos (βS)) /2, depends on the βS , and is at the maximum possible value

when βS = π, i.e. the condition for complete inversion. However the density operator also acquires

a phase −αS +γS, which depends not only on the details of the RF pulse but also on the spin-system

interaction parameters, crystallite orientation, and MAS frequency. This phase error renders the

sequence S as unsuitable for refocussing. The solution is to apply S for a second time, with the

difference that we select the opposite change of coherence order from +1 to −1, to give the density

operator ρ̂2. Retaining only the term with coherence order −1, represented by T̂1−1, the result is

ρ̂2 = d(1)
+1−1 (βS) exp (−i(αS − γS)) Û (αS, βS, γS) T̂1+1Û (αS, βS, γS)−1 (73)

= d(1)
+1−1 (βS) d(1)

−1+1 (βS) exp (−i(αS − γS)) exp (+i(αS − γS)) T̂1−1 (74)

=
1
4

(1 − cos (βS))2 T̂1−1. (75)

We see that the two phase errors have cancelled, leaving an overall phase of zero, and that the

amplitude is now the square of (1 − cos (βS)) /2. We obtain the maximum signal intensity of unity

if βS = π, and so we see that we can use any pulse sequence designed for inversion as a refocusing

element if we employ the sequence twice.
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As noted above the excitation sculpting principle applies only if we have spin-rank-one terms in

the Hamiltonian, and so we would expect the refocussing efficiency to break down if we introduce

non-negligible rank-two interactions such as the first-order quadrupole interaction.

V. THE THEORETICAL DESCRIPTION OF PULSE SCHEMES FOR BROADBAND INVER-

SION OF A SPIN I = 1 IN PRESENCE OF FIRST-ORDER QUADRUPOLAR INTERACTION

Here we extend the theory of the S3AP to describe the adiabatic inversion of a spin I = 1

that is subject to a large first-order quadrupole interaction. Whilst the logic behind the idea is the

same as for the case of the SA discussed discussed in ref. [18], the results are somewhat more

complex due to the different form of the spin interaction. For comparison the results for a spin

I = 1 experiencing a large SA are summarised in the SI. The theoretical formalism developed in

this section allows us for the first time to obtain complete experimental 14N population inversion

using low-power RF irradiation.

A. The jolting-frame description

The propagator Û0(t2, t1), which describes the transformation from the rotating frame to the

jolting frame in equation 43, is the propagator ÛQ
q (γQR; t2, t1) which describes evolution under the

first-order quadrupolar Hamiltonian ĤQ
q (γQR; t). This propagator is

ÛQ
q (γQR; t2, t1) = exp

(
−i

∫ t2

t1
ĤQ

q (γQR; t) dt
)
. (76)

The propagator commutes with the spin operator Îz, and so we can write the jolting-frame Hamil-

tonian as

H̃(t) = ω1(t)R̂z (φ1(t)) ÛQ
q (γQR; t, 0)−1 ÎxÛQ

q (γQR; t, 0)R̂z (φ1(t))−1 , (77)

where the pulse phase φ1(t) = nωrt+φp(t) describes an S3AP which simultaneously sweeps through

the nth-order sideband of the transition |+1〉 → |0〉 (of intensity B(n)
q and phase ξ(n)

q (γQR)), and the

nth-order sideband of the transition |0〉 → |−1〉 (of intensity B(−n)
q and phase −ξ(−n)

q (γQR)). The

transformation of the spin operator Îx under the forward propagator ÛQ
q (γQR; t, 0) is described in
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the SI:

Îx =
√

2Î(+1,0)
x +

√
2Î(0,−1)

x (78)

→
√

2
[
Î(+1,0)

x cos
[
ΦQ

q (γQR; t, 0)
]

+ Î(+1,0)
y sin

[
ΦQ

q (γQR; t, 0)
]]

+
√

2
[
Î(0,−1)

x cos
[
ΦQ

q (γQR; t, 0)
]
− Î(0,−1)

y sin
[
ΦQ

q (γQR; t, 0)
]]

(79)

=
√

2R̂(+1,0)
z

(
ΦQ

q (γQR; t, 0)
)

Î(+1,0)
x R̂(+1,0)

z

(
ΦQ

q (γQR; t, 0)
)−1

+
√

2R̂(0,−1)
z

(
−ΦQ

q (γQR; t, 0)
)

Î(0,−1)
x R̂(0,−1)

z

(
−ΦQ

q (γQR; t, 0)
)−1

, (80)

where the rotation operators are defined as

R̂(M1,M2)
a (φ) = exp

(
−iφÎ(M1,M2)

a

)
. (81)

We see that Îx splits into the x-spin operators for the two single-quantum transitions, Î(+1,0)
x and

Î(0,−1)
x , which evolve at the same frequency, but in opposite directions about their respective z-axes.

Applying the inverse of this transformation, and expanding the phase factors of Φ
Q
q (γQR; t, 0) as

Fourier series we obtain the following jolting-frame Hamiltonian:

H̃(t) =
√

2ω1(t)
+∞∑

m=−∞

[
B(m)

q R̂(+1,0)
z

(
φp(t) − ξ(m)

q (γQR) + (n − m)ωrt
)

Î(+1,0)
x R̂(+1,0)

z

(
φp(t) − ξ(m)

q (γQR) + (n − m)ωrt
)−1

+ B(m)
q R̂(0,−1)

z

(
φp(t) + ξ(m)

q (γQR) + (n + m)ωrt
)

Î(0,−1)
x R̂(0,−1)

z

(
φp(t) + ξ(m)

q (γQR) + (n + m)ωrt
)−1

]
.

(82)

At first glance this Hamiltonian has a rather complex appearance. However it can be understood

in a relatively straightforward manner.

The jolting frame Hamiltonian comprises two combs of RF pulses, each applied to one of the

single-quantum transitions. The comb that is applied to the transition |+1〉 → |0〉 comprises a series

of pulses m with effective transmitter frequencies (n−m)ωr, RF field amplitudes
√

2ω1(t)B(m)
q , and

constant phases −ξ(m)
q (γQR) relative to the pulse phase. The second comb applied to the other tran-

sition |0〉 → |−1〉 comprises a series of pulses with the same effective transmitter offsets (n−m)ωr,

RF field amplitudes
√

2ω1(t)B(−m)
q , and phases +ξ(−m)

q (γQR). The sign change in m associated with

the second transition is a consequence of the spinning sideband manifold of the second transition

being a related to the first by a reversal of the frequency axis.
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We now rewrite the jolting-frame Hamiltonian in the form of equation 44 using the following

steps. Firstly we change the summation index from m to p, by setting p = n − m in the terms

involving the transition |+1〉 → |0〉, and p = n + m in the terms involving the transition |0〉 → |−1〉:

H̃(t) =
√

2ω1(t)
+∞∑

p=−∞

[
B(n−p)

q R̂(+1,0)
z

(
φp(t) − ξ(n−p)

q (γQR) + pωrt
)

Î(+1,0)
x R̂(+1,0)

z

(
φp(t) − ξ(n−p)

q (γQR) + pωrt
)−1

+ B(−n+p)
q R̂(0,−1)

z

(
φp(t) + ξ

(−n+p)
q (γQR) + pωrt

)
Î(0,−1)

x R̂(0,−1)
z

(
φp(t) + ξ

(−n+p)
q (γQR) + pωrt

)−1
]
.

(83)

Secondly we rewrite the Cartesian spin operators in terms of the fictitious spin-1/2 raising and

lowering operators Î(M1,M2)
± , which are defined as

Î(M1,M2)
± = Î(M1,M2)

x ± iÎ(M1,M2)
y , (84)

and apply the following expressions for the z-rotations of Î(M1,M2)
± :

R̂(M1,M2)
z (φ)Î(M1,M2)

± R̂(M1,M2)
z (φ)−1 = Î(M1,M2)

± exp(∓iφ). (85)

The result is a jolting-frame Hamiltonian written in the form of equation 44:

H̃(t) =

√
1
2
ω1(t)

∑
p

[
B(n−p)

q exp
(
+i

(
φp(t) − ξ(n−p)

q (γQR) + pωrt
))

Î(+1,0)
−

+ B(n−p)
q exp

(
−i

(
φp(t) − ξ(n−p)

q (γQR) + pωrt
))

Î(+1,0)
+

+ B(−n+p)
q exp

(
+i

(
φp(t) + ξ

(−n+p)
q (γQR) + pωrt

))
Î(0,−1)
−

+ B(−n+p)
q exp

(
−i

(
φp(t) + ξ

(−n+p)
q (γQR) + pωrt

))
Î(0,−1)
+

]
, (86)

in which the operator coefficients ĥp are

ĥp(t) =

√
1
2
ω1(t)

[
B(n−p)

q exp
(
+i

(
φp(t) − ξ(n−p)

q (γQR)
))

Î(+1,0)
− + B(n+p)

q exp
(
−i

(
φp(t) − ξ(n+p)

q (γQR)
))

Î(+1,0)
+

+ B(−n+p)
q exp

(
+i

(
φp(t) + ξ

(−n+p)
q (γQR)

))
Î(0,−1)
− + B(−n−p)

q exp
(
−i

(
φp(t) + ξ

(−n−p)
q (γQR)

))
Î(0,−1)
+

]
.

(87)

We now calculate the effective Floquet Hamiltonian. It turns out that we capture the important
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features of the S3AP applied to a quadrupole if we restrict the calculation up to second order.

The first-order effective Hamiltonian is

H̃(1)
eff

(t) =
√

2ω1(t)
[
B(n)

q R̂(+1,0)
z

(
φp(t) − ξ(n)

q (γQR)
)

Î(+1,0)
x R̂(+1,0)

z

(
φp(t) − ξ(n)

q (γQR)
)−1

+ B(−n)
q R̂(0,−1)

z

(
φp(t) + ξ(−n)

q (γQR)
)

Î(0,−1)
x R̂(0,−1)

z

(
φp(t) + ξ(−n)

q (γQR)
)−1

]
. (88)

It comprises two single-quantum-selective RF fields, each of which is applied to one of the two

single-quantum transitions. The first term is an RF field applied to the |+1〉 → |0〉 with amplitude
√

2ω1(t)B(n)
q and phase φp(t)−ξ(n)

q (γQR), i.e. the amplitude is scaled by the intensity of the irradiated

nth-order sideband of this transition, and the phase is offset by minus the sideband phase. The

second term is applied to the other transition |0〉 → |−1〉 and has an amplitude
√

2ω1(t)B(−n)
q

scaled down by the intensity of the irradiated nth-order sideband of this transition, and phase

φp(t)+ξ(−n)
q (γQR) which is offset by minus the corresponding sideband phase of this transition. The

form of this Hamiltonian can be compared with the first-order effective Hamiltonian computed for

an SA, given in the SI. In both cases there are two RF fields, each applied to one of the two distinct

single-quantum transitions. In the case of the quadrupolar interaction the additional complexity

compared to the SA is due to the former transforming Î(+1,0)
x and Î(0,−1)

x differently, whereas they

are indistinguishable under the SA.

The second-order effective Hamiltonian has a more complex form than for the case of the SA

given in the SI. It comprises terms proportional to the longitudinal operators for the two single-

quantum transitions, Î(+1,0)
z and Î(0,−1)

z , and additional double-quantum transverse terms represented

by the operators Î(+1,−1)
x and Î(+1,−1)

y :

H̃(2)
eff

(t) =
ω1(t)2

2ωr

∑
p=,0


(
B(n+p)

q

)2
−

(
B(n−p)

q

)2

p

 Î(+1,0)
z −

ω1(t)2

2ωr

∑
p=,0


(
B(−n+p)

q

)2
−

(
B(−n−p)

q

)2

p

 Î(0,−1)
z

+
ω1(t)2

2ωr

∑
p,0

B(n+p)
q B(−n+p)

q R̂(+1,−1)
z

(
2φp(t) − ξ(n+p)

q (γQR) + ξ
(−n+p)
q (γQR)

)
× Î(+1,−1)

x R̂(+1,−1)
z

(
2φp(t) − ξ(n+p)

q (γQR) + ξ
(−n+p)
q (γQR)

)−1

−
ω1(t)2

2ωr

∑
p,0

B(n−p)
q B(−n−p)

q R̂(+1,−1)
z

(
2φp(t) − ξ(n−p)

q (γQR) + ξ
(−n−p)
q (γQR)

)
× Î(+1,−1)

x R̂(+1,−1)
z

(
2φp(t) − ξ(n−p)

q (γQR) + ξ
(−n−p)
q (γQR)

)−1
. (89)
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The two longitudinal spin terms have the same form as, and are an analogy to, the second-order

effective Hamiltonian calculated under the SA interaction (see SI). The double-quantum terms are,

however, a new feature that arises from the different transformations of Î(+1,0)
x and Î(0,−1)

x under the

quadrupolar interaction.

The expressions are relatively complicated. However the essential features of the S3AP can be

described by examining the special case in which we irradiate the centreband n = 0. Since we are

now irradiating the same sideband of both transitions the effective Hamiltonians have a simpler

form which we use henceforth. However it should be borne in mind that the description given

in this case essentially also applies to an S3AP that irradiates the other sidebands, although the

mathematical details are more complicated. On irradiating the centreband the first-order effective

Hamiltonian becomes

H̃(1)
eff

(t) =
√

2ω1(t)B(0)
q

[
R̂(+1,0)

z

(
φp(t) − ξ(0)

q (γQR)
)

Î(+1,0)
x R̂(+1,0)

z

(
φp(t) − ξ(0)

q (γQR)
)−1

+ R̂(0,−1)
z

(
φp(t) + ξ(0)

q (γQR)
)

Î(0,−1)
x R̂(0,−1)

z

(
φp(t) + ξ(0)

q (γQR)
)−1

]
(90)

=ω1(t)B(0)
q R̂z

(
φp(t)

)
ÛQ

q

(
ξ(0)

q

)−1
ÎxÛQ

q

(
ξ(0)

q

)
R̂z

(
φp(t)

)−1
, (91)

where the quadrupolar propagator ÛQ
q (φ) is defined as

ÛQ
q (φ) = exp

[
−iφ

(
Î2
z −

1
3

I(I + 1)Ê
)]
. (92)

Likewise the second-order effective Hamiltonian also has a considerably simplified form, which is

H̃(2)
eff

(t) =
ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z + R̂(+1,−1)
z

(
2φp(t)

)
Î(+1,−1)

x R̂(+1,−1)
z

(
2φp(t)

)−1
]

(93)

=
ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z + R̂z

(
φp(t)

)
Î(+1,−1)

x R̂z

(
φp(t)

)−1
]
, (94)

with the dimensionless quantity cΣ being the following sum over all sidebands:

cΣ =
∑
p,0

(
B(+p)

q

)2
−

(
B(−p)

q

)2

p
. (95)
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Rewritten in terms of the irreducible spherical tensor operator basis the effective Hamiltonians are

H̃(1)
eff

(t) =

√
1
2
ω1(t)B(0)

q cos
(
ξ(0)

q

) [
exp(+iφp(t))T̂1−1 − exp(−iφp(t))T̂1+1

]
− iω1(t)B(0)

q sin
(
ξ(0)

q

) [
exp(+iφp(t))T̂2−1 + exp(−iφp(t))T̂2+1

]
, (96)

H̃(2)
eff

(t) =
ω1(t)2

2ωr
cΣ


√

3
2

T̂20 +
1
2

(
exp(+2iφp(t))T̂2−2 + exp(−2iφp(t))T̂2+2

) . (97)

Both Hamiltonians contain contributions from second-rank tensors, and so we would not neces-

sarily expect the excitation sculpting principle to hold. The adiabatic inversion and refocussing

properties are examined next.

B. Adiabatic inversion and refocussing

We now examine the adiabatic inversion and refocussing properties of an S3AP applied to a spin

I = 1 under the influence of a first-order quadrupolar interaction. As the effective Hamiltonians

in the jolting frame are more complicated than for a spin subject to an SA [18] (see SI), so are

the mathematics underpinning the spin dynamics due to the pulse. The effect of this pulse on the

spin system is more easily analysed following a transformation into a superadiabatic reference

frame [4, 54]. In the first step we transform the effective Floquet Hamiltonians in equations 91

and 94 from the jolting frame to a frequency-modulated frame with the transformation propagator

R̂z

(
φp(t)

)
ÛQ

q

(
ξ(0)

q

)−1
. We note that both factors in the propagator commute with each other, and

that ÛQ
q

(
ξ(0)

q

)
also commutes with Î(+1,0)

z − Î(0,−1)
z , Î(+1,−1)

x , and Î(+1,−1)
y . The frequency-modulated

Hamiltonian Ĥ(0)(t) is therefore:

Ĥ(0)(t) = −φ̇p(t)Îz + R̂z

(
φp(t)

)−1
ÛQ

q

(
ξ(0)

q

) (
H̃(1)

eff
(t) + H̃(2)

eff
(t)

)
ÛQ

q

(
ξ(0)

q

)−1
R̂z

(
φp(t)

)
(98)

= −φ̇p(t)Îz + ω1(t)B(0)
q Îx +

ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z + Î(+1,−1)
x

]
, (99)

where the first term in Îz is a fictitious field due to the relative motions of the jolting and frequency-

modulated reference frames. In order to proceed further we define two different RF-field amplitude

regimes which would be relevant for different crystallite orientations under different experimental

conditions (MAS frequency, RF field amplitude). We refer to these as the ‘lower-power’ regime

25



A, and ‘higher-power’ regime B, which are defined formally as:

ω1(t)B(0)
q �

ω1(t)2

2ωr
|cΣ| , regime A, (100)

ω1(t)B(0)
q �

ω1(t)2

2ωr
|cΣ| , regime B. (101)

In general terms, regime A applies at lower RF field amplitudes where the first-order effective

Hamiltonian dominates, and regime B applies at higher RF field amplitudes where the second-

order effective Hamiltonian dominates. The exact RF field amplitude at which we move from

one regime to the other is ωmax
1 =

(
2B(0)

q / |cΣ|
)
ωr. In practice for a powder sample under given

experimental conditions this point is generally difficult to specify as it depends on the relative

sizes of B(0)
q and cΣ, and therefore on the quadrupolar interaction parameters and the crystallite

orientation, in addition to the MAS frequency. One may therefore find that, for a given set of

experimental parameters, one crystallite may be in regime A and another may be in regime B.

For each regime we have a different Hamiltonian in the frequency-modulated frame, which are

denoted Ĥ(0)
A (t) and Ĥ(0)

B (t):

Ĥ(0)
A (t) ≈ −φ̇p(t)Îz + ω1(t)B(0)

q Îx, (102)

Ĥ(0)
B (t) ≈ −φ̇p(t)Îz +

ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z + Î(+1,−1)
x

]
. (103)

We consider each case in turn.

We first consider the pulse operating in regime A, in which we can write the frequency-

modulated Hamiltonian in terms of an effective field ω(0)
eff,A(t) and tilt angle θ(0)

A (t) as follows:

Ĥ(0)
A (t) = ω(0)

eff,A(t)R̂y

(
θ(0)

A (t)
)

ÎzR̂y

(
θ(0)

A (t)
)−1

, (104)

ω(0)
eff,A(t)2 = φ̇p(t)2 +

(
ω1(t)B(0)

q

)2
, (105)

tan
(
θ(0)

A (t)
)

= −
ω1(t)B(0)

q

φ̇p(t)
. (106)

We now transform into the first adiabatic frame defined by the propagator R̂y

(
θ(0)

A (t)
)

to give the

Hamiltonian Ĥ(1)
A (t), which has the same form as the corresponding Hamiltonian describing the
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S3AP under the SA interaction (see SI):

Ĥ(1)
A (t) = R̂y

(
θ(0)

A (t)
)−1

Ĥ(0)
A (t)R̂y

(
θ(0)

A (t)
)
− θ̇(0)

A (t)Îy (107)

= ω(0)
eff,A(t)Îz − θ̇

(0)
A (t)Îy, (108)

where the term in Îy is the fictitious field due to the relative motions of the frequency-modulated

and first-adiabatic frames. We can now define an adiabaticity factor Q(1)
A as

1

Q(1)
A

= max

∣∣∣∣∣∣∣ θ̇
(0)
A (t)

ω(0)
eff,A(t)

∣∣∣∣∣∣∣ . (109)

When the condition Q(1)
A � 1 is satisfied the pulse is adiabatic and we approximate Ĥ(1)

A (t) as

Ĥ(1)
A (t) ≈ ω(0)

eff,A(t)Îz, (110)

which contains only the effective field along z. In this case the pulse acts in the same way as a

pulse applied to a spin I = 1 subject to an SA and no quadrupolar interaction, and we can analyse

the inversion and refocussing performance in the same way.

The overall propagator ÛA(t, 0) that describes the spin dynamics of the S3AP in the jolting

frame, and comprising the transformation from the jolting frame to the first adiabatic frame at

t = 0, evolution under the Hamiltonian in equation 110 up to time t, and transformation back into

the jolting frame at time t, is

ÛA(t, 0) = R̂z

(
φp(t)

)
ÛQ

q

(
ξ(0)

q

)−1
R̂y

(
θ(0)

A (t)
)

R̂z

(∫ t

0
ω(0)

eff,A(t′)dt′
)

ÛQ
q

(
ξ(0)

q

)
R̂z

(
φp(0)

)−1
, (111)

where we have noted that θ(0)
A (0) = 0. The inversion performance is evaluated by applying this

propagator to Îz, which results in the following density operator at time t:

ρ̂(t) = cos
(
θ(0)

A (t)
)

Îz +
√

2 sin
(
θ(0)

A (t)
) [

cos
(
φp(t) − ξ(0)

q

)
Î(+1,0)

x + sin
(
φp(t) − ξ(0)

q

)
Î(+1,0)
y

+ cos
(
φp(t) + ξ(0)

q

)
Î(0,−1)

x + sin
(
φp(t) + ξ(0)

q

)
Î(0,−1)
y

]
. (112)

At the end of the pulse t = τp, the tilt angle is θ(0)
A (τp) = π, and we have obtained full inversion with

ρ̂(τp) = −Îz. To evaluate the refocussing performance we apply the propagator to Î−. On doing so
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we obtain the following density operator at end of the pulse:

ρ̂(τp) = Î+ exp
[
i
{∫ τp

0
ω(0)

eff,A(t)dt − φp(0) − φp(τp) + π

}]
. (113)

As the pulse delivers complete inversion, we have obtained complete conversion to Î+, but with

an orientation-dependent phase. However following the excitation sculpting principle, if we apply

the propagator a second time we recover Î−, with the phase errors refocussed:

ρ̂(2τp) = Î−. (114)

Hence we see that in regime A the excitation principle is obeyed, meaning that the population

inversion efficiency can be used to calculate the refocussing efficiency directly using equations 69

and 75. This is because the operators involved in the propagator in equation 111 are all of rank

one, with the exception of the factor ÛQ
q

(
ξ(0)

q

)
, which is a transformation under T̂20. However as

seen from the density operator following a single pulse applied to Î−, as shown in equation 113, it

is apparent that evolution under ÛQ
q

(
ξ(0)

q

)
self-refocusses during the course of the pulse.

In regime B, the frequency-modulated Hamiltonian takes the following form Ĥ(0)
B (t):

Ĥ(0)
B (t) = −2φ̇p(t)Î(+1,−1)

z +
ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z + Î(+1,−1)
x

]
(115)

= ω(0)
eff,B(t)R̂(+1,−1)

y

(
θ(0)

B (t)
)

Î(+1,−1)
z R̂(+1,−1)

y

(
θ(0)

B (t)
)−1

+
ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z

]
. (116)

We note that Ĥ(0)
B (t) has a marked difference to Ĥ(0)

A (t). The effective field ω(0)
eff,B(t) and tilt angle

θ(0)
B (t) in the expression for Ĥ(0)

B (t) are given by

ω(0)
eff,B(t)2 = 4φ̇p(t)2 +

ω1(t)4

4ω2
r

c2
Σ, (117)

tan
(
θ(0)

B (t)
)

= −
ω1(t)2cΣ

4φ̇p(t)ωr
. (118)

We now transform into the first adiabatic frame via the propagator R̂(+1,−1)
y

(
θ(0)

B (t)
)
. We see that the

spin operator in the first term of equation 116, R̂(+1,−1)
y

(
θ(0)

B (t)
)

Î(+1,−1)
z R̂(+1,−1)

y

(
θ(0)

B (t)
)−1

, is converted

into the longitudinal term Î(+1,−1)
z , and that the spin operator in the second term Î(+1,0)

z − Î(0,−1)
z is
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unaffected, as it commutes with Î(+1,−1)
y . The resulting Hamiltonian Ĥ(1)

B (t) is therefore

Ĥ(1)
B (t) = ω(0)

eff,B(t)Î(+1,−1)
z +

ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z

]
− θ̇(0)

B (t)Î(+1,−1)
y , (119)

where we note a term in Î(+1,−1)
y is added to account for the motion of the adiabatic frame in the

frequency-modulated frame. The adiabaticity of the S3AP is quantified with an adiabaticity factor

Q(1)
B , which is defined as

1

Q(1)
B

= max

∣∣∣∣∣∣∣ θ̇
(0)
B (t)

ω(0)
eff,B(t)

∣∣∣∣∣∣∣ . (120)

As previously the pulse is said to be adiabatic when this adiabaticity factor is much greater than

unity, here corresponding to Q(1)
B � 1, in which case we can neglect the last term in Ĥ(1)

B (t), which

now takes the following approximate expression:

Ĥ(1)
B (t) ≈ ω(0)

eff,B(t)Î(+1,−1)
z +

ω1(t)2

2ωr
cΣ

[
Î(+1,0)
z − Î(0,−1)

z

]
. (121)

This Hamiltonian is used to evaluate the inversion and refocussing performance of the pulse.

The propagator ÛB(t, 0) is:

ÛB(t, 0) =R̂z

(
φp(t)

)
ÛQ

q

(
ξ(0)

q

)−1
R̂(+1,−1)

y

(
θ(0)

B (t)
)

R̂(+1,−1)
z

(∫ t

0
ω(0)

eff,B(t′)dt′
)

ÛQ
q

(
3cΣ

4ωr

∫ t

0
ω1(t′)2dt′

)
× ÛQ

q

(
ξ(0)

q

)
R̂z

(
φp(0)

)−1
, (122)

where we have noted that θ(0)
B (0) = 0. The inversion performance is determined by applying

ÛB(t, 0) to Îz, which results in the following density operator:

ρ̂(t) = cos
(
θ(0)

B (t)
)

Îz + 2 sin
(
θ(0)

B (t)
) [

cos
(
2φp(t)

)
Î(+1,−1)

x + sin
(
2φp(t)

)
Î(+1,−1)
y

]
. (123)

At the end of the pulse the tilt angle takes the value θ(0)
B (τp) = π, and complete inversion is ob-

tained. However for refocussing the pulse has a more complicated effect. The second term in the

Hamiltonian in equation 121, of spherical rank two, is not self-refocussed during a single pulse,

and so the excitation-sculpting principle breaks down. The result of a pair of pulses being applied
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to Î− is the following density operator

ρ̂(2τp) = −
√

2
[
Î(+1,0)
− exp

(
i
3cΣ

2ωr

∫ τp

0
ω1(t)2dt

)
+ Î(0,−1)
− exp

(
−i

3cΣ

2ωr

∫ τp

0
ω1(t)2dt

)]
. (124)

We see that there are two terms, in Î(+1,0)
− and Î(0,−1)

− , each of which has acquired an orientation-

dependent phase. This effect is not refocussed by the pair of pulses as it is due to the second-rank

term in the Hamiltonian. The S3AP therefore cannot be used to refocus single-quantum coherences

of spins I = 1 when the quadrupolar interaction is non-negligible.

It is worth considering the refocussing effect of the pulse on the one remaining coherence

operator Î(+1,−1)
− which represents double-quantum coherence. It is straightforward to show that, in

both regimes A and B, applying a pair of pulses to Î(+1,−1)
− results in complete refocussing along the

coherence-transfer pathway −2→ +2→ −2 with no overall phase, i.e. ρ̂(2τp) = Î(+1,−1)
− . Therefore

we can use the S3AP to refocus double-quantum coherences.

Before leaving this topic we make a comment about the adiabaticity factors. When optimizing

an adiabatic pulse for inversion on an isotropic spin system it is necessary to increase the adia-

baticity factor so that it passes a well-defined threshold value, that depends on the pulse length,

sweep width, and RF field amplitude [5]. Therefore it follows that if this minimum adiabaticity

factor is known the required pulse parameters can be calculated rather than optimized. The same

principles are true for an S3AP applied to an anisotropic spin I = 1, but with the additional com-

plication that the adiabaticity factors in the two pulse regimes A and B, given by Equations 109

and 120, now depend on the quadrupolar spin parameters, crystallite orientation (via B(0)
q and cΣ),

and MAS frequency in addition to the parameters defining the pulse. This means that whilst it

may be possible to calculate the threshold pulse parameters required for inversion of the spin in a

crystallite of a particular orientation, doing the same for a powder sample is a more difficult task

since we must now consider a range of values of B(0)
q and cΣ for different crystallites. Furthermore

we recall that different crystallites may be in different regimes A and B for a given RF field am-

plitude. In practice this means that for a powder sample it is a simpler task to optimize the S3AP

experimentally, than to calculate the optimum parameters.
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VI. THE THEORETICAL DESCRIPTION OF PULSE SCHEMES FOR LOW-POWER

DOUBLE-QUANTUM EXCITATION FOR SPIN I = 1 IN PRESENCE OF FIRST-ORDER

QUADRUPOLAR INTERACTION

We now turn to the second topic of this paper, which is the use of low-power single-sideband-

selective irradiation schemes to excite double-quantum coherences. This is of interest as such

coherences do not evolve under the first-order quadrupolar interaction, and so exhibit higher res-

olution in the spectrum. To describe the double-quantum excitation schemes at low power we

again extend the jolting-frame formalism, and give particular attention to the double-quantum RF

field term in the effective Hamiltonian of equation 97. We then use the theory to design an en-

tirely new low-power pulse scheme that can be used to generate double-quantum coherences with

unprecedented efficiency.

A. The jolting-frame description

We begin the development of a double-quantum excitation pulse sequence with the analysis of a

conventional low-power pulse of constant amplitude ω1 and phase φp that is resonant with the cen-

treband. We also take the duration of the pulse to be one rotor period τr, and employ stroboscopic

sampling where we observe the density operator only at multiples of τr. Under these conditions,

and with the only time dependence in the jolting frame being due to the MAS modulation of the

quadrupolar interaction, the evolution of the spin system is properly described with AHT. The first

three lowest-order average Hamiltonians are described by equations 55–57, using the expression

for ĥp given in equation 87.

The first- and second-order average Hamiltonians H
(1)
φp

and H
(2)
φp

are given by equations 55 and

56, and have the forms:

H
(1)
φp

= ω1B(0)
q R̂z

(
φp

)
ÛQ

q

(
ξ(0)

q

)−1
ÎxÛQ

q

(
ξ(0)

q

)
R̂z

(
φp

)−1
, (125)

H
(2)
φp

=
ω2

1

2ωr
dΣ

[
Î(+1,0)
z − Î(0,−1)

z + R̂z

(
φp

)
Î(+1,−1)

x R̂z

(
φp

)−1
]
. (126)

The first-order average Hamiltonian has exactly the same form as the first-order effective Floquet

Hamiltonian, as both are equal to ĥ0, and comprises single-quantum spin operators. The second-

order average Hamiltonian comprises longitudinal and double-quantum spin operators, and has
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the same form as the second-order effective Floquet Hamiltonian, but with cΣ substituted with dΣ,

which has the expression

dΣ =
∑
p,0


(
B(+p)

q

)2
−

(
B(−p)

q

)2
− 2B(0)

q B(+p)
q cos

(
ξ

(+p)
q − ξ(0)

q

)
+ 2B(0)

q B(−p)
q cos

(
ξ

(−p)
q − ξ(0)

q

)
p

 . (127)

The double-quantum part of H
(2)
φp

is of interest here as it can be used to excite double-quantum

coherences.

The expression for H
(1)
φp

is proportional to the operator Îx under a unitary transformation. From

the transformation rules summarized in the SI, this Hamiltonian can be written as a sum of the

coherence operators Î(+1,0)
± and Î(0,−1)

± , each of which is subject to a phase shift. In particular each of

these coherence operators is shifted by a phase ∓φp imparted by the pulse, as can be seen directly

from the expression for ĥ0 given by equation 87. In the second-order average Hamiltonian the

longitudinal operators are independent of the pulse phase, whilst the double-quantum operators

Î(+1,−1)
± have phase ∓2φp. This arises because H

(2)
φp

is calculated from commutators of the form[
ĥr, ĥq

]
, the products of which have phase factors either of the form exp

[
±i(φp − φp)

]
= 1 or

exp
[
±i(φp + φp)

]
= exp

[
±i2φp

]
.

The expression for the third-order average Hamiltonian H
(3)
φp

is more complicated, but we are

able to elucidate the dependence on φp rather easily using the approach above. From equation

57 we see that the third-order average Hamiltonian depends on double commutators of the form[
ĥs,

[
ĥr, ĥq

]]
. The phase factors of this expression are therefore calculated from the product of

a phase factor of ĥs with a phase factor of H
(2)
φp

, which gives overall phases of ±φp and ±3φp.

However we note that the latter phase corresponds to a triple-quantum spin operator which cannot

be generated for a single spin I = 1, for which only orders between −2 and +2 can be generated.

That is to say the basis operators representing a single spin I = 1 comprises orders of only up

to double quantum. Therefore the third-order average Hamiltonian contains only single-quantum

terms with phases imparted by the pulse of ±φp.

B. The XiX double-quantum excitation pulse sequence

Having established the forms of the average Hamiltonians and how they vary with the pulse

phase, we now require a pulse scheme in which the double-quantum part of H
(2)
φp

is retained, and
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any undesirable remaining terms are suppressed. This is because the generation of double-quantum

coherence is due to evolution under the double-quantum Hamiltonian, whilst the remaining terms

may result in transformations to other, unwanted coherences. To achieve our aim we exploit the

different phase properties of the average Hamiltonians. In particular we see that when the phase

is inverted from φp = 0 to π, the odd-order average Hamiltonians undergo a sign change, whilst

the even-order average Hamiltonians are unchanged. If we denote the rth-order Hamiltonian with

phase 0 and π as H
(r)
+x and H

(r)
−x respectively we summarise these symmetry properties as:

H
(r)
−x = (−1)r H

(r)
+x. (128)

From here we see that we can eliminate the first-order average Hamiltonian by constructing a

supercycle comprising a pair of pulses S +x and S −x of the same length τr and phases 0 and π [55].

The evolution of the density operator over this supercycle of total length 2τr is described by an

average Hamiltonian Hx−x, which can be calculated from the average Hamiltonians of the two

pulses H+x and H−x using the Baker–Campbell–Hausdorff expansion [49]:

exp
(
−iHx−x2τr

)
= exp

(
−iH−xτr

)
exp

(
−iH+xτr

)
(129)

= exp
[
−i

(
H−x + H+x

)
τr −

1
2

[
H−x,H+x

]
τ2

r + . . .

]
. (130)

This gives the following expression:

Hx−x =
1
2

(
H−x + H+x

)
−

iπ
2ωr

[
H−x,H+x

]
+ . . . . (131)

Now we expand H±x as sums of the rth-order Hamiltonians, and obtain the following expression

for Hx−x truncated at third order:

Hx−x = H
(2)
+x +

iπ
ωr

[
H

(1)
+x,H

(2)
+x

]
. (132)

From Equation 132 we see that the first-order average Hamiltonian of the supercycle is zero,

and the second-order average Hamiltonian is equal to the second-order term of the single pulse

S +x, H
(2)
+x. This is a consequence of the symmetry properties in Equation 128. The commutator

in Equation 132 represents a cross term between H
(1)
+x and H

(2)
+x, and is equal to the third-order
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contribution to Hx−x. Substituting in the expressions in Equations 125 and 126 we obtain the

following explicit expressions for Hx−x to up third order:

H
(1)
x−x = 0̂, (133)

H
(2)
x−x =

ω2
1

2ωr
dΣ

[
Î(+1,0)
z − Î(0,−1)

z + Î(+1,−1)
x

]
, (134)

H
(3)
x−x =

πω3
r

ω2
1

B(0)
q dΣÛQ

q

(
π/2 − ξ(0)

q

)
ÎxÛQ

q

(
π/2 − ξ(0)

q

)−1
, (135)

where 0̂ is the null operator. Henceforth we do not discuss the third-order term further. The

remaining second-order average Hamiltonian contains only the second-rank longitudinal spin op-

erator Î(+1,0)
z − Î(0,−1)

z , and the double-quantum spin operator Î(+1,−1)
x . Following the application of

N supercycles the resulting density operator is described by a propagator Ûx−x (2Nτr, 0). Remem-

bering that Î(+1,0)
z − Î(0,−1)

z commutes with Î(+1,−1)
x we write this propagator as the product of two

operator exponentials:

Ûx−x (2Nτr, 0) = exp
[
−iH

(2)
x−x2Nτr

]
(136)

= exp
[
−i
ω2

1

2ωr
dΣ Î(+1,−1)

x 2Nτr

]
exp

[
−i
ω2

1

2ωr
dΣ

(
Î(+1,0)
z − Î(0,−1)

z

)
2Nτr

]
. (137)

We now examine the excitation of double-quantum coherence from equilibrium magnetization

by applying Ûx−x (2Nτr, 0) to Îz. The right-hand operator in equation 137 commutes with Îz, and so

can be neglected. The transformation under the left-hand term can be written in a straightforward

manner by using Îz = 2Î(+1,−1)
z and the following transformation rule [33, 35]:

exp
(
−iφÎ(+1,−1)

x

)
Î(+1,−1)
z exp

(
+iφÎ(+1,−1)

x

)
= cos(φ)Î(+1,−1)

z − sin(φ)Î(+1,−1)
y . (138)

Hence the generation of double-quantum coherence for a single crystallite is governed by the

following transformation under Ûx−x (2Nτr, 0):

Ûx−x (2Nτr, 0) ÎzÛx−x (2Nτr, 0)−1 = cos(ε)Îz − 2 sin(ε)Î(+1,−1)
y . (139)

The magnitude of the double-quantum coherence is |2 sin(ε)| where ε is a flip angle with the
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following expression

ε = 2dΣNπ
(
ω1

ωr

)2

. (140)

The efficiency of the double-quantum excitation depends both on the crystallite orientation via the

sideband intensities and phases in the expression dΣ, as well as the values of the spinning frequency

and RF field amplitude.

This double-quantum creation process has a companion transformation in which double-

quantum coherences are converted back to z-magnetization with the same XiX pulse train. The

transformation is

Ûx−x (2Nτr, 0)
[
2Î(+1,−1)

y

]
Ûx−x (2Nτr, 0)−1 = 2 cos(ε)Î(+1,−1)

y + sin(ε)Îz. (141)

We refer to the double-quantum excitation and reconversion sequences as z2DQ and DQ2z respec-

tively.

Whilst the individual pulses in the XiX sequence are single-sideband selective, it is worth

noting that the XiX sequence itself is not. Since the sequence is periodic with cycle time τc

the excitation profile contains sidebands located at frequencies nωc relative to the carrier, where

ωc = 2π/τc and n is an integer, which is analogous behaviour to the DANTE sequence [3, 4]. For

all the XiX sequences here τc is equal to two rotor periods, and so the sidebands are separated

by half the spinning frequency. This is a detail that is not immediately apparent in the average-

Hamiltonian treatment, since the average Hamiltonian describes only the cumulative evolution

of the density operator over the entire XiX sequence, and the presence of the sidebands in the

excitation profile only appear explicitly if we consider the Hamiltonian during time points within

the sequence. Nevertheless the cumulative effect of these excitation sidebands do appear in the

average Hamiltonian in the sum expression of dΣ, and clearly both descriptions ultimately give the

same description of the spin dynamics.

It is clear that these sequences can be incorporated into a variety of NMR experimental schemes

for spin I = 1, of which we discuss two. Firstly we apply a pulse sequence that correlates the

double-quantum spectrum with the conventional single-quantum spectrum using the sequence and

coherence-transfer pathway in Figure 2 (a). The double-quantum coherences are excited using

the z2DQ sequence, and then evolve during t1. The reconversion sequence DQ2z converts these

coherences back to z polarization, from which the single-quantum coherences are then excited
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FIG. 2: Examples of pulse sequences and coherence-transfer pathways for correlation spectroscopy for a
nuclear spin I = 1, employing the XiX double-quantum generation scheme. The two-dimensional double
quantum–single quantum correlation pulse sequence is shown in (a). XiX irradiation is used both for double-
quantum excitation (z2DQ) and reconversion each to Îz (DQ2z). Each RF irradiation period comprises M
and N pairs of pulses respectively. The double-quantum evolution occurs during the incremented delay t1.
Following the reconversion irradiation period is a delay τz which precedes the final excitation pulse. The
element is analogous to a conventional z-filter. Acquisition of the single-quantum spectrum occurs during
the time t2. The pulse phases φ1 and φ2, and receiver phase φrx, are cycled according to an EXORCYCLE
scheme [56], i.e. φ1 = (x, y,−x,−y)4, φ2 = (x4, y4,−x4,−y4), and φrx = 2φ1 + 2φ2, where the subscript n
indicates n repetitions. The D-DQ-HMQC pulse sequence is shown in (b). Here 1H anti-phase coherences
are excited by the combination of the first 1H 90◦ pulse and the symmetry-based heteronuclear diplolar
recoupling sequence SR42

1 [57]. The Îz operator on the I-spin is converted into double-quantum coherence
with the same XiX sequence as in (a). This double-quantum term then evolves during t1 before being
reconverted back to Îz. Finally a second SR42

1 recoupling sequence regenerates the in-phase coherence on
1H that is detected during t2. The wide unfilled rectangles on the 14N channel represent the low-power
single-sideband-selective pulses of length τr, the narrow filled rectangle is a conventional high-power 90◦

excitation pulse, and the narrow unfilled rectangle is a conventional high-power 180◦ refocussing pulse.
k is an integer. The pulse and receiver phases are cycled as φ3 = (x4, y4,−x4,−y4), φ4 = (x, y,−x,−y)4,
φ5 = x16, and φrx = 2φ4 − φ3.

using a conventional 90◦ pulse prior to acquisition.

Secondly we present a dipolar-HMQC (D-HMQC) pulse sequence [21–27] that has been mod-

ified to acquire the double-quantum spectrum of I indirectly by correlating it with the conven-

tional 1H single-quantum spectrum (hereafter referred to as D-DQ-HMQC). Here the first 90◦
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pulse excites the 1H coherence Ŝ +, which evolves during the heteronuclear dipolar recoupling

sequence SR42
1 to generate an anti-phase coherence ÎzŜ + [57]. As for the sequence in (a) the

XiX double-quantum generation sequence converts the I-spin part of this operator into an I-spin

double-quantum coherence Î(+1,−1)
y Ŝ + that evolves during t1. The second XiX scheme regenerates

the anti-phase coherence ÎzŜ +, which evolves back into the in-phase coherence Ŝ + that is detected

during acquisition.

Here we note that the scheme of applying a combination of pairs of pulses with phases separated

by π has been used for heteronuclear 1H decoupling in the x–inverse x (XiX) scheme [58]. Hence

we refer to the present pulse scheme as XiX double-quantum generation/reconversion.

VII. EXPERIMENTAL AND SIMULATION DETAILS

A. Solid-state NMR

Solid-state NMR spectra of (NH4)2C2O4 were acquired on a Bruker Avance III 700 spectrome-

ter operating at a 14N Larmor frequency of 50.6 MHz, with a 3.2 mm HXY probe at 20 kHz MAS.

The reference spectra were acquired with a solid-echo pulse sequence (90◦–τr–90◦–τr–aqc.), with

an EXORCYCLE phase cycle applied to the second pulse [56]. The 90◦ pulse length was cali-

brated at 4.88 µs, corresponding to a nominal RF field amplitude of 51.2 kHz. Inverted spectra

were acquired with a solid-echo sequence following a WURST-20 S3AP [11, 18] with length 5 ms

and sweep width 20 kHz. The spectra were acquired with 512 scans and a recycle delay of 2 s.

The double-quantum excitation spectra were acquired with the sequence in Figure 2 (a), to which

is appended a solid echo prior to acquisition. The z-filter delay was set to 1 ms. These spectra

were acquired with a 64 scans and a recycle delay of 2 s.

Solid-state NMR spectra of glycine were acquired on a Bruker Avance III 500 spectrometer

operating at a 14N Larmor frequency of 36.1 MHz, with a 0.7 mm HXY probe at 111.111 kHz

MAS. The magic angle was carefully calibrated with a two-dimensional satellite-transition magic-

angle spinning (STMAS) spectrum of Na2SO4 [59], and it was confirmed that there is negligible

drift (< 0.001◦) of the angle over time and due to sample ejection/re-insertion. The 14N reference

spectra were acquired with a DANTE solid-echo pulse sequence (DANTE–τr–DANTE–τr–aqc.),

with an EXORCYCLE phase cycle applied to the DANTE sequence [56]. The DANTE sequence

was a D41
1 sequence of duration 41 rotor periods (369 µs), each containing a small-flip-angle pulse
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of length 0.0609 µs with a nominal RF field amplitude of 100 kHz. Inverted spectra were acquired

with a DANTE solid-echo sequence following a WURST-20 S3AP [11, 18] with length 1 ms and

sweep width 111.111 kHz. The spectra were acquired with 65536 scans and a recycle delay of 1

s. The D-HMQC and D-DQ-HMQC experiments at 111.111 kHz MAS were performed using 1H

pulses of lengths 2.5 µs and 5 µs for excitation and refocusing respectively corresponding to an

RF field strength of 100 kHz. Heteronuclear 1H–14N dipolar recoupling was achieved with the su-

percycled symmetry-based recoupling sequence SR42
1 using experimentally optimized recoupling

times of 216 µs and RF field strengths of 79 kHz for both excitation and reconversion [57]. In

the D-HMQC experiment the conventional excitation pulses on the 14N channel were optimized

experimentally to length of 10 µs using RF field strength of 90 kHz. For the D-DQ-HMQC ex-

periments the pulse sequence in Figure 2 (b) was used with an XiX DQ-generation block that was

experimentally optimized to length 72 µs and RF field strength 42 kHz. Each HMQC spectrum

was acquired with 128 scans and a recycle delay of 2.0 s.

All spectra were referenced to solid NH4Cl.

B. SpinDynamica simulations

Spin dynamics simulations were performed using SpinDynamica 2.13.1 in Mathematica

9.0.1.0. The simulations of inversion and refocussing in the presence of an SA interaction, pre-

sented in the SI, were performed with an anisotropy of −ω0∆σ of 200 kHz and asymmetry pa-

rameter ηCS of 0.3 at 60 kHz MAS. Simulations of inversion, refocussing, and double-quantum

excitation in the presence of a first-order quadrupolar interaction were performed either with a

CQ of 1.19 MHz (corresponding to ωQ/2π = 892.5 kHz) and asymmetry parameter ηQ of 0.52

at 60 kHz MAS, corresponding to glycine, or with a CQ of 93.4 kHz (ωQ/2π = 70.05 kHz) and

asymmetry parameter ηQ of 0.42 at 20 kHz MAS, corresponding to (NH4)2C2O4. In both cases

single-crystal calculations were performed with two representative orientations with Euler angles

ΩCR or ΩQR of (0◦, 45◦, 0◦) and (0◦, 60◦, 0◦). Simulations of full powders were performed using

the Zaremba–Conroy–Wolfsberg (ZCW) scheme with 538 three-angle sets [60–62].
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VIII. EXPERIMENTS AND SIMULATIONS OF LOW-POWER BROADBAND 14N MAS NMR

A. Simulated single-crystal results for S3AP for spin I = 1 under first-order quadrupolar inter-

action

We now turn our attention to the application of an S3AP to the inversion of populations and

refocussing of coherences of a spin I = 1 subject to a large first-order quadrupolar interaction.

These results can be compared with those showing the inversion and refocussing applied to a spin

I = 1 subject to a large SA, which are given in the SI. Figure 3 shows the RF inversion and

refocussing profiles of a WURST-20 S3AP applied to the centreband of the spinning-sideband

manifold of two single-crystal orientations. The quadrupolar interaction parameters are set to

match those of the 14N spin in glycine, i.e. CQ = 1.19 MHz and ηQ = 0.52, under 60 kHz MAS.

The simulated transformation pathway for inversion is Îz → cz Îz, with the RF inversion profile

being given by the plot of cz against RF field amplitude. In all cases the S3AP is applied to the

centreband. The simulated refocussing performance as a function of RF field amplitude, referred

to as the RF refocussing profile, is calculated from a pair of such pulses applied to the initial

operator Î−. The simulated transformation is Î− → c+ Î+ → c− Î−, with the RF refocussing profile

being given by the plot of c− against RF field amplitude. This calculation therefore corresponds

to the RF refocussing profile of a double spin echo with two S3APs where phase-cycling has been

employed to select the coherence (p)-transfer pathway of p = −1→ +1→ −1. We also show the

refocussing profiles for double-quantum coherence from a double spin echo, where the calculated

transformation is Î(+1,−1)
− → c(+1,−1)

+ Î(+1,−1)
+ → c(+1,−1)

− Î(+1,−1)
− , and the calculated profile is given by

c(+1,−1)
− .

The inversion profiles for the orientations specified by ΩQR = (0◦, 45◦, 0◦) and ΩQR =

(0◦, 60◦, 0◦) are shown in Figure 3 (a) and (b) respectively. The exact RF profile for the orien-

tation ΩQR = (0◦, 45◦, 0◦) in Figure 3 (a) shows an increasing extent of inversion with increasing

RF field amplitude with 100% efficiency at 40 kHz. It can also be seen that this behaviour closely

matches that predicted by the first-order effective Floquet Hamiltonian in the jolting-frame model

(equations 91 and 92) at all RF field amplitudes up to 60 kHz, and that inclusion of the second-

order effective Floquet Hamiltonian (equations 94 and 95) results in only a very minor correction.

This indicates that, in this case, the inversion performance is dictated almost entirely by the first-

order RF field in the jolting frame model. From this it would appear that the adiabaticity of the
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FIG. 3: Simulations of the RF inversion and refocussing profiles of an S3AP applied to two single-crystal
orientations of a spin I = 1 subject to an quadrupolar interaction. The crystallite orientation (0◦, 45◦, 0◦)
has sideband parameters B(0)

q = 0.16 and cΣ = −0.21, and the orientation (0◦, 60◦, 0◦) has B(0)
q = 0.01

and cΣ = −0.37. The two RF inversion profiles, shown in (a) and (b), plot the expectation value of Îz,
Mz/M0, as a function of RF field amplitude following a single WURST-20 pulse applied to the centreband.
In plot (a) complete inversion is obtained with RF field amplitudes above 40 kHz, where the adiabaticity
factors in regimes A and B are Q(1)

A = 4.37 and Q(1)
B = 0.39, indicating that the pulse is operating in regime

A. By contrast in plot (b) complete inversion is obtained with RF field amplitudes above 60 kHz, where
Q(1)

A = 0.04 and Q(1)
B = 6.44, indicating that the pulse is operating in regime B. The corresponding single-

quantum RF refocussing profiles, shown in (c) and (d) plot the expectation value of Î−, Mxy/M0, following
the application of a pair of the same WURST-20 pulses to the centreband. In this case the coherence-transfer
pathway has been filtered to select p = −1 → +1 → −1. The plots in (e) and (f) are double-quantum RF
refocussing profiles, which show the expectation value of Î(+1,−1)

− , M(+1,−1)
xy /M0, following the application

of the pair WURST-20 pulses. Here the selected coherence-transfer pathway is p = −2 → +2 → −2.
The results for the crystallite orientation specified by ΩQR = (0◦, 45◦, 0◦) are shown in (a), (c), and (e),
and those for ΩQR = (0◦, 60◦, 0◦) are shown in (b), (d), and (f). The solid black curves correspond to the
exact simulations. The results computed from the jolting-frame approximation are also shown. The dotted
grey curves show the results calculated using the first-order effective Hamiltonian (equations 91 and 92),
and the dashed black curves show the results calculated from the effective Hamiltonian up to second order
(equations 91, 92, 94, and 95). The quadrupole parameters are CQ = 1.19 MHz (ωQ/2π = 892.5 kHz) and
ηQ = 0.52, and the MAS frequency is 60 kHz. The WURST-20 pulse [11] is of 1 ms duration and sweep
width 60 kHz, and is applied to the centreband.
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S3AP is described by regime A as defined in equation 100. This observation is supported by a

comparison of the adiabaticity factors in the two regimes, which at 40 kHz RF field amplitude

are Q(1)
A = 4.37 and Q(1)

B = 0.39; hence adiabatic behaviour is seen only in regime A. However

the actual description of the spin dynamics is more complex, as we will see when discussing the

refocussing profiles. What actually happens is that, at higher RF field amplitudes above 10 kHz

(i.e. where
∣∣∣ωmax

1

∣∣∣ > |ωr| /6) the second-order fields become larger, and their effect is to reinforce

the first-order field. The overall spin dynamics actually occur in the cross-over region between

regimes A and B, where here the adiabatic behaviour is dominated by the former. This effect is

difficult to see here as the inversion performance due to just the first-order field is already very

good.

The second profile for the orientation ΩQR = (0◦, 60◦, 0◦) in Figure 3 (b) shows very different

behaviour. Generally whilst the extent of inversion improves on increasing the RF field amplitude,

there are two regions (40–45 kHz and 50–55 kHz) were the opposite is seen and the inversion

performance is worse. Complete inversion is finally reached at 60 kHz RF field amplitude, where

the adiabaticity factors are Q(1)
A = 0.04 and Q(1)

B = 6.44. This behaviour cannot be explained by the

first-order term in the effective Floquet Hamiltonian which, as the simulation shows, results in only

a very small field that has a negligible effect on the spin system. On the other hand, including the

second-order effective Floquet Hamiltonian results in a better agreement with the exact calculation,

indicating that this term dominates the inversion performance at RF field amplitudes of
∣∣∣ωmax

1

∣∣∣ >
|ωr| /6 (corresponding to a threshold here of 10 kHz), as expected when the adiabatic properties of

the pulse are described by regime B in equation 101. The deviation of the jolting frame model from

the exact calculation above 40 kHz would be remedied by also including the third-order effective

Hamiltonian.

The two RF single-quantum refocussing profiles, shown in Figure 3 (c) and (d), are compli-

cated. This because the quadrupolar coupling Hamiltonian is of spin-rank two, which renders the

excitation-sculpting principle invalid, resulting in their being no simple relationship between the

inversion and refocussing profiles, unlike the case of the SA, as shown in the SI. However at low

RF field amplitudes of
∣∣∣ωmax

1

∣∣∣ ≤ |ωr| /6, when the spin dynamics are described solely by the first-

order effective Floquet Hamiltonian the excitation sculpting principle is still valid as this effective

Hamiltonian is of spin-rank one in the adiabatic reference frames. However at higher RF field am-

plitudes such that
∣∣∣ωmax

1

∣∣∣ > |ωr| /6, the increasing size of the spin-rank-two second-order effective

Hamiltonian causes the excitation sculpting principle to break down, and results in oscillations in
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the refocussing profile that are clearly seen in both Figure 3 (c) and (d). These oscillations indicate

that at RF field amplitudes above 10 kHz we depart from regime A, and begin to move towards

regime B.

The two refocussing profiles for the double-quantum coherence are shown in Figure 3 (e) and

(f). They both exhibit a refocussing efficiency that matches the inversion performance, and 100%

efficiency is observed under the same conditions where we obtain complete inversion. The reason

for this is that the rank-two second-order Floquet Hamiltonian does not influence the evolution of

the double-quantum coherence operators Î(+1,−1)
± .

The specific simulated examples presented here illuminate some general principles that are

relevant when applying S3APs to spin I = 1 nuclei in single-crystals:

• The spin dynamics of an S3AP can be described by the first-order effective Floquet Hamil-

tonian in the jolting frame for RF field amplitudes
∣∣∣ωmax

1

∣∣∣ ≤ ωr/6;

• In the range of RF field amplitudes ωr/6 ≤
∣∣∣ωmax

1

∣∣∣ ≤ ωr the spin dynamics can be described

by an effective Floquet Hamiltonian up to second- or third-order;

• S3APs can be used for refocussing single-quantum coherences in the absence of a quadrupo-

lar interaction (e.g. for spins I = 1 in cubic environments), but not if the quadrupolar inter-

action is non-negligible;

• S3APs can always be used for refocussing double-quantum coherences.

B. Experimental and simulated powder-sample results for S3AP for spin I = 1 under first-order

quadrupolar interaction

We now present the first experimental applications of the S3AP to the population inversion of

a nuclear spin I = 1 subject to a large quadrupolar interaction. Two examples are given, in which

we target the 14N nucleus of two different compounds. The first example is the ammonium salt

(NH4)2C2O4 under moderate MAS of 20 kHz. The 14N nucleus of the NH+
4 group experiences a

small quadrupolar interaction with CQ = 93.4 kHz and ηQ = 0.42 [63]. The second example is

glycine, in which the 14N of the NH+
3 group experiences an interaction that is an order of magnitude

larger, with CQ = 1.19 MHz and ηQ = 0.52. To enable efficient excitation and inversion of this
14N spin we employed the 0.7 mm ultra-fast spinning probe at MAS frequencies greater than 100
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kHz. In both cases we obtain either complete, or close to complete, inversion using modest RF

field amplitudes that are lower than the MAS frequency.

The simulated RF inversion profiles, following irradiation of different sidebands, of

(NH4)2C2O4 at 20 kHz MAS are shown in Figure 4 (a). The S3AP was a WURST-20 pulse with

a sweep width that was set to the MAS frequency of 20 kHz, and length 5 ms [11]. Close to

100% inversion is predicted with RF field amplitudes between 6 kHz and 15 kHz by irradiating

any of the sidebands with orders between +2 and −2 inclusive. This is a relatively wide window,

corresponding to between 30% and 75% of the MAS frequency, and shows that the pulse is very

tolerant to a misset in the RF field amplitude, as occurs for example with RF inhomogeneity. The

experimental RF inversion profiles are shown for comparison in Figure 4 (b). The experimental

RF profiles were computed from the integrals of the spectra over all spinning sidebands, with the

values normalized relative to the integral of the spectrum acquired with no inversion. The quality

of the agreement is striking, and shows that the predicted favourable tolerance to a misset in the

experimental parameters is also realized in practice. The S3AP irradiation scheme is therefore

very robust. It is worth noting that, when applied to paramagnetic systems, the S3AP generally

delivers an inversion performance that is inferior to that predicted by simulation [4, 18]. This is

because the longitudinal relaxation times T1 and coherence lifetimes T ′2 are usually comparable to

or shorter than the pulse length, which is the order of 1 ms [8, 10]. However that is not the case

here with the 14N nucleus in this diamagnetic system, where the relaxation and dephasing losses

are clearly negligible even for a pulse of 5 ms length. The S3AP scheme is therefore particularly

suited to the problem of broadband inversion of 14N in diamagnetic systems.

The 14N NMR spectrum acquired following the greatest degree of inversion, here with irradi-

ation of a first-order sideband with an RF field amplitude of 7.1 kHz, is shown in Figure 4 (d),

with the reference spectrum shown in Figure 4 (c) for comparison. It is important to note that the

inversion does not distort the relative intensities of the spinning sidebands in the manifold, thus

indicating that the pulse is inverting the crystallites with different orientations with a high degree

of uniformity. We recall here that defining the adiabaticity factors properly for a powder sample is

not straightforward as we need to consider different sideband intensity parameters for each crys-

tallite orientation. Nevertheless we can give a nominal adiabaticity factor calculated in the absence

of quadrupolar interaction effects, which is 39.7 at the optimum RF field strength of 7.1 kHz for

this pulse. The fact that this is higher than needed to achieve inversion of an isotropic spin system

indicates the extent to which the quadrupolar interaction under MAS weakens the adiabaticity of
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FIG. 4: Evaluation of the inversion performance of a WURST-20 S3AP acting on a spinning microcrys-
talline powder sample of (NH4)2C2O4. The simulated RF inversion profiles are shown in (a), and the
corresponding experimental profiles are shown in (b). In the latter the data points are computed from the
integral over the whole spinning-sideband manifold, and normalizing the values relative to the spectrum
acquired following an S3AP RF field amplitude of zero. In both cases the RF profiles have been determined
for irradiation of all the sidebands between orders −5 and +5. The experimental MAS NMR spectra in (c)
and (d) were acquired to illustrate the optimum inversion conditions. The reference spectrum is shown in
(c). The spectrum following irradiation with a WURST-20 S3AP is shown in (d), and shows 100% inversion
with an optimum RF field amplitude of 7.1 kHz, as determined from the RF inversion profiles shown in (b).
The irradiated sideband is indicated with the arrow in (d). The MAS frequency is 20 kHz, and the WURST-
20 S3AP has length 5 ms and sweep width 20 kHz. At the optimum RF field amplitude the adiabaticity
factor calculated in the absence of quadrupolar interaction effects is 39.7. The simulated profiles were cal-
culated with a CQ of 93.4 kHz (ωQ/2π = 70.05 kHz) and ηQ = 0.42, corresponding to the parameters for
(NH4)2C2O4. The powder averaging was performed with 538 ZCW angles [60–62]. See text for further
experimental details.

the pulse.

The application of the S3AP to glycine represents a more exacting test of the method due to the

larger quadrupolar interaction. We note that the use of faster sample spinning increases the range

44



WURST, 111 kHz sweep, 1.0 ms

simulated
experimental

0 20 40

RF field / kHz

60 80 100

1.0

0.0

n
o

rm
a

liz
e

d
 i
n

te
g

ra
l 
(M

z
/M

0
)

0.5

-1.0

-0.5

-10000 -200000

δ(14N) / ppm

1000020000

-10000 -2000001000020000

(b)(a)

(c)

FIG. 5: Evaluation of the inversion performance of a WURST-20 S3AP acting on a spinning microcrys-
talline powder sample of glycine. The simulated and experimental RF profiles shown in (a) show the effect
of irradiation of the centreband. In the latter the data points are computed from the integral over the whole
spinning-sideband manifold, and normalizing the values relative to the spectrum acquired following an
S3AP RF field amplitude of zero. The MAS frequency is 111.111 kHz, and the WURST-20 S3AP has
length 1 ms and sweep width 111.111 kHz. The experimental 14N MAS NMR spectra of glycine are also
shown. The reference spectrum at 111.111 kHz MAS is shown in (b). The spectrum following irradiation
with a WURST-20 S3AP is shown in (c), and shows 80% inversion with an optimum RF field amplitude of
70 kHz, as determined by experimental optimization in (a). At this optimum RF field amplitude the adia-
baticity factor calculated in the absence of quadrupolar interaction effects is 277. The irradiated sideband
was the centreband, as indicated by the arrow in (c). The simulated profiles were calculated with a CQ of
1.19 MHz (ωQ/2π = 892.5 kHz) and ηQ = 0.52, corresponding to the parameters for glycine. The powder
averaging was performed with 538 ZCW angles [60–62]. See text for further experimental details.

of RF field amplitudes that are still within the low-power approximation. In turn this enables us to

employ shorter S3APs with a larger sweep width, and still attain the adiabatic condition by using a

higher RF field amplitude. The shorter pulse length results in less signal loss due to relaxation and

coherence dephasing, whilst the wider sweep width results in the pulse inverting over a greater

isotropic bandwidth, and therefore a larger isotropic shift dispersion. However the combination of

a shorter S3AP with ultra-fast spinning delivers impressive results as shown by the experimental

and simulated inversion profiles in Figure 5 (a). The data were acquired following irradiation of

the centreband with a pulse in which the sweep width was set to the MAS frequency of 111.111

kHz, had length 1 ms, and an RF field amplitudes of 40–80 kHz. We obtain a high degree of 80%

inversion with an optimum RF field amplitude of 70 kHz. The deviations from the simulation

observed here can be ascribed to the faster T1 relaxation and T ′2 dephasing observed for glycine

compared to (NH4)2C2O4. The experimental result is impressive since the spectrum, shown in

Figure 5 (b), has a broad spinning-sideband manifold with a width of approximately 2 MHz. The
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optimum inverted spectrum is shown in Figure 5 (c). As for the previous example we can quote a

nominal adiabaticity factor for this pulse in the absence of the anisotropic spin interactions, which

for this pulse is 277 at 70 kHz RF field amplitude. Once again we note that the high factor required

to achieve inversion of this 14N spin is indicative of how much the adiabaticity is weakened by the

quadrupolar interaction.

The results presented here show that the S3AP is capable of 14N population inversion with very

impressive efficiencies of up to 100% in the best cases, at low RF field amplitudes of between

30% and 60% of the MAS frequency. Such a high degree of inversion at these low RF powers is

completely unprecedented, and cannot even be routinely obtained using conventional high-power

pulses. From these results we can make some general comments about the use of S3APs to spin

I = 1 quadrupolar nuclei in powder samples:

• The S3AP can be used to completely invert a spinning-sideband manifold of a spectral width

that is 1–2 orders of magnitude greater than the RF field amplitude;

• The performance of the pulse improves with faster MAS, allowing higher RF field ampli-

tudes and sweep widths to be used. The latter results in a larger inversion bandwidth of

isotropic shifts, and also allows complete inversion to be obtained for larger CQ values;

• The sweep width of the pulse is always set so that it is equal to the MAS frequency;

• The following considerations apply when choosing the length of the pulse. Longer pulses

result in the adiabatic condition being reached at lower RF field amplitudes, whereas shorter

pulses mitigate relaxation and dephasing losses. The choice represents a compromise be-

tween these two factors;

• A full parameter optimisation of the pulse is straightforward, requiring the variation of both

the RF field amplitude and the irradiated sideband;

• However if insufficient time is available for a full parameter optimisation, it suffices to irra-

diate the most intense sideband and vary the RF field amplitude up to a maximum value that

is equal to the spinning frequency.
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FIG. 6: Simulations of the XiX double-quantum excitation sequence z2DQ on a single-crystal orientation.
The quadrupolar spin parameters match those of glycine at 60 kHz MAS, and the single crystal orientation
is specified by the Euler angles ΩQR = (0◦, 45◦, 0◦). All the plots show the expectation values of Î(+1,−1)

x and
Î(+1,−1)
y (labelled M/M0), following the application of the sequence to Îz, as a function of irradiation time

for different RF field amplitudes. The RF field amplitudes are (a) 15, (b) 30, (c) 45, and (d) 60 kHz. Exact
calculations of Î(+1,−1)

y are shown by the solid curves. The dashed curves are calculated from the jolting-
frame model to second order, using equations 139 and 140. The quadrupole parameters are CQ = 1.19 MHz
(ωQ/2π = 892.5 kHz) and ηQ = 0.52, and the MAS frequency is 60 kHz.

C. Simulated single-crystal results for double-quantum excitation of a spin I = 1 under a first-

order quadrupolar interaction

We now turn to the second topic in broadband solid-state NMR of spins I = 1, which is the low-

power excitation of double-quantum coherences. The excitation scheme that we have developed

and the model used to describe it have focussed on the properties of the sequence when applied to

a single spinning crystal, and so this is the case we examine first before looking at the excitation

applied to a powder sample. Figure 6 shows a series of plots of the simulated amplitude and phase

of the double-quantum coherence that is excited for the 14N nucleus of a single crystal of glycine

with orientation ΩQR = (0◦, 45◦, 0◦) at 60 kHz MAS, and with varying RF field amplitudes. In

each case the simulated transformation is Îz → c(+1,−1)
x Î(+1,−1)

x + c(+1,−1)
y Î(+1,−1)

y , and the graphs plot

the coefficients c(+1,−1)
x and c(+1,−1)

y as a function of irradiation time. Our model predicts that, up

to third-order in the average Hamiltonian treatment, an XiX sequence with base phase x excites

only Î(+1,−1)
y with coefficient c(+1,−1)

y = −2 sin ε, where the flip-angle is given by equation 140 as
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ε = 2dΣNπ (ω1/ωr)2, with dΣ given by equation 127, and therefore contains all the information on

the spinning sideband intensities and phases, which in turn governs the dependence on orientation

of the excitation efficiency. Figure 6 plots the results of the exact simulation, and the jolting frame

model for five RF field amplitudes of (a) 15 kHz, (b) 30 kHz, (c) 45 kHz, and (d) 60 kHz.

As expected from the model, only Î(+1,−1)
y is generated, with an intensity that varies approxi-

mately as a sine wave with minimum and maximum values of −2 and +2. The agreement between

the exact curve for Î(+1,−1)
y and the second-order jolting-frame model is very good for low RF field

amplitudes and moderate irradiation times, such as 1 ms with a 15 kHz RF field. Deviations from

the model at higher RF field amplitudes and longer times can be ascribed to the influence of the

third- and higher-order average Hamiltonians which we neglect here. Here these terms have the

effect of progressively lengthening the peak-to-peak interval in the excitation curves, so that there

is no constant period of oscillation, but do not change the maximum excitation intensity. Never-

theless the jolting-frame model to third order accurately predicts all the relevant features of the

excitation scheme, in particular the excitation of a double-quantum coherence with uniform phase,

and without losing any intensity to the creation of other, unwanted coherences. Therefore the low-

power XiX double-quantum excitation scheme z2DQ is an efficient method for when applied to

single crystals, with the main advantageous feature being that we are able to excite the maximum

possible intensity of double-quantum coherences using an RF field with an amplitude that is an

order of magnitude lower than the CQ parameter.

D. Simulated and experimental powder-sample results for double-quantum excitation of spin

I = 1 under first-order quadrupolar interaction

We now take the next step in the evaluation of this new low-power sequence, which is to show

that double-quantum coherences can be excited with unprecedented efficiency in powder samples.

This is potentially challenging since the excitation efficiency for a given RF field amplitude and

irradiation time may vary considerably between crystallites with different orientations ΩQR, and so

we may expect some cancellation of intensities when we average over the powder. Nevertheless,

using a combination of spin dynamics simulations and experimental data on (NH4)2C2O4 at 20

kHz MAS and glycine at 111.111 kHz MAS, we show that high excitation efficiencies for powder

samples can be obtained.

We first evaluated the double-quantum excitation sequence for the 14N site of (NH4)2C2O4 at
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FIG. 7: Experimental and simulated efficiency of the XiX double-quantum generation scheme as a function
of RF field amplitude and irradiation time for (NH4)2C2O4 at 20 kHz MAS. The contour plot in (a) shows
the simulated double-quantum excitation efficiency of the XiX pulse scheme as a function of total excitation
time and RF field amplitude. The equivalent plot is shown in (b), which plots the integral of the total spectral
intensity resulting from applying the pulse sequence in Figure 2 (a) with t1 = 0 (and a solid-echo appended
immediately prior to acquisition). The optimum experimental values of the excitation time and RF field
amplitude were found to be 200 µs and 10 kHz respectively. In acquiring the data shown in (b) the RF field
amplitude and duration of the double-quantum reconversion sequence were held constant at the optimum
values. The values of the integrals are given relative to the largest value at the optimum experimental
parameters. The one-dimensional spectrum resulting from the sequence with the optimum parameters is
shown in (c), with the conventional one-dimensional spectrum in (d) for reference. For the simulations the
quadrupolar parameters are CQ = 93.4 kHz (ωQ/2π = 70.05 kHz),and ηQ = 0.42. The powder averaging
was performed with 538 ZCW angles [60–62]. See text for further experimental details.

20 kHz MAS using a combination of simulation and experiment. Specifically we investigated the

variation of the efficiency of double-quantum excitation on varying the total irradiation time of the

XiX sequence and the RF field amplitude. The simulated excitation performance is presented in

Figure 7 (a), which presents a contour plot of the intensity of the excited double-quantum coher-

ence, that is the powder average of the coefficient c(+1,−1)
y , against these two parameters. We first

notice that the highest obtained intensity of the double-quantum coherence is 0.6 which, when

compared to the maximum possible of 2.0, corresponds to a maximum theoretical efficiency of

30%. We also see that the region of greatest excitation corresponds to a curve that is reminiscent

of a hyperbola, and that there is a large set of parameters which give good double-quantum exci-
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tation. As we increase the RF field amplitude the maximum excitation is attained with a shorter

irradiation time, as we expect from the form of the flip angle εwhich is proportional to Nω2
1, where

N is the number of repeating XiX units. However there is a threshold RF field amplitude, corre-

sponding to approximately ωr/2, above which the excitation efficiency drops. This can be ascribed

to the increasingly important effects of the higher-order terms in the average Hamiltonian and, at

sufficiency large RF field amplitudes that are comparable to or greater than the MAS frequency,

the breakdown of the low-power approximation. Finally we note that the simulations of the reverse

transformation of Î(+1,−1)
y into Îz in the low-power regime produces exactly the same results (not

shown). This is expected from the periodic nature of the transformation. An equivalent plot was

acquired experimentally using the pulse sequence in Figure 2 (a), with t1 = 0 and a solid-echo se-

quence appended before acquisition. Here both the irradiation time and RF field amplitude of the

XiX double-quantum excitation sequence were varied, while those of the reconversion sequence

were left unchanged at 10 kHz and 200 µs, which correspond to the optimum values. The result-

ing contour plot is shown in Figure 7 (b). We see that whilst the experimental plot qualitatively

matches the simulation in Figure 7 (a), there are some quantitative differences, for example in

the optimum experimental parameters which are 10 kHz and 200 µs. One possible source for the

discrepancy is the instability associated with the sudden change in phase of the pulse in the XiX

sequence from 0 to π, which is referred to as a phase transient. This is known to affect adversely

the performance of other periodic pulse sequences, such as those used in symmetry-based recou-

pling [64]. Recently Wittmann et al. have introduced a method to compensate for pulse transients

in such sequence [65], which may also be applicable to the present low-power XiX scheme.

The experimental efficiency of the method was determined by computing the signal-to-noise

ratio of the sum of the sideband intensities of the spectrum acquired using the optimum excita-

tion and reconversion pulse schemes, shown in Figure 7 (c), and comparing this value with the

corresponding signal-to-noise ratio in a reference spectrum, shown in Figure 7 (d), including an

adjustment for the different number of scans. The resulting fraction represents the product of the

efficiencies of the excitation z2DQ and reconversion DQ2z elements, which are both the same.

Therefore the efficiency of both the double-quantum excitation and reconversion elements is given

by the square root of this fraction. On performing this calculation we obtain signal-to-noise ratios

for the sum of the sidebands that are 134 and 1634 for the double-quantum-filtered and refer-

ence spectra respectively. These spectra were acquired with 64 and 512 scans respectively, and

so the fraction of intensity retained in the double-quantum-filtered spectrum, adjusted for the dif-
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FIG. 8: Simulated contour plots for the generation of 14N double-quantum coherence from a microcrys-
talline powder of glycine, showing the excitation amplitude as a function of MAS frequency, irradiation
time, and RF field amplitude. Each of the five contour plots is computed at a different MAS frequency, and
shows the expectation value of the operator Î(+1,−1)

y , M(+1,−1)
y /M0, as a function of irradiation time and RF

field amplitude. The MAS frequencies are (a) 20, (b) 40, (c) 60, (d) 80, and (e) 100 kHz. The quadrupo-
lar parameters are CQ = 1.19 MHz (ωQ/2π = 892.5 kHz), and ηQ = 0.52. The powder averaging was
performed with 538 ZCW angles [60–62].

ferent number of scans, is (134/1634) ×
√

(512/64) = 0.23. Therefore the transfer efficiency for

a single double-quantum excitation block is
√

0.23 = 0.48, or 48%. This is remarkably high, and

completely unprecedented for the low RF field amplitudes, of up to the MAS frequency, utilized

here.

We now move onto the second example, which is the more challenging case of glycine at

111.111 kHz MAS. Figure 8 shows the simulated double-quantum excitation efficiency on a pow-

der of glycine with varying irradiation time, RF field amplitude, and MAS frequency. Five simu-

lations were performed, in each of which the irradiation time and RF field amplitude were varied,

and the MAS frequency was kept constant. The results are presented as five contour plots in Figure

8 (a)–(e) in which the MAS frequencies are (a) 20 kHz, (b) 40 kHz, (c) 60 kHz, (d) 80 kHz, and

(e) 100 kHz. As for the simulation on (NH4)2C2O4 the maximum predicted efficiency is approxi-
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FIG. 9: Experimental evaluation of the XiX double-quantum generation scheme when incorporated into the
D-DQ-HMQC pulse sequence in Figure 2 (b) for glycine at 111.111 kHz. The contour plot in (a) shows the
experimental double-quantum excitation efficiency of the first XiX block in the D-DQ-HMQC experiment
as a function of total excitation time and RF field amplitude. The integrals reported in (a) are those of
the –NH+

3 peak in the 1H spectrum at 8.4 ppm, which is due to the one-bond heteronuclear transfer. The
optimum values were found to be 72 µs and 42 kHz respectively. The one-dimensional spectrum resulting
from the sequence with the optimum parameters is shown in (b), overlaid with the corresponding spectrum
acquired with the conventional D-HMQC spectrum. The broad feature between 1 and 5 ppm is due to a
long-range dipolar transfer between 14N and the CH2

1H nuclei. See text for further experimental details.

mately 30% for all MAS frequencies. At faster MAS we see a decrease in the RF field amplitude

expressed as fraction of the MAS frequency required to obtain the highest excitation. However the

absolute RF field amplitudes required take similar ranges.

The performance of the new double-quantum excitation and reconversion pulse schemes on

glycine was evaluated experimentally at 111.111 kHz MAS on the new Bruker 0.7 mm HXY

probe. Because of the low sensitivity associated with direct 14N excitation and detection, due to the

low gyromagnetic ratio, combined with the small sample volume it proved impractical to perform

a full optimization of the excitation time and RF field amplitude using the double quantum–single

quantum correlation pulse sequence in Figure 2 (a). We instead used the D-DQ-HMQC sequence

in Figure 2 (b) with t1 = 0, which has greater sensitivity due to the excitation and detection of
1H. The contour plot showing the results of the optimization are shown in Figure 9 (a). The plot

shows the variation integral of the peak due to the –NH+
3 group at 8.4 ppm with the parameters

of the first XiX block used for double-quantum excitation, with the parameters of the second

block unchanged. The optimum excitation efficiency was found with a short excitation time of

72 µs (N = 4) and RF field amplitude of 42 kHz. Once again there is good agreement with the

results of the simulation shown in Figure 8 (e), but we also note that there is a small quantitative
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difference where the experimental optimum RF field amplitude is higher, as was also observed for

(NH4)2C2O4.

The efficiency of the D-DQ-HMQC experiment was compared to the conventional D-HMQC.

In the latter sequence the two XiX blocks were replaced with two conventional pulses designed to

excite 14N single-quantum coherences, whose pulse length and RF field amplitude were optimized

experimentally to 10 µs and 90 kHz. An overlay of the first increments of the two optimized

spectra, acquired with the same number of scans, is shown in Figure 9 (b). Here we see that

the intensity of the peak in D-DQ-HMQC spectrum is 63% of the intensity in the conventional D-

HMQC spectrum, which indicates a relative efficiency of each double-quantum excitation block of

79%. This figure is considerably higher than the 30% predicted by the simulation and merits some

comment. Firstly the simulation effectively compares the efficiency of the double-quantum exci-

tation relative to a spectrum which represents 100% excitation for all crystallite orientations. This

is fundamentally different to the experiment, in which we compare the efficiency of the double-

quantum excitation with the efficiency of a conventional 14N excitation pulse which itself does not

deliver 100% excitation for all crystallites. Therefore the figure of 79% represents the increased ef-

ficiency of the low-power double-quantum excitation scheme compared to a higher power, but not

broadband, pulse. This observation is in line with prior studies of broadband NMR with single-

sideband-selective pulses [4, 13, 18]. Secondly the simulation also assumes that the crystallite

orientations are weighted to reflect a random distribution and that the nuclear spins are at equilib-

rium prior to excitation. Again this is not the case in the experiment where the contribution from

each crystallite to the anti-phase coherence on 1H immediately before double-quantum excitation

is also weighted by the orientational dependence of the heteronuclear dipolar recoupling sequence.

The crystallites that are more efficiently recoupled are expected to contribute to the intensity of

the double-quantum spectrum differently when compared to the statistical average. Nevertheless

the observation here is that the excitation efficiencies of the double-quantum excitation scheme

when incorporated into the D-HMQC sequence compare very favourably with the conventional

experiment at very fast MAS frequencies of more than 100 kHz.

Comparable double-quantum excitation efficiencies using other methods require the application

of the highest RF field amplitudes that are available [28, 29]. As a result we expect this new low-

power excitation scheme to be widely used.

To finish this section we provide some practical details on the optimisation of this sequence

experimentally.
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• The full optimisation of the pulse sequence is straightforward, and requires the variation of

both the irradiation time and the RF field amplitude.

• The optimal values of both parameters are interdependent, and so both must be varied in a

two-dimensional array.

• The irradiation time typically takes an optimum value of the order 100 µs to 1 ms, and the

accompanying RF field amplitude optimises within the range of 0 kHz up to the spinning

frequency.

• However it is usually sufficient to keep either the RF field amplitude or irradiation time

fixed, and to vary the other.

IX. CONCLUSIONS

We have extended the theoretical jolting-frame framework describing low-power solid-state

MAS NMR pulse sequences to quadrupolar nuclei of spin I = 1, in order to design entirely

new methods for obtaining complete population inversion and efficient double-quantum excitation.

In the first part of this paper we provided, for the first time, a description of the application of

single-sideband-selective adiabatic inversion to spin I = 1 quadrupolar nuclei, experiencing a large

quadrupolar interaction. Whilst the general concepts closely mirror those presented previously for

low-power inversion of spins I = 1/2 under a large SA [18], it was also revealed that the increased

complexity of the spin I = 1 enables us to design entirely new pulse schemes to manipulate other

transitions. This finding was exploited in the second part of the paper to design a new double-

quantum-excitation pulse scheme that can be incorporated into other experiments.

The inversion and double-quantum pulse schemes were evaluated using a combination of spin-

dynamics simulations, and experiments applied to the 14N NMR of both (NH4)2C2O4 and glycine.

It was found that, for both the pulse schemes, we are able to manipulate spin systems with

anisotropic interactions that are at least one order of magnitude larger than the RF field ampli-

tude. This resulted in very high efficiencies of up to 100% for inversion and 30–79% for double-

quantum excitation which for 14N are completely unprecedented at the low RF field amplitudes

used here. We have also given a checklist of practical points to aid the spectroscopist in the im-

plementation and optimization of both schemes. It was further shown that the double-quantum
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excitation schemes are very versatile and can be incorporated into NMR experiments used to ac-

quire homonuclear double quantum–single quantum correlations, and 1H–14N D-HMQC spectra

We expect the pulse schemes presented here to be widely used for 14N and other spin I = 1 nuclei,

such as 2H. Furthermore following this demonstration of the power of this theoretical method for

designing new pulse schemes, we anticipate further advances in the development of NMR meth-

ods for numerous applications not only to spins I = 1, but also to different and more complex spin

systems.

X. SUPPLEMENTARY MATERIAL

See supplementary material for a summary of the different spin operator bases for a spin I = 1,

a summary of the chemical shielding and paramagnetic shielding interactions of a nuclear spin

I = 1, a summary of the theory of a S3AP applied to a spin I = 1 subject only to a shielding

anisotropy interaction, and simulations of the corresponding RF inversion and refocussing profiles

for a single crystal.

XI. ACKNOWLEDGEMENTS

We acknowledge Dr. Dominique Massiot and Dr. Michaël Deschamps (Université d’Orléans),
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