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Abstract  

The 
1
A1 ground and the first 

1
B2 excited states of the methylenecyclopropene (triafulvene) are 

described by localized wave functions, based on 20 structures Valence Bond structures. The results are 

compared to CASSCF(4,4) calculations for both the energetics and the dipole moment. Additional 

calculations with partial electronic delocalization are presented, and it is shown that the dipole 

moment modification does not correspond to a situation where the antiaromatic situation prevails 

(with 4n electrons in the cycle). Part of the analysis uses a "trust factor" that helps to decide if a wave 

function is appropriate to describe a given state. The trust factor compares the VB wave function to 

the CASSCF's with their overlap. Finally, the Valence Bond density is used to produce density maps 

that illustrate the electron transfer upon excitation. 

Keywords Valence Bond . Excited state. Electronic density . Dipole moment  
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Introduction 

Methylenecyclopropene (MCP, Scheme 4) was first theoretically predicted to be stable (and with a 

strong dipole moment) back in the early 1950’s[1][2][3]. But the first synthesis of the molecule was 

done more than 30 years after, in 1984, and the expected strong dipole moment was finally 

measured[4][5][6]. Substitution of the exocyclic position by more (or less) electronegative substituents 

give rise to very interesting effects[7][8]. The MCP molecule is also particularly interesting because of 

the inversion of the dipole moment upon excitation to the first singlet (
1
B2)[9]. A similar dipole 

inversion also occurs for the triplet[10][11]. Due to these dipole inversions, several studies have used 

MCP to discuss the environment's reorganization upon excitation[12]. Again, the molecule is sensitive 

to substitution and interesting effects are at work in the excited states of modified MCP, for instance in 

thio analogues[13].  

     

  L1 L2 L3  

Scheme 1: Usual Lewis structures for MCP with atoms numbering and orientation. 

The MCP can be described by its a priori most important Lewis structure (L1) as in Scheme 1. This 

structure L1 uses Bond Distorted Orbitals (BDO), extended on two atoms, to describe one  bond. The 

two other drawings are frequently used in the literature to express the charges associated to the dipole 

moment, L2 for the ground state with the normal dipole and L3 for the reverted dipole. 

In this paper we use local wave functions (Valence Bond – like) to describe MCP in the ground state 

(
1
A1) and in its first excited state (

1
B2). Local wave functions are tested against a reference wave 

function such as the CASSCF(4,4) [14]. A trust factor (), which is simply the overlap with the 

reference wave function, is used for the test. Although CASSCF(4,4) is not the best wave function one 

can think about, it is well defined, and contains the main ingredients of these valence states. This will 

be discussed in the next section (computational details). Next, we will introduce the 20 structures of 

the Valence Bond calculations, and computed a few different localization constraints. Each time we 

used  to discuss the reliability of the results for both the ground and the excited state. Finally density 

maps are presented and their meaning is linked to the electron shift upon excitation.   

z

y
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Computational level 

Program, method and basis set 

All calculations CASSCF calculations were carried out with GAMESS-US, version May 1 2013 (R1), 

[15] and we used the XMVB program to obtain the localized wave functions[16]. This program allows 

a total flexibility in the choice of the orbitals, with, for instance, no orthogonality constraint. In our 

calculations, the  orbitals are common to all structures, but px orbitals are different from one structure 

to the other, which corresponds to the breathing orbitals formalism [17][18]. We used bi occupied 

CASSCF(4,4) optimized orbitals for the skeleton. The basis set is the 6-311+G(d) one[19][20]. We 

used the experimental geometry [21] reminded in the annex 2 below. 

The results obtained with this level (CASSCF(4,4)/6-311+G(d)) are in reasonably good agreement 

with other computations. The vertical excitation energy for instance compares well with results of the 

literature VE=4.54 eV vs 4.81 eV for the SAC-CI[9], and around 4.20 eV for QMC computations 

(VMC-DMC) [12]. Similarly, the z-component of the dipole moment is well described, DMz=-1.78 D 

vs -1.99 D for the SAC-CI (see Table 1, entry 1). Additional computations that include the  skeleton 

orbital relaxation through mono excitations of the  electrons to * orbitals (RASSCF, entry 2) do not 

modify very significantly the results neither for the energy (VE=4.79 eV) nor for the dipole 

component (DMz=-1.90 D). The discrepancy with experimental values is usually attributed to the 

solvent and temperature effects as well as to the non-verticality of the experimental transition[22][23].  

Comparison with the literature 

The inversion of polarity between these two states [3] [4] [5] can be appraised with the modification of 

the sign of DMz. The value obtained with our CASSCF(4,4) computation of the 
1
B2 excited state 

(+1.93 D, Table 1 entry 1) compares reasonably well with the literature. As a matter of fact it is more 

sensitive to the environment (solvent) than to the level of calculation. Again, the RASSCF calculation 

on the 
1
B2 excited state wave function, entry 2, does not modify significantly the results (DMz=+1.80 

D). 

Table 1. Vertical excitation energies (VE) from 1 
1
A1 state to 1 

1
B2 state: 

VE=EES-EGS (eV), and z-component of the dipole moment (DMz) in each 

state. Unless explicitly stated, values are obtained in vacuum.
[b,c]

 

 VE DMz (1 
1
A1) DMz (1 

1
B2) 

CAS(4,4)
[a]

 4.54 -1.78 +1.93 

RASSCF
[a]

 4.79 -1.90 +1.80 

CAS(4,4)
 [d]

  4.56 -1.79 +1.92 

HF/CIS[9] 5.51 -2.39 +2.60 
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SAC/SAC-CI[9] 4.81 -1.99 +2.34 

SAC-CI vacuum[24] 4.76 -1.86 +1.19 

SAC-CI-water[24] 4.87 -2.46 +1.42 

SAC-CI-n-hexane[24] 4.70 - - 

CAS(4,5) [22] 4.71 -1.80 +2.07 

CASPT2 [12][22]  4.13 - - 

VMC-DMC-vacuum [12] 4.14 – 4.26 - - 

VMC-DMC-water [12] 4.83 – 5.01 - - 

Exp
[b]

 [4] 4.49 - - 

Exp
[c]

 [4] 4.01 -1.90 - 

[a] This work, 6-311+G(d) basis set. [b] In methanol -78 °C. [c] In n-

pentane -78 °C.
 
[d] from [23] the cc-pVTZ basis set was used. 

 

Choice of VB structures 

Twenty-one Valence Bond structures, which use only atom-centered orbitals, are obtained by the 

distribution of the four π electrons on the four carbon centers. As shown in scheme 2, they are neutral 

(labeled n1, n2, …), ionics (labeled i1, i2, …), and di-ionics (labeled d1, d2, …). Removing one of the 

three neutral structures circumvents a hidden redundancy between them. We removed n1 in order to 

have the possibility to deal with wave functions that are either symmetrical or anti symmetrical toward 

the xz plan of symmetry (in the C2v point group). 

  
  n1 n2 n3 

 
  i1 i2 i3 i4 

 
 i5 i6 i7 i8 
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 i9 i10 i11 i12 

 
 d1 d2 d3 

 
 d4 d5  d6 

Scheme 2: Valence Bond structures. Each circle represents a px atom-centered orbital. A bi occupied 

orbital corresponds to a negative charge and an empty one to a positive charge. Dashed lines represent 

singlet coupling between two electrons on two different centers.  

Results and discussion 

Energies of the structures 

In a first stage, the px orbitals were pre-optimized for the ground state of each individual structure. The 

relative energies of the structures are displayed in Table 2. They are relative to n1. Not surprisingly, 

neutral structures are lower than ionics and di ionics. Among the energies displayed in Table 2 one 

ionic structure (i11) is particularly low in energy compared to others. This structure i11 clearly fulfills 

the Hückel rule for aromaticity: it has 4n+2 π electrons in the 3-membered cycle.[25, 26] The same 

seems to happen when comparing the energies of structures i7 (9.27 eV), which has two electrons in 

the cycle, to i8 (13.88 eV), which has four electrons. Similarly, the di ionic structures d2 and d3 are 

particularly low in energy compared to other di ionic structures. It corresponds again to structures with 

4n+2 electrons in the cycle. However, repulsions between neighboring charges of same sign have a 

large effect on the energetics. Structure d1 and d6 for instance have two neighboring positive charges 

and two neighboring negative charges. They are higher in energy than d4 and d5, which have only 

repulsion between negative charges.  

Table 2. Relative energy of 

independently optimized VB structure 

(eV) with frozen  orbitals from the 

CAS(4,4) ground state calculation. 
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HF -1.77 

CAS(4,4) -3.03 

n1 0.00 

n2
[a]

 3.69 

i1
[a]

 6.39 

i3
[a]

 9.49 

i4
[a]

 10.24 

i7
[a]

 9.27 

i8
[a]

 13.88 

i11 4.81 

i12 8.39 

d1 20.29 

d2
[a]

 11.76 

d4
[a]

 14.23 

d6 25.77 

[a] due to symmetry, En3=En2, Ei2=Ei1, 

Ei5=Ei3, Ei6Ei4, Ei9=Ei7, Ei10=Ei8, Ed3=Ed2, 

Ed5=Ed4. 

 

Trust factor  

The VB wave function for the ground state can be approximated using pre optimized px orbitals. In 

any case we will compare the VB computations to the CASSCF, both for the energetics and for the 

wave function. To compare the wave functions, we recently used their overlap as a guide [14]. The 

overlap between a reference wave function and the VB wave function is called the "trust factor" and is 

labeled [14] [27].When  = 100% the agreement between the CASSCF and the VB wave function is 

perfect. Hence, they describe the same state with the same wave function. A value = 0% indicates 

that the VB wave function describes another state. The trust factor is particularly interesting when the 

wave function is defined on the basis of numerous Slater determinants.   

Ground state results 1 
1
A1  

As shown in Table 3 at step 0, when the orbitals are optimized on the independent VB structures, the 

trust factor is already satisfactory (97.2%), and the orbitals optimization gives a rather small 

improvement (99.5%).  
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However, the energy of the ground state is lowered by about 1.40 eV when the orbitals are optimized 

so the small improvement of  correspond to a significant effect on the energetics. As shown in 

equation 1 (see also annex 2), the ground state in mainly represented by the combination of (c2+c3), i11 

and (i1+i2). The in-phase combination between c2 and c3 is consistent with the A1 symmetry of this 

state. The prominent coefficient of i11 in the wave function is the key of the charge separation in the 

Ground State. When Coulson-Chirgwin [28][29] weights are computed (Figure 1), i11 has a weight of 

about 15%, which is almost as large as that of a covalent structure (c2 or c3), 22%. Last note that 

twelve structures contribute to the ground state with very low weights, but their total cumulated 

weight is significant 13%. This corresponds to a large delocalization, where many structures must be 

defined to obtain a reasonable description. This tendency is magnified in benzene where 175 VB 

structures must be used [30]. 

Table 3. Absolute and relative energy for HF, CAS and optimized VB wave function (eV). The 

relative energies are relative to the CASSCF calculation on the ground state. 

  
 

(%)/CASSCF E (Hartree) DE ( eV) 

VB 1 
1
A1 iter=0 97.2 -153.69477 1.40 

   Opt 99.5 -153.74351 0.07 

VB 1 
1
B2 iter=0 93.2 -153.50937 6.45 

   Opt 96.5 -153.55200 5.29 

CAS(4,4) 1 
1
A1 - - -153.74626 0.00 

CAS(4,4) 1 
1
B2 - - -153.57928 4.54 

 

 
VB

(
1
A1)=0.44 (c2+c3) – 0.22 i11 – 0.13 (i1+i2) + . . .   (1) 

    
Figure 1: Weights (%) of the VB structures of MCP. (a) left, for the 1 

1
A1 ground state; The black 

22 

22 

15 

7 
7 

4 
4 
4 

13 

n2 
n3 
i11 
i1 
i2 
i7 
i9 
i12 
others 
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21 
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20 
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n3 

i4 

i6 
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sector called “other” is a summation of the weights of all other (12) VB structures. (b) right, for the 1 
1
B2 first singlet excited state. The black sector corresponds to 16 structures. 

Excited state-1 
1
B2 

Similar results are obtained for the first singlet excited state. A small improvement of the trust factor is 

obtained upon π orbitals optimization. The energy is lowered by about 1.2 eV. The expression of this 

state in the basis of the VB structures is displayed in equation 2 (see also annex 2). The out-of-phase 

combination between the neutral structures is consistent with the B2 symmetry.
 
 


VB

(
1
B2)=0.32 (n2–n3) + 0.30 (i4–i6) i11 + 0.16 (i1–i2) + . . .   (2) 

Choice of the orbitals (using pre optimized  orbitals) 

For the calculation on the excited state we used the orbitals of the 
1
B2 state from the CASSCF 

calculation. One shall wonder how important are these orbitals. Replacing them by the orbitals of 

the ground state rises the energy by 0.5 eV: it is situated at 6.95 eV above the ground state CASSCF 

energy, instead of 6.45 eV when more appropriate orbitals from the CASSCF ground state 

calculation are used. The trust factor is also only slightly modified (92.2% instead of 93.2%). The 

polarization of the state can be seen with the DMz value: when ground state  orbitals are used for the 

excited state DMz=+2.35 D. When more appropriate  orbitals from the CASSCF calculation of the 

excited state are used, DMz=+2.04 D. The reversed dipole is always correctly obtained. These values 

contrast with the ground state value of -1.81 D when the Valence Bond wave function is computed for 

the ground state (with ground state orbitals for the orbitals). Hence, the dipole is not very sensitive 

to the choice of the orbitals.  

orbitals optimization 

Finally, the  orbitals optimization is of much larger importance for the energy than for the dipole 

moment orientation or for the trust factor. Table 4 reports the DMz values obtained for each state 

when  orbitals from the appropriate CASSCF calculation are used and orbitals are optimized. The 

values are in the same range. The corresponding effective charge on carbon 1 is also given. To obtain 

this value, we defined the dipole on the carbon 1 and on the center of mass of the carbons of the 3-

membered ring [31]. These two points are distant by d=2.185 Å. We observed the inversion of polarity 

on the charges. 

Table 4. Dipole moment on z-axis 

DMz (Debye) and corresponding 

effective charge on carbon 1
[a]

 Q1
eff

 

of triafulvene. 
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State 1 
1
A1 1 

1
B2 

DMz -2.12 2.00 

Q1
eff

 -0.20 0.19 

[a] For calculation of effective 

charge, the distance used (in = 

Q1
eff

 d) is d=2.185 Å. See text. 

 

Link with Lewis structures 

The computations done with the Valence Bond formalism can be more compact if delocalized Lewis 

structures are used for the wave function (L1, L2, L3, Scheme 1). They correspond to standard 

drawings for this system. In order to avoid a strong polarization of the orbital describing the exocyclic 

π bond in L1, and some related redundancy between L1 and L2, we used n1 and L2 instead of L1 and L2. 

The way to obtain the delocalized Lewis structures L2 and L3 is to allow a partial electronic 

delocalization over the three carbon atoms of the cycle, while keeping the charge on the exo cyclic 

atom in a strictly localized orbital (2b1, Figure 2). For L2, the configuration is (1b1)
2 
(2b1)

2
. This 

structure is of A1 symmetry. There are three ways to obtain L3. One is to consider a mixture of doubly 

occupied orbitals (1b1)
2 
(3b1)

2 
 and (1b1)

2 
(a2)

2
. This gives two L3 structures of A1 symmetry (L3' and 

L3"). In our computation, L3' and L3" share the same 1b1 orbital, and are pre optimized together. The 

other way to obtain L3 is to consider the open shell singlet structure (1b1)
2 
(3b1)

1
(a2)

1
, which is of B2 

symmetry. This open shell structure is labeled L3os in the following. L3os can only describe the 
1
B2 

excited state. However, a contrario to the orbitals of L3' and L3" which smoothly optimized, it was not 

possible to optimize the orbitals of L3os at the singlet state without severe rotations between the three 

active orbitals. Hence, because the orbitals involved in the open shell singlet or in the triplet are 

probably alike, we optimize them for the triplet, and use them "as is" for the open shell singlet, L3os, 

without any additional optimization. 

For the ground state, the Coulson-Chirgwin weights of the four structures calculation (n1, L2, L3', L3") 

are 59.9, 30.5, 9.7 and 0.1% with pre-optimized orbitals. These weights are similar if the  orbitals are 

optimized for the ground state (56.8, 31.3, 11.6 and 0.2 %). When this is the case, the energy is 

lowered by 0.45 eV, and the trust factor is as large as =98.4% (Table 5). It is nice to see that the large 

weight of L2 is consistent with the dipole moment. Moreover, structure L2 has a strong aromatic 

character (it contains 4n+2 = 6  electrons), and its important role in the ground state is consistent with 

standard rules of aromaticity. The value we obtain here for L2 is somehow larger than that found by 

Radom based on a two structures calculation, with only Mulliken charges (19%) [31].  
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Figure 2: Partial electronic delocalization, C2v labels of the orbitals, Hückel-like drawings.[32] 

It would be nice to describe the excited state on the basis of these 3 structures: due to the dipole 

inversion one would predict L3 to have a prominent role in the wave function of the excited state. It 

has also some anti aromatic character, and this would fit with an extension of Baird's rule from the 

triplet to specific singlets [33]. However, the 
1
B2 state is very poorly described with such a description. 

Using the aforementioned guess orbitals for L3os we obtained a trust factor of only 51.9%, which is 

extremely low. Moreover, the mean value of the energy (13.2eV) is not even in the range of the 

targeted state. The 20 VB structures calculation gives a much more accurate description and this 

description should be used. The large weights of i4 and i6 correspond to a state that has some bi radical 

components involving C1. In L3os the exo cyclic atom is not part of the singlet coupling, which 

explains that this structure is not relevant. However, using the same orbitals, another configuration can 

be defined: L3os'''=(1b1)
2
 (2b1)

1
 (a2)

1
. It also describes a singlet coupling of B2 symmetry, but involves 

the exocyclic carbon.   

With this L3os''' structure, the π orbital optimization was smooth, and the state we obtained overlaps 

with the CASSCF calculation with a trust factor of = 96.5 %, which shows that the appropriate state 

was obtained. Moreover, the mean value of the energy is in the range of the energy of the state, 5.73 

eV. The z-component of the dipole moment is compatible with a positive charge on the C1 atom 

(DMz=+1.48 D) although the structure does not have an explicit positive charge on the C1 atom. Last, 

we shall note that the energy error made on the ground state is of the same magnitude as that of the 

excited state. The error compensation leads to an energy difference between the ground and excited 

state of 5.04 eV, in reasonable agreement with other computations. For instance CASSCF gives 4.54 

eV, and the 20 structures VB gives 5.21 eV. 

Table 5: Calculations based on delocalized Lewis structures  

  
 

(%)/CASSCF E (Hartree) eV 
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LEWIS 1 
1
A1 iter=0 93.2 -153.70446 1.14 

 L1, L2, L3'L3" Opt 98.4 -153.72092 0.69 

LEWIS 1 
1
B2 iter=0 51.9

[a]
 -153.26162

[a]
 13.2

[a]
 

L3os
[a]

 Opt  - - - 

L3os''' Iter=0  96.5 -153.53558 5.73 

CAS(4,4) 1 
1
A1 / / -153.74626 0.00  

CAS(4,4) 1 
1
B2 / / -153.57928 4.54  

[a]
 Due to orbital rotations in the singlet B2 state, active orbitals 1b1, 3b1, a2 for L3os were optimized for 

the triplet B2 instead.  

Density analysis 

In the following we use the electronic density difference between the ground and the excited states 

(
1
B2)-

1
A1)). This difference is plotted in figure 3 with green color for positive density difference, 

and red for negative. The drawing was made from the Valence Bond wave functions based on the 20 

VB structures, although a similar picture can be obtained at the CASSCF level. The figure shows the 

charge transfer upon excitation.  

  

Figure 3: Top view (left) and side view of the electronic density difference map of MCP between the 

excited state 
1
B2  and the ground state 

1
A1. An isovalue of + and – 1.10

-2
 a.u. was used. Red contours 

correspond to areas where the electron density is smaller in the excited state than in the ground state. 

From the ground state to excited state, carbons 1 and 2 lost some π electronic density (red). The 

bond between carbon 3 and 4 also lost some electronic density (red), but the atomic  density 

increased on theses carbons. This map correlates well with the discussion on the Lewis structures and 

with the importance of the ionic structures i4 and i6 in the excited state. 

The isodensity contours can be nicely completed by the computation of actual electron displacement if 

we integrate the density difference in volumes [34]. The algorithm developed by Tognetti et al 

integrates the density when it is larger (respectively smaller) than a threshold. With a threshold of 

+0.01, we obtained a unique volume where 0.70 electrons are gained upon excitation. It is shown as 

green dots on Figure 4. If we request a similar volume calculation of negative density difference, two 
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volumes are obtained. They are displayed as red dots. Finally, upon excitation, more than half an 

electron quits the exocyclic π bond and locates itself on the C3 and C4 atoms of the cycle. 

     

     
  0.70 electrons in 119.1 Å

3 
-0.53 electrons in 120.9 Å

3 
-0.17 electrons in 9.6 Å

3
 

Figure 4: Density integrated on positive/negative values.  

Conclusions 

Triafulvene, its strong dipole, and its dipole inversion upon excitation were studied with rather simple 

VB computations. Our study might appear somehow narrow on the multi-determinantal reference 

computations (CASSCF(4,4)) which contains only 18 determinants. However, we showed that going 

to the RASSCF level (3330 determinants) would not change significantly the qualitative description of 

the states at work: the dipoles are roughly alike, and the dipole inversion is also similar. The Valence 

Bond description showed that the nature of the two states could be understood with a small number of 

structures. In order to orient our study in the direction of usual Lewis structures writings, we used 

partially delocalized orbitals. We have chosen the orbitals in such a way that two parts were 

considered: the three-membered ring part and the exocyclic part. This partition corresponds to the 

known electronic displacement that occurs in the ground state and upon excitation. We showed that 

among the possible orbital configurations, one was particularly relevant for the 
1
B2 state (L3os'''). This 

single structure overlaps at 96.5% with the CASSCF(4,4) wave function, and the dipole moments are 

consistent: we obtained DMz=+1.48 D for L3os''' alone vs +1.93 for the CASSCF(4,4)). Despite the 

fact that the structure L3os''' has the correct dipole orientation, it does not display the expected positive 

net charges on the exo cyclic C1 atom: the 2b1 orbital (Figure 2) is filled with a single electron, hence 

the exo cyclic carbon has no net charge.  

Differences of densities between the two states were used to illustrate the charge modification at work 

upon excitation. This analysis showed an electronic modification of the  electrons from the C1-C2 

part of the molecule toward the C3-C4 carbon atoms of the cycle. A small repolarisation of the  

electron can also be observed. 

C1

C2

C4
C3
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Annexes 

Annex 1: Geometry 

Experimental C2v geometry* has been used for all calculation of the methylenecyclopropene [21].  

C1 0.00000 0.00000 0.00000 

C2 0.00000 0.00000 -1.33200 

C3 0.00000 0.66203 -2.61192 

C4 0.00000 -0.66203 -2.61192 

H5 0.00000 0.93003 0.55882 

H6 0.00000 -0.93003 0.55882 

H7 0.00000 1.57289 -3.19220 

H8 0.00000 -1.57289 -3.19220 

 xyz coordinates are given in angstroms 

 

Annex 2: Coefficients obtained in the Valence Bond computation (20 structures) 

 1 
1
A1 1 

1
B2 

n2 -0.444987 -0.323074 

n3 -0.444996  0.323145 

i1  0.132939  0.160384 

i2  0.132919 -0.160388 

i3 -0.081109 -0.065502 

i4  0.025782 -0.298112 

i5 -0.081106  0.065508 

i6  0.025796  0.298015 

i7  0.122252  0.023539 
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i8  0.014324 -0.118728 

i9  0.122253 -0.023525 

i10 0.0143050 0.118755 

i11 0.2227071 -0.000018 

i12 0.0968362  -0.000011 

d1 -0.013665 -0.000005 

d2 0.072615 0.060520 

d3 0.072644 -0.060652  

d4 0.020758 0.035776  

d5 0.020756 -0.035781  

d6 -0.006709 -0.000105  
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